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Preface

It is a pleasure to present the proceedings of the 2nd EAI International Conference
on Data and Information in Online Environments (DIONE 2021), which was planned
to be held in Florianopolis, Brazil, during March 10–12, 2021, but, because of the
COVID-19 pandemic, was celebrated in the cyberspace. In this second edition, we
appreciated how the conference has become solid in terms of the number of presen-
tations and the coverage of relevant and diverse topics. The conference kept its focus on
the intersection between Computer Science, Information Science, and Communication
Science. To this end, the presented papers covered topics related to text mining, big
data environments, scientific data repositories, open data academic recommender algo-
rithms, open science, research data sharing, scholarly publishing strategies, and fake
news, among others.

DIONE 2021 was able to bring researchers, scholars, faculty members,
and doctoral and post-doctoral students together to present and discuss inno-
vative ideas related to the aforementioned topics. The conference consisted of
40 full papers selected from 86 submissions; 48% of the papers were from
Brazilian authors, 41% were from Chinese authors, and the remaining 11% were from
authors from other countries including Belgium, Canada, Peru, Germany, and Croatia.
We highly appreciate the interest of all the authors who trusted DIONE to submit
their research results. Special thanks go to the Organizing Committee, the members
of the Technical Program Committee, and the external reviewers for their willingness
to collaborate. In this edition, we were also privileged to have one keynote speaker:
Prof. Pippa Smart from PSP Consulting (UK), who delighted us with a presentation on
preprints and publishing.

We sincerely appreciate the guidance and support provided by EAI. Finally, we
would like to thank the speakers and attendees for being a part of this conference.

We hope that these proceedings will be of interest for all the sectors involved with
the aforementioned topics and that the research results will help to bring more insights
in order to continue strengthening collaboration on these interdisciplinary issues.

March 2021 Edgar Bisset Álvarez
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Abstract. Academic social networking sites (ASNSs) are increasingly using rec-
ommender systems to deliver relevant content to their users. Meanwhile, the
profound opacity of the algorithms that filter information makes it difficult to
distinguish among the elements that may suffer and/or exert influence over the
interactions within ASNSs. In this article, we investigate how ResearchGate com-
municates with its users about the recommender algorithms used in the platform.
We employ a walkthrough method in two steps (interface analysis and com-
pany inquiry using the General Data Protection Regulation (GDPR)) to inves-
tigate ResearchGate’s communication strategies (via the design of the platform
or upon request) regarding the use of recommender algorithms. The results show
six main entities (Researcher, Institution, Research project, Publication, Job and
Questions), along with the large amount of metadata involved in the recommen-
dations. We show evidence of the mechanisms of selection, commodification and
profiling, and in practice demonstrate the mutual shaping of the different actors
(users, content, platform) in their interactions within the platform. We discuss the
communication strategy of the company to shy away from providing details on
automated profiling.

Keywords: Academic Social Networking Sites · Algorithmic transparency ·
Recommender systems · ResearchGate · Human-Computer Interaction · New
materialism · GDPR
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1 Introduction

The use of recommender systems in academia has been increasing, in part because
of Academic Social Networking Sites (ASNSs) such as ResearchGate.net and
Academia.edu. Because of the sheer amount of information available today, automated
content filtering has become an essential feature of online platforms as a way to mit-
igate information overload. One way to filter content is using recommender systems,
which have become popular across a variety of web-based services, including shopping,
entertainment and social networking. By definition, recommender systems reduce the
amount of information available to a user in a digital environment; this is done based on
the predictions that dictate what the user may like. However, the selection criteria of the
data used by the algorithm to recommend and how they are combined and weighted by
the algorithm often appear to users as a black box [4, 6], varying across platforms and
changing constantly. Some authors have started to raise awareness about recommender
systems in attempts to increase algorithmic transparency [3, 6, 19, 20, 29, 32, 35, 42] or
to improve the user’s understanding of the recommendation mechanisms [7, 30].

Previous work on the topic of recommender systems has focused on improving their
efficiency [28, 39, 40, 43], and on human factors, such as trust, privacy, robustness
and serendipity [21, 31, 37, 39]. Although insightful, these works do not reflect on the
effects of recommendations on the academic environment. At the same time, in the
realm of ASNSs research, little has been explored regarding the functioning of recom-
mendations. Previous research [12, 18, 22, 23, 33] has focused on the user’s perceptions
and behaviour. Studies that do consider the platform often scrutinise individual metrics
on these platforms (such as RG Score) [34], here with a sharp topical focus. Current
research on ASNS has yet to consider the agency of platforms in influencing users’
decision making [13, 35].

ASNSs are socio-technical artefacts that shape and are shaped by human prac-
tices and economic, political and social arrangements. While the recommender algo-
rithms mediate the interactions happening within those platforms, these systems remain
neglected in literature about ASNSs and its mechanisms are referred to as black-boxes.

2 Background Literature

Many scholars recognize computational technologies as socio-technical artefacts [8–10,
25, 26]. Acknowledging platforms as (automated) mediators, they account for the “[…]
interplay and mutual shaping of technological tools, human action, and social/cultural
formations” [25, p. 44]. Within a connective social media environment, the practices of
the users are mediated by the “platform apparatus” [9, p. 8]. This mediation determines
how connections are taking shape, regardless of how much influence over the content
the users can exert. The platform selection is “[…] the ability of platforms to trigger
and filter user activity through interfaces and algorithms, while users, through their
interaction with these coded environments, influence the online visibility and availability
of particular content, services, and people” [10, p. 40].
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The elements involved in the online platforms’ dynamic are described in Lievrouw’s
mediation framework [25], which was created to shed light on the materiality of technol-
ogy in communicative processes. This framework contains three elements of infrastruc-
ture (artefacts, practices and arrangements). The artefacts are the material devices and
objects; the practices are the actions that people engage with; and the arrangements are
the patterns of relations, organizing, and institutional structures. Aligned with the work
of José van Dijck [8, 9], the mediation framework brings to light the mutual shaping of
the different elements interplaying in the online performative environment. Therefore,
the phenomenon of recommender algorithms on ResearchGate is to be understood at
the level of the artefact, but also at the level of the practices and social, cultural and
economic arrangements.

At the level of the artefact, when understanding recommender systems, we must
understand their building blocks: they follow different techniques (similarity measures)
to process data of users and items (products and/or content), according to the logic
determined by the company that creates the system. Some of the most well-known
recommendation techniques include content-based filtering, which recommends items
that are similar to the ones consulted in previous interactions, and collaborative filtering,
which selects content by similarity between users [11, 27, 39]. The exact variables used
in this automatic inference and how they are weighted and combined is something that
most companies keep as a commercial secret. This is why it is difficult to observe coding
techniques (programmed by design) in social media platforms. However, this is possible
through “visible user interfaces and application programming interfaces (APIs), and
sometimes though their (open) source codes” [9, p. 6].

Recommendation techniques are used to process data about the items and users.
In an information system, when data are used to represent entities (objects in the real
world), these data are called metadata. Metadata “[…] are descriptive elements or coded
referential attributes that represent inherent or given characteristics to […] entities in
order to uniquely identify it for later retrieval” [2, p. 47]. For example, in the present
study, a publication is an entity in ResearchGate, and it can be represented by many
attributes, such as its authors, its keywords, the journal that published it, and its DOI.
Not only do the inherent attributes of the entities (that is, attributes that describe the
inherent properties of the entity) matter to the recommender system. Metadata that are
somehow related to the entity, but rather describing the relations with other entities (such
as when that publication was read by a certain user, who liked that publication, and how
many keywords it has in common with yet another publication) are valuable to the
recommender algorithm because they help to predict the relevance of that publication to
the user. Therefore, in the current paper, we use recommendation attributes andmetadata
as interchangeable synonyms to refer to the classes of data that are used by the algorithm
to form a recommendation.

The data used in platforms can also be categorized by where it comes from, that
is, how the data are obtained, as pointed by privacy lawyer Simone van der Hof [15].
This typology distinguishes between the data given, data traces and inferred data [15].
Data given are provided by the user during the interaction; these data can be either about
themselves or about other individuals, and normally, the user is aware of this provision
(although not necessarily their intention to do so). Personal data about the users could
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be the email and password created by the users to login or their affiliation with an
institution; hence, these data contain information about both the user and institution.
Data traces are the data left behind, mostly unknowingly, by online interactions and
are captured via data-tracking technologies such as cookies, web beacons and browser
history. It meticulously documents the user’s behaviour online, allowing the platform to
know where the users spend more time on a page, where they click, and which paths
they take to find certain information. Derived from the data given and data traces, it is
possible to predict certain aspects about the users and/or their preferences. Van der Hof
[15] calls this inferred data.

As for the logic of the recommender system at the level of the artefact, it is through
the above mentioned machine understandable data that the recommendation algorithm
can infer a certain preference of the user and predict what content might be desirable
for a particular user at a particular time. The algorithm calculates the similarity between
users and items and between users and items by processing metadata. It is possible to
aggregate users by their attributes and past behaviour and then label the cluster with
a certain profile (this process is referred to as profiling). For example, a user can be
profiled as a heavy-user male, 36–55 years old, lecturer, and interested in astrophysics
and mathematics. The profiling is often made by algorithms that employ data from
within the platform, sometimes combined with other data sources, to find patterns and
correlations [15].

At the level of practices, ASNSs provide an environment for researchers to expose
their publications, projects and topics of interest and, to instantly connect userswith other
researchers and research groupswithwhom theywish to relate.Working like other social
media platforms, it is possible to follow other people (i.e., academics), to recommend
content (e.g., scientific papers, research projects), and post messages (e.g., intellectual
output). Resembling the forums and groups on other social media platforms, users of
ASNSs can engage in discussions around specific topics using the Q&A section (e.g.,
researchers may interact between different research groups, universities and countries
through thematic affinity). A particular feature in these networks is the recommendation
of new publications by those authors who have been previously cited by the user and
who are included in their paper’s references list. This way, the user can follow what the
authors they cited in previous work are publishing at the moment.

Regarding arrangements, in general, it is considered that the recommendation algo-
rithms on ASNSs are responsible for connecting researchers with common research
interests, enabling collaboration and giving and receiving updates about the work in
the field. However, the interests and motivations of the users are not the only ones to
be considered. The development of a platform is guided by the economic and polit-
ical interests of the company [8]. For example, ResearchGate positions itself under
the paradigm of open science. Open science advocates for, among other things, pro-
viding unlimited and free-of-charge access to data sets and publications. This broader
phenomenon is motivated by the belief that it would bring more fairness to science,
countering the asymmetry between developed and developing countries. A feature in
the platform that allows the researchers to upload and share their own intellectual output
make this alignment tangible. Naturally, this policy has several implications on institu-
tional and societal levels. Although researchers might use this feature by altruistic means
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and/or to boost their impact (by promoting their work to potentially increase the number
of citations received), major publishers can engage in judicial disputes with the platform
over copyright infringement.

The use of personal data in such platforms is also something to consider at the
level of the arrangements. Because the recommender systems usually depend on the
processing of personal data such as interests, location, gender and the browsing history
of the user, the EU recently enforced a legal framework to ensure citizens’ right to an
explanation of how data are collected, processed, stored, shared and used on platforms.
The General Data Protection Regulation (GDPR) [14] provides an access point for
meaningful explanations about the functioning of ASNSs, and information requirements
that are specifically geared towards automated decision making and profiling practices.

Still referring to arrangements, different pieces of communication form a whole that
give a hint to the user regarding what the added value of such technology is, how it is
meant to function or which risks it entails. Investigating the communication arrangement
is an appropriate way to reveal how the platform is expected to be used [26]. From
affordances and constraints on the interface to public announcements or private answers
to requests, the manner in which that a platform communicates with its users plays an
important role in how users perceive the technology.

Recent literature in Human-Computer Interaction (HCI) [4, 8, 9, 26] has shown how
researchers can investigate the way platforms guide users through activities via their
design and communication strategies. Some examples are information infrastructure
studies [5], digital ethnography [36] and thewalkthroughmethod [26]. In the intersection
between science and technology studies (STS) and cultural studies, these approaches
allow for “[…] identifying the technological mechanisms that shape - and are shaped
by - the app’s cultural, social, political and economic context” [26, p. 886].

Although great attention has been directed at social media platforms, to the best
of our knowledge, there is no prior research investigating the role of the automated
mediation of information (i.e., with the help of recommender algorithms), specifically
in ASNSs. Against this backdrop, in the current paper we focus both on the artefact and
on the communication arrangement of ResearchGate to answer the following research
question: how ResearchGate communicates with its users (via design or upon request)
about recommender algorithms? Our inquiry will be led by a few follow-up questions:
What are the main entities involved in the recommendations on ResearchGate? Which
mechanisms can be identified in the platform? How does ResearchGate communicate
with its users about the recommender algorithms used in the platform?

In the present study, we chose to work with ResearchGate because of its pop ularity
and outreach among researchers. The platform has been growing through the years in
its number of users [41], quantity of documents that it holds [34] and the intensity of
use [16], currently claiming to have 17 million users.

3 Methods

In the walkthrough method [26], we found a way to inspect the artefact (typical STS
approach) while also expanding the analysis to arrangements (cultural studies approach,
providing “a frame from which to identify embedded cultural values” [26, p. 888]).



8 L. Monteiro-Krebs et al.

Combining a technical walkthrough on the artefact with the analysis of the communi-
cation arrangement, we comprehensively delve into what is communicated via design
(interface analysis - step i) and upon request (company inquiry - step ii) regarding the
recommendations on ResearchGate. In the following subsections, we describe each step
in detail.

3.1 (i) Interface Analysis

This analytical procedure consisted of two phases. First, on the interface, we identified
all communicative elements (content labels) that are in one way or the other linked to
recommendations. For the first phase,we looked for visual evidence of a recommendation
in the interface, identifying content that was labelled as a suggestion or recommendation
(e.g., when the word “suggested” appeared, or a button called “recommend” emerged).
Through this search, we detected five content labels (header of a container) that we found
were potentially showing recommended content. The labels are: “Suggested for you”,
“Who to follow”, “Jobs you may be interested in”, “Suggested projects” and “Questions
we think you can answer”. These content labels were above certain types of content,
as can be seen in Fig. 1. Every time we found one of those labels, we clicked on the
label’s link, which then led us to a new page. If the communicative element led us to
an independent page with further information and the attributes found there were also
connected to other entities, we inferred that it was an entity.

The second phase of the interface analysis, consisted of inspecting each of the entities
in more depth and, also describing their corresponding (visible) attributes. For example,
the entity Researcher has an independent page and is detailed by several attributes, such
as name, RG Score, degree and current affiliation. We did this until we reached the sat-
uration point (when there was no new entity found anymore, only repeated ones). This
process resulted in the mapping of six main entities that are involved in recommenda-
tions on ResearchGate: Researcher, Institution, Publication, Research Project, Job and
Question.

We took screenshots and listed the entities, that can be seen in the results section.
For the interface analysis, we accessed ResearchGate with the login of the first author
using Google Chrome Version 75.0.3770.100 (Official Build) (64 bit) as a web browser.
The data collection occurred in February 2019.

3.2 (ii) Company Inquiry

For the company inquiry, the first author sent a data access request to ResearchGate via
their contact form on 2 April 2019, asking for the data they have on the user and an
explanation of how they create the recommendations (based on what data and criteria).
The company replied on the 9th of April via email (sender support@researchgate.net),
as follows:

We consider metadata we may have about you such as the names of published
articles plus your past interaction with the site in order to present content that we
think might be relevant and interesting to you. We partly use cookies to do this.
To view our cookie policy or to opt out visit our cookie policy: https://www.resear
chgate.net/cookie-consent-policy.

https://www.researchgate.net/cookie-consent-policy
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Fig. 1. Visual evidences of recommendation

The same day, on 9 April 2019, the first author wrote back with an extensive email
citing the right to an explanation provided in GDPR [14] and specifying the exact infor-
mation wewanted to receive. Art. 15 GDPR grants individuals the right to knowwhether
or not their personal data have been processed (by the company and/or third parties); it
also grants access to personal data and information when it is collected. Our response
was structured around 12 questions that were developed with the assistance of a team of
legal researchers1. ResearchGate did not respond to our inquirywithin a reasonable time.
Hence, we reinforced the request with another email on the 23April 2019. On the 24th of
April, ResearchGate (sender support@researchgate.net) responded and thanked us for
contacting them whilst also informing us they were “[…] in the process of responding
to your request”. On 13 May 2019, ResearchGate’s Privacy department responded to
our request. They sent us an introductory email with a seven-page plain explanatory text
document as an attachment, and in the body text, they gave a reference to a URL to a set
of 22 HTML files and 11 PDF files (see also the results section, below). The introductory
email read as follows:

Thank you for your data subject access request dated 9 April 2019. Please find
attached a document with more detailed answers to your questions and your
data. If you wish to modify your privacy settings or update your personal data

1 Questions originally designed for the research project Algorithmic Transparency and Account-
ability in Practice (ATAP), in which Luciana Monteiro-Krebs and David Geerts participated.
See more in https://soc.kuleuven.be/mintlab/blog/news/re-thinking_recommenders/.

https://soc.kuleuven.be/mintlab/blog/news/re-thinking_recommenders/
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please access this page https://www.researchgate.net/profile. ProfilePrivacySet-
tings.html. For more information please consult the Researchgate privacy policy at
https://www.researchgate.net/privacy-policy. We remain available for any further
information you may require.

As for the analysis of the company inquiry data set, we compared what was stated
in the explanatory text with the data set. We describe the information found in the
categories of data pointed out by the company in the results section. Additional findings
are discussed further.

4 Results

In this section we present the results of the two methods explained above: interface
analysis and company inquiry.

4.1 Interface Analysis

After analysing the labels to containers on the home page, we found visual evidence
of recommendations. In this subsection, we describe the technical walkthrough and
how we went from the five initial labels on the interface to the six entities involved in
recommendations and their respective attributes.

On ResearchGate’s home page (see Fig. 2), the recommendations under the label
Suggested for you refer to publications, such as articles, chapters, books, technical
reports, theses, conference papers, data and preprints. We have identified the following
attributes: title of the publication, the type of publication (paper, report, chapter, etc.),
whether there is a full document available, the date of publication, and the number of
reads. The item container under the label Suggested for you also shows the buttons
“View”, “Download” (or “Request full text” in case the file is privately archived), “Rec-
ommend”, “Follow” and “Share”. At the bottom of the item container, the number of
researchers who follow or recommend this particular publication is made visible. Our
findings further show that by clicking on the “View” button, we are led to the com-
plete page of the publication within the platform. On that page, we could find specific
information about that publication, such as title, author(s), abstract, editor/journal and
date. At the bottom of the publication’s page, a container recommending more research
items under the label “Similar research” appears. Because publications appear under two
labels that indicate recommendations (“Suggested for you” and “Similar research”), we
identified Publication as a recommended entity. Additionally, the entity publication has
a specific page for it: each paper, book chapter or preprint registered on the platform has
its own page with all the metadata regarding that publication that can be retrieved and
recommended from that metadata. On the home page, many recommended publications
are from authors related to the user, either as coauthors, colleagues, or people the user
follows or cites.

As for the label Who to follow, the interface analysis further shows that the main
page gives concrete recommendations to follow other researchers. In the container under
the label “Who to follow”, there is a list of recommended researchers, showing a profile

https://www.researchgate.net/profile
https://www.researchgate.net/privacy-policy


Depicting Recommendations in Academia 11

Fig. 2. Publication recommended in the feed

picture, name, the connection between the recommended researcher and the user (e.g., if
he/she is someone the user cited previously, or is a coauthor, etc.) and a “Follow” button.
Three researchers are shown in this container on the home page.

At the bottom of that container, there is a link to “View all related researchers”,
which in turn leads to a new page with several options of researchers to follow. The
recommended researchers to follow are introduced with short profiles that are ranked
and separated by the following tabs: “Summary”, “Your institution”, “Your department”,
“Your coauthors”, “Citations”, “Similar interests”, and “Your followers”. The short pro-
file features picture, name, institution/company, the connection with the recommended
researcher and the suggested researcher’s RG Score. The RG Score is a metric created
by ResearchGate to, according to the platform, “measure scientific reputation based
on how your work is received by your peers.” It is based on several aspects, including
publications, citations and interactions within the platform. The RG Score is one of the
few pieces of information that appears in the short summary of the researchers’ profile
on the interface. The interface also hints at the possibility of inspecting the connection
in more detail, for example, by checking which publication the user and recommended
researcher are co-authoring, the skills or expertise they share and the latest publication
of the recommended researcher. Based on these attributes, we can infer two entities:
Researcher and Institution. The Researcher has a specific page dedicated to it and is the
entity that appears under the labels “Who to follow” and “View all related researchers”.
Institution appears to be relevant because it has its own specific page and because of two
other reasons. First, in the list of recommended researchers, there are specific tabs for the
people from “Your Institution” and “Your Department”, to recommend colleagues for
the user to follow. This suggests that it is because of the connection with the institution
that other researchers are being recommended, and many suggestions on the home page
are from people working in the same institution of the user. Second, in the container
with Job offers, it is the logo of the institution that appears next to the job position. The
institution can be a university or faculty, a research institute or a company.
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Regarding the label Jobs you may be interested in, on a list of five job offers,
ResearchGate first shows the title of the position and information about the institution
or company: the logo, name and location (city and country). Depending on how recent
the vacancy is, a label appears: “New job” or “Expiring soon”. Two links appear at the
bottomof this container on the homepage in addition to the list of job positions: “Improve
these suggestions” and “Viewmore” (to visualize more suggestions). The link “Improve
these suggestions”, activates a pop-up box that allows for updating the list of skills and
expertise. Some suggested skills also appear in this box, showing the importance of the
keywords used in job recommendation. Clicking “View more” leads to a page with job
positions with the exact same metadata that the item container on the home page brings,
but instead of showing five options on the side bar, a page with dynamic scrolling is
shown, with job offers appearing in a long list that occupies the entire page.

Whenclickingononeof the jobpositions in the recommended list, a complete register
of the vacancy is provided on a new page, including more information on the title of the
position, the date on which it was published, the institution, the location, the logo, a job
description, areas of research (what knowledge fields that position encompasses), a list
of other positions at the bottom of the page (link called “Discover more”) and, on the
right side of the screen, another list of recommendations: “Researchers also applied for”.
In the list “Discover more”, which is at the bottom of the page, a list of 15 job positions
is shown, but the only information on the link is the job title. In the list on the right side
of the page, under the label “Researchers also applied for”, the format is the same as that
of the home page (i.e., job title, logo, name of the institution and location). The latest list
(“Researchers also applied for”) is shorter, with five positions only, and a link to “View
more” appears at the bottom of this container. In this particular type of recommendation,
we highlight the Job as an entity, because it appears under several recommendation
labels (“Researchers also applied for”, “Discover more” and “View more”) and each
job offer registered has a specific page. We confirmed the importance of the Institution
because it appears prominently in job offers (logo and name of the institution). We also
confirmed the importance of the entity Researcher through the label “Other researchers
also applied for”.

The interface analysis with respect to the label Suggested projects further shows
that this label is above an item container that provides information on the title of the
project, a brief project description and the name(s) of (a selection of) the researcher(s)
who are involved in the project. The latest are ranked in a way that researchers with a
shared connection are shownfirst independently ofwho is the project lead, alongwith the
number of other researchers in the project. Figure 3 shows an example recommendation
of a project. Research project is then mapped as an entity, because it have a specific page
to describe its attributes and is closely connected to other entities, namely Researcher
and Publication.

On the home page, there is a link to a section with questions and answers, which
is labelled “Questions”. Clicking on this link, a new page appears with, among other
content labels, one called Questions we think you can answer. By clicking on this label,
we are led to a page with open questions posed by other researchers. The attributes on
this page are the name of the researcher, date, main topic, title of the question, the first
sentences of the question, some keywords, the number of replies, the number of reads
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Fig. 3. Recommended projects

and the buttons “Reply”, “Recommend”, “Follow” and “Share”. Figure 4 provides an
example of a recommended question.

We identified Question as an entity, not only because it also has a specific page but
because its importance is reinforced by yet another container in the home page with
the label “Do you have a research question?”. In this item con tainer on the interface,
the user is invited to ask questions to get help from experts in their field. The link
for “Questions” also appears on the home page (feed) accompanied by the following
sentence: “[Researcher] asked a question in [keyword]”. From that sentence, we infer
that the recommended question is influenced by the keywords list. This influence is
reinforced by the item container with the user’s skills and expertise in the right column
of the “Questions” page. The container shows the sentence: “We use your skills and
expertise to show you relevant questions. You can edit your skills and expertise at any
time.”, which is followed by a list of keywords that represent the user’s skills and
expertise. The association between questions and keyword (in the home page) is made
even if the keyword is not present in the user profile or in their list of skills and expertise.
In other words, users see recommended questions with the indication of a topic (e.g.,
communication) based on their profile, even if the users themselves did not list this
specifickeyword as a topic of interest. The inferencemadeby the recommender algorithm
might use co-occurrence as a similarity metric to suggest questions.

Summarizing the findings from the interface analysis (step i), the main entities
involved in recommendations on ResearchGate are Researcher, Publication, Research
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Fig. 4. Suggested questions

project, Institution, Job andQuestion. Because the vastmajority of professional and insti-
tutional profiles, documents, and job offers shown within ResearchGate fit under these
overarching categories of information mapped in our research, most of the interactions
within the platform are somehow affected by the recommendation algorithm.

4.2 Company Inquiry

In this section, we describe the aggregated classes of data (with the quantity of attributes
for each class) contained on the data set (seven-page text document attached to the
conversation email, 22HTMLfiles and 11PDFs).We further highlight some key findings
before the Discussion section. The results of our company inquiry show that content
on the ResearchGate platform is being recommended based on the processing of the
following data:

Personal Data: According to the company, this information is used “to understand
more about the users, visitors and viewers, and how they interact with our platform”.
We identified 105 attributes (on the files “Account”, “Account emails”, “Your Privacy
Settings” and “Your Notification Settings” describing user’s personal data (including
name, address and email) and preferences (such as if other researchers can see certain
interactions of the user).When asked about the company’s personal data sharing practices
with a possible data processor, ResearchGate replied that they do share personal data
with a partner (Lotame.com), but did not inform which data they consider personal.

Bibliographical Information: This includes information about academic content from
different sources, including databases (e.g., PubMed) or the website of a publisher.
The information includes, for example, title of the article, name of the journal, date of
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publication and names of the various authors of the content. In the data set, we found
three attributes that fit this category (distributed on the HTML files “Coauthors”, “Your
Projects”, “Your Publications”). The data set also contained the full publications in PDF
format, although no information was provided on how the PDFs were indexed.

Information Pertaining to the User’s Work: The HTML files “Project Collabora-
tors” and “Profile information”2 gather 29 attributes, including where and with whom
the user works.

Historical Data: ResearchGate informed us that to recommend content, they process
usage frequency, type of devices used, publications consulted, time spent on particu-
lar pages or parts of pages and number of clicks on a page of features. We identified
18 attributes on the HTML files “Login history”, “Activity history”3 and “Publication
followings”. These files contain the login data (when and from where the user logged
in) and all sorts of interactions with different content (such as publications, researchers,
advertisements, job offers and emails). The interactions include, but are not limited to,
engage, view, react, update and open. For each interaction, the list shows the date, time,
country, browser, operational system and (truncate) IP address4 used in that activity.

ResearchGate states that, for security reasons, it keeps the number of pages viewed
by the user to prevent data harvesting by third parties. Indeed, in the data set, we could see
the number of read publications, the number of read projects and the number of citations.
However, ResearchGate not only keeps the number of visited pages to avoid security
attacks, but also registers every page and which type of interaction (view, engage, react)
the user has with that specific content (see Fig. 5). This shows that the company not only
keeps quantitative data about the accessed pages, but also keeps track, in great detail, of
the users’ interactions within the platform to observe their behaviour.

Authors the User May Have Chosen to Follow: The HTML files “Followers” and
“Followings” (total six attributes) represent the network the user is in contact with.

The Subject Matter of Articles the User May Have Authored: As mentioned in the
category bibliographical data, ResearchGate provided the PDF files of all publications
registered in the platform by the user; however, it did not give information about the
process of indexation of these content, that is, the extraction of the topics of the paper.
We infer that there is a collection based on the PDF (and maybe that is why the platform
is so insistent in asking the user to upload the full text). For example, there is no specific
field on the interface to register the references of the papers. However, once the PDF is
uploaded, metadata and links to the publications that are cited appear on the publication
page. This could also be the case for automatic extraction of topics, which leads us to
the keywords.

2 The file “Profile information” could also be considered personal data because it includes email,
phone and birthday.

3 The files “Login history” and “Activity history” also fit the category of personal data because of
the type of attribute they register. They registered two years of interactions within the platform.

4 IP address is a numerical label assigned to each device connected to a computer.network, used
to identify it individually.
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Fig. 5. Part of HTML file with historical data

Profiling Keywords: The data set also had a file called “Keywords and Skills”, which
contained a list of keywords, many of which were not added by the first author of the
current paper. In total, the user profile in the platform had 22 keywords as skills and
expertise at the time of the data gathering that were filled by the user and visible in
the interface. The keywords HTML file of this same user had 67 keywords. Seventeen
of them were classified as “Sciences” by the platform (e.g., Social Science, Semantics,
Artificial Intelligence). As can be seen in step i (interface analysis), the sectionQuestions
normally uses skills and expertise to recommend questions to be answered by the user.
Hence, if only 33% of the keywords (22 out of 67) in the user profile were actually
provided by the user (data given), 67% of these recommendations are based solely on
algorithmic inference (inferred data).

It is not clear, however, how the match between keywords and content is made to
recommend publications to the users. The company makes recommendations based on
“The subject matter of articles the user may have authored”, but no indication was
found to identify how these topics are selected by the system. This vagueness is also
reflected in the classification of information. Several attributes present in the data set
could be classified as “Information pertaining to the user’s work” or “Personal data”,
but the company did not make clear how this information was being used.

Content in the Platform: Content posted by the user within the platform fits this cat-
egory. The HTML files contain “Messages” (three attributes, including the full content
of the messages left on ResearchGate) and “Questions” (no attributes were mapped here
because the first author did not publish any question within the platform at that time,
hence the file came empty).
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Scores/Stats: This refers tomany aggregatedmetrics keeping track of the achievements
of the user that are considered milestones. Examples include reads (the so-called success
stories represent the number of reads the publications have across time), number of
citations, likes on the user’s publications and research projects (the button Recommend
in the interface is equivalent to the Like button on other social media, and it is counted as
a like in the HTML files). They also list the most relevant publications considering the
h-index5 on ResearchGate. The files “H-Index”, “RG Score”, “Account Stats”, “Success
stories” and “Top Publications by H-Index” total 18 attributes.

The HTML file “RG score” contains the composition of this metric (percentage dis-
tribution that comes from publications, questions, answers, and followers). For example,
99.48%of the first author’s RGScore comes from publications, while 0.52% comes from
followers. If the first author had posted or answered any question, this would also be
part of the equation, but it was not the case. The platform dedicates a page to explain
how the RG Score is built, but it does not show if and how it may influence the ranking
of researchers recommended to the user (under the label “Who to follow”).

As for the tailored advertising content (this content appears in the interface as “spon-
sored content”), ResearchGate listed the following information categories used: “per-
sonal data provided by the user; personal data collected by the platform; and personal
data inferred by the platform based on the use of the Service and the Internet”. Some of
this information is provided by the users themselves, some is collected by the platform,
and some is inferred by the platform using a combination of data already in their pos-
session. In the typology of privacy lawyer Simone van der Hof [15], those categories of
data would fit as follows: personal data provided by the user is equivalent to data given;
personal data collected by the platform is equivalent to data traces; and data inferred
by the platform based on the use of the Service and the Internet is equivalent to inferred
data. The three categories informed by the company are broad enough to include any
kind of personal data used in the platform without necessarily specifying where the data
come from and how the data are used in the advertisement. This classification is vague
because it does not inform which data are considered personal by the platform.

The company also presented inconsistent information when answering the question
on the logic involved in recommendations. ResearchGate denies automated decision
making: “We do not engage in automated individual decision making, including profiling,
as proscribed in GDPR Article 22.” However, when asked about personal data usage, the
company claims that: “For the personal data where we provide a description of the data
categories we cannot provide a copy of the data because the data is in an aggregated
format.” The aggregated format can normally be seen as profiling [14, 15]. Hence,
apparently, there is confusion about the meaning of profiling. In Art. 13(2)f and 14(1)f,
the GDPR requires a platform to provide information regarding the existence of “solely
automated decision making”, including profiling. The law also requires that where such
systems are deployed, meaningful information is given about the logic involved, as well

5 The h-index is a bibliometric index given by the number of articles that have a number of citations
equal to or greater than the number itself. If the researcher published 15 articles that obtained
15 or more citations each, then their h = 15. It was created in 2005 to assess the relevance of
researchers, but rapidly spread across other entities and today it is applicable to researchers,
institutions and journals.
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as the significance and envisaged consequences of such processing for the individual.
ResearchGate did not provide the explanation asked about the logic of the recommender
system because of commercial secrecy. When explicitly requested to explain the logic
behind the recommender system, the company responded with the following:

This request goes beyond your right to access deriving from Art. 15 GDPR, and
an explanation of the set-up and specific functioning of our system would involve
providing you with information we regard as business secrets.

Summarising the results of the company inquiry (step ii), ResearchGate provided
a long document explaining the recommendations together with a data set containing
what the company claims to be all the data they have about the first author. However,
this was received by the researchers at the third contact attempt, after an extensive
request on behalf of the researchers with several specific and law-based questions. In
the company’s first answer (sent by the support team from Berlin), they provided two
lines of explanation and a link to the cookies policy. We believe that the standard answer
does not offer a complete overview about what is used to recommend content and how
this process happens. At that moment, the company said they use data provided by
the user to offer better personalised service and briefly referred to metadata (names of
published articles and user’s past interaction with the site) obtained partly by cookies,
which are only two of the many attributes mapped in our research. Their final answer,
sent by the privacy team with no location given, was obtained six weeks after the first
request. In the final answer, more information was provided, but the data set was still
incomplete. For example, ResearchGate sent us PDF files with the publications authored
and uploaded by the first author on the platform. However, the terms used to index the
content of the publicationswere not revealed. Itwas not clear if this answer came from the
data processor (Lotame) because there was no indication of location. From the absence
of a nominal signature, we interpret that further contact on behalf of the user is not
encouraged.

Even after receiving a document that is supposed to explain the logic of the rec-
ommendations, the information we received was vague and sometimes inconsistent.
Regarding examples of the former, there is a lack of accuracy in describing what is
considered personal data (used to recommend regular and spon sored content); there is
no information about how the inferences are made in the keywords used in recommen-
dations; and there is no information regarding how much of the RG Score contributes to
the ranking of researcher’s recommendations, even though this is an important metric
created to measure the reputation of researchers, as ResearchGate states on the interface.
As for inconsistency, two occurrences were reported: first, the discrepancy between stat-
ing how they keep quantitative data regarding the number of pages visited when they
actually keep detailed data about the user’s behaviour on the platform. And second,
affirming that they do not use automated decisions while admitting to profiling users
with a data processor.
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5 Discussion

Analysing the artefact and the communication arrangement of ResearchGate in contrast
to what usually interests ASNSs users, according to previous studies, we observe that
most of what users seek is mediated by algorithms, even though this is not always clearly
communicated to the user. For example, Jeng et al. [18] point out that ASNS platforms
can facilitate scholarly information exchange,which inResearchGate is possible through
the section “Questions”. Because Question is one of the entities shaped by recommender
algorithms on this platform, the information-seeking that starts in this particular section
receive algorithmic mediation. It is clear to the users that the information available in the
“Questions” section receives automated curation (see Fig. 4), however it is unclear how
much inference is happening behind the scenes. Moreover, the statement on the interface
that the platform employs the users’ skills and expertise to show relevant questions and
that the users can edit their skills and expertise at any time can misinform the user. From
these sentences, users can be misled to think that they are in control of the mediation,
when in our study we found that nearly 67% of the keywords in the user profile were
inferred and act behind the interface, not being available to manual edition by the user.

Previous studies identified practices of the ASNS users regarding contents usually
available in these platforms. Our analysis can add to this knowledge showing the algo-
rithmically mediated entities related to these specific contents. According to Nández
and Borrego [33], researchers use ASNSs to follow and get in touch with other scholars.
That involves the entity Researcher, which is used to recommend content and is also
recommended in the platform. Users also disseminate their research results [33] via
self-archiving (uploading one’s own publications), motivated by accessibility [24]. The
entities Researcher, Research Projects and Publications are directly involved in these
actions. The recommendations used in Job positions are clearly based in collaborative
filtering: “Other researchers apply for”. However, differently from the other entities, the
information provided here is generic, not disclosing which researchers applied for that
specific vacancy, or how many. This might be an strategy from the platform to boost
employment without jeopardize privacy and inner competition in academia. The com-
petitive aspect of job seeking changes the configuration of the information provided,
possibly to avoid endanger the negotiation between the Institution offering the position
and the Researcher. This informs about how social arrangements, practices and artefact
are mutually shaped [25], as a specific feature in the artefact reflects a social conduct and
a certain “way of doing” that is professionally accepted by the academic community. By
recommending a Job position this way, the platform protects the relations between the
nodes of the network (imagine two colleagues knowingly running for the same vacancy)
and the institution that offers the job (by not showing howmany researchers have applied,
the platform does not denounce how disputed that job vacancy - really - is).

5.1 Information Selection and Prioritization by the Platform

The company stated in their email that they use the recommendation engine to present
content that they think might be relevant and interesting to the user. Analysing this, we
see the platform selection [10] in practice. While the users are browsing, they are both
actively providing data (on their profile or login history) and receiving recommendations
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that are based on these preferences. The users may provide information about their top-
ics of interest (data given), publications (data given and data traces in case the metadata
about the publications are collected by the platform in other databases) and what they
like to see (by simply navigating and staying longer on a certain page these data are
collected through the login history). However, it is the algorithm that decides how this
information will be selected, processed and weighted, which ultimately defines what
other content will be shown and in which order (prioritization) [6, 10]. In the context
of recommendations in ASNSs, this means that although users have agency on the con-
tent that is published and consumed (e.g., uploading papers or inserting the institution
name where the researcher works), how this content is used in the algorithm, namely,
which attributes will be matched and which ones are more relevant in the ranking of
recommendations, is a decision coming from the platform (automated decision making).
Themutual shaping characteristic between the different elements (artefact, practices and
arrangements) [25] is expressed in the way that users can freely engage with whatever
content they want, while the platform nudges them to connect with certain items and
forums through personalised recommendations (e.g., “you might like this” or “we think
you can answer this question”). The user can decide what to click on, however, through
automated filtering, the universe of choice is narrowed by the recommender algorithm.
Aligned with Bozdag [6], Alvarado and Waern argue that, in promoting recommenda-
tions from the users’ most active connections and downgrading the actions of the less
active ones, “[…] the system controls both the users’ information and who they can
reach” [1, p. 2].

5.2 Commodification in ASNSs

ASNSs are designed in a way that the platform can benefit (economically and strate-
gically) from the researchers practices, which is afforded by the artefact. For example,
ResearchGate values the interactions within the platform, which is concretely expressed
by the RG Score, that quantifies all these interactions. The interactions quantified in the
RG Score (uploading full text publications, engaging in Q&A forums, and acquiring
followers) are also beneficial to the platform: questions engage users, uploading full
publications feeds into the database of the company with machine readable scientific
content (that otherwise is protected by paywalls) and followers increase the trust on the
digital environment. Probably not coincidentally, RG Score is one of the few elements
shown in the short profile of the researcher. The platform also nudges researchers to
invite their coauthors to become users as a way to “help their publication gain visibility”
(sentence used in emails sent by the platform).

ResearchGate rewards the researcher that makes the upload of full text publications
in two ways: adding up the users’ RG Score and recommending new publications from
“relevant” authors (that are inferred based on the list of references of the publications).
By encouraging this practice (sharing the researchers’ own work) the platform can then
offer the publication free of charge to other users, which might increase the adherence
of new users. This can be identified as the mechanism of commodification that “[…]
involves platforms transforming online and offline objects, activities, emotions, and ideas
into tradable commodities” [10, p.37].
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Users receive reading recommendations based on amatch between their own interests
(keywords, readings) and the previous publications they wrote themselves. At the same
time, they can also recommend content produced by others and, therefore, influence
the way that publications are ranked in the platform (including for themselves). This
recommendation is made through the button “Recommend”, which is part of the design
of the container for several types of content on the interface of ResearchGate, and it can
be seen in previous figures (Fig. 1, Fig. 2 and Fig. 4). In a typical case of collaborative
filtering, when user A recommends a certain content item, this item will appear to other
users (users B, C, D) endorsed by user A. Prior research has shown that the collaborative
filtering technique in recommender systems is inherently driven by social influence, as
the “follow by example” pattern is automated by the algorithm [17, 38]. Thismay explain
why ASNSs facilitate trust among users, as they consider the site to be an extension of
their professional activities, therefore perceiving other members as trustworthy [22].
Hence, when a researcher connected to the user endorses a certain content, that content
becomes more appealing and more likely to attract the user’s attention and trust, which
might be a strategy from the platform to increase their interest and to get users to trust
more in the recommended content. This is aligned with what van Dijck [8] affirmed
about how platforms are influencing human interaction on an individual, community
and larger societal levels. This is happening “while the worlds of online and offline are
increasingly interpenetrating” [8, p. 4].

5.3 Profiling in ASNSs

The three categories of personal data used in the digital environment are data given,
data traces and inferred data [15]. Regarding the types of data used in recommenda-
tions, ResearchGate mentions to the use of personal data specifically when referring
to tailored advertisement (sponsored content), as shown in step ii (company inquiry).
However, data from all of these categories, particularly inferred data, are used for a num-
ber of different recommendations (not only sponsored content), connecting users and
content on ResearchGate. For example, our research results have shown that only 33%
of the keywords in the user’s profile (in the HTML files) were stated by the first author in
the field named skills and expertise. The company did not say how these inferences are
made and what is the exact information used to generate them. Nevertheless, the results
in step i (interface analysis) show that the entity Question is associated with keywords
that are not listed in the user’s profile or in their list of skills and expertise. Additionally,
it is difficult to state which data are considered “personal” by ResearchGate because this
was not detailed in the document. ResearchGate also did not specify which categories
of information are shared with Lotame (data processor). Presenting customised content
recommendations can be considered automated decision making, where recommenda-
tions depend on a profile that has been built out of the characteristics or interests of the
user. Therefore, it would be desirable for the company to clearly explain to its users
the process of automated profiling, either by design of the interface or upon request.
The right to a meaningful explanation is ensured to the users by GDPR [14], and it is
crucial to help them understand the mechanisms underpinning their interactions within
the platform [30].
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5.4 ResearchGate’s Communication Strategy

VanDijck and Poell [9] have stated that the technologicalmechanisms in socialmedia are
often invisible. This was possible to see in our data collection, with the delayed, vague
and sometimes inconsistent answers to the company inquiry (step ii). This also goes
towards Millecamp’s claim: “the rationale for providing individual recommendations
remains unexplained to users” [30]. Unfortunately, most people only have a vague idea
of how recommender algorithms work, because these systems are often presented as
a “black box” [6], which was also the result we got from company inquiry, when the
company argued that the information asked regards business secrets.

The vagueness and inconsistency can have two motivations. On the one hand, it can
be because of the recency of GDPR requirements and the lack of experience in providing
detailed and meaningful explanations about the algorithmic mediation to users. On the
other hand, it may be a conscious effort to keep the algorithmic logic safe from competi-
tors (commercial secrecy).Nevertheless, transparency through design is amust regarding
recommendations in ASNSs [32]. Providing tardy, unclear and discrepant explanation
jeopardize the algorithmic transparency of ResearchGate and do not contribute to the
user’s understanding of the recommendation mechanisms.

6 Conclusion

In the current study, we conducted a socio-technical analysis of the recommendations on
ResearchGate in light of the mediation framework [25]. Using the walkthrough method
in two steps (interface analysis and company inquiry) we delved into what the platform
communicates regarding the use of recommender algorithms via design or upon request.
We identified the main entities involved in a recommendation: Researcher, Institution,
Publication, Research project, Job and Question. Considering ASNSs are one type of
social media, we analised how artefact, practices and arrangements mutually shape each
other. We also verified how the mechanisms of platform selection, commodification and
profiling [10] apply to the platform. We conclude that recommender algorithms mediate
most of the content in the platform and that the mutual shaping characteristic of social
media logic is also reflected in this particular ASNS. Even though the company denies
automated decision making, our results point towards profiling (prediction based on
inferred data). By reflecting on ResearchGate’s communication strategies via visible
interface elements and upon request, we suggest that the company implements tools
to make sure the users are informed in a clear, agile and meaningful way about the
algorithmic mediation.

7 Limitations and Future Work

Algorithms change constantly and are often protected by commercial secrecy. Hence,
the present study is limited to the information we had access to in a particular period,
including the data provided andwhatwe identified followingvisual clues on the interface.
At the time of publication, the platform, its logic and its effects in the interface might
have changed. Future studies might investigate other ASNSs using the same approach
to distinguish the potential patterns among platforms.
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Abstract. In recent years, a fact that stands out at the national level
is the movement of individuals to other locations at some point in their
lives. There are several causes that motivate these types of displace-
ment, among them, one of the main reasons for training, especially at the
level of academic training. Given this scenario, this work aims to carry
out an analysis of how Brazilian academic mobility occurred, through
data extracted from currencies and institutions registered in the Lattes
Platform. Thus, extracted from the curricula of Brazilians, resulting in
308,317 records. From the extraction, the data was filtered, obtaining
the following relevant research items, performed, treatment of the anal-
ysis items, removing irrelevant and incomplete terms and, subsequently,
improving the data with information on the geographical location of each
institution. At each level of education the entire group analyzed, from
the place of birth to the individual’s current professional performance.
Soon after, with the set of detected data, it was possible to carry out
the monitoring in the measurements of the social networks, in which the
networks were characterized considering the displacements between the
places in the academic formation process used. As a result, an image of
how the scientific formation process took place after a long process of
capacitation was used, making it possible to measure the migratory flow
of individuals and trends in the formation processes.

Keywords: Platform Lattes · Brazilian scientific exodus · Migratory
flow · Data analysis

1 Introduction

The emigration of Brazilians to other countries and to other states has increased
significantly, so that in Brazil, studies show that some cities have rates of 10 to
30% of migrants who do not live in their home state [2]. In many cases, Brazilians
go out for a job or study, always looking for quality of life.
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E. Bisset Álvarez (Ed.): DIONE 2021, LNICST 378, pp. 26–40, 2021.

https://doi.org/10.1007/978-3-030-77417-2_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-77417-2_2&domain=pdf
http://orcid.org/0000-0001-6057-3888
http://orcid.org/0000-0001-5057-9936
http://orcid.org/0000-0002-8448-6874
https://doi.org/10.1007/978-3-030-77417-2_2


A Study on the Process of Migration to Training 27

Among the main reasons for applying is the need for training at a high level
of training. One of the main causes for the mobility option in the Brazilian
territory, refers to the quality of higher education in other states, the search for
new opportunities and more experiences in their areas [9]. Another refuge for
these students is directed to other countries, thus seeking cultural exchange and
better investment in research grants. The student’s departure to other countries
is not only interesting for the student, but also for the institutions of origin, as it
the same return in most cases more productive, with the most extensive contact
network, greater experience and available in the future with the sharing their
experiences with other students from the home institution.

According to [6], every day it has become more difficult to produce scientific
research in Brazil, due to investment cuts using education. One of the main rea-
sons for the migration of Brazilian researchers to other countries can be pointed
out by the lack of government support. Therefore, with this scenario of Brazilian
researchers go out in the country, thus making it difficult to return due to the
lack of opportunities. Most of the Brazilian scientists who return to Brazil do
not work in their area of training, so they do not progress in their careers.

A program that facilitated and helped a lot or the entry of students in insti-
tutions with institutions in other countries is Ciência sem Fronteiras, for being
a program that supports students, that offers scholarships. In 2015, the gov-
ernment planed to reach 101,000 scholarships for researchers, graduates, PhD
students, post-doctoral students, encouraging students to capacitate in institu-
tions of recognized relevance [4]. Today, with only 5,000 scholarships available,
the Program has lost a lot of influence in the entry of students to other countries,
due to investment cuts.

As a motivation for the study to have an understanding of the Brazilian sci-
entific performance aiming to obtain an opportunity to understand the current
scenario, and to adopt measures to promote possible openings of new under-
graduate or postgraduate courses in areas where a deficit in specific areas of the
knowledge. Another issue related to the economic issue, is a better exploration
of the specific area of education in a region of Brazil.

Given this scenario, this work presents a study on the exod of individuals
that left your state/city of birth to other states/cities and/or those that went
to other countries in search of training. To use the data of Brazilian students
analyzed in this study, the framework LattesDataXplorer [7] was used, a tool
responsible for extracting and processing CVs of users registered on the Lat-
tes Platform. Currently, the Lattes Platform curricula repository that records
academic/scientific and professional information, has approximately 6,750,000
registered curricula. Therefore, a set of components created for the purposes
of this study and incorporated into the framework, thus enabling a broad and
unprecedented view of the Brazilian scientific exod.

2 Related Works

According to [8] the shifts in the researcher’s training demonstrate a correlation
as characteristics of the individual, one of the main characteristics is the degree
of international cooperation or scientific production.
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[1] in his study carried out an analysis of the migratory flow of people born in
196 countries on all continents, his research carried out an analysis in the mid-
1990s until the year 2010, with a study to understand of patterns and trends in
flow of immigration from countries and continents selected by the authors. The
authors were able to identify the migration flows of individuals registered in the
study according to the level of development of the countries.

[5] conducted a study with data from the Lattes Platform of postgraduate
researchers, collecting data on the researcher’s trajectory from birth to his last
formation degree. Having analyzed the group of PhD, reaching the conclusion
of 95% are from the South, Southeast and Northeast states. It was mentioned
that 40% of the first PhD training courses were carried out in the cities of origin
and 87% of those individuals displaced to other cities not exceeded or within the
limit of 1,000 km. It was also highlighted that the city with the highest number
of PhD in São Paulo.

Already [10] analyzes the mobility of Brazilian researchers and students
throughout their academic training. It is worth mentioning that 20% of the
researchers work, however, more than 500 km from the institution where they
entered the academic trajectory, in contrast, the majority work at about 100 km.
This mobility made the interviewed researchers involved in several lines of
research, making their work more known, in the places of their trajectory. The
study indicates that the states in the southeastern region, mainly São Paulo,
are those that most researchers are natural from there; the other states have a
temporary migratory pattern.

[3] carried out a study to analyze the circulation of people throughout the
academic journey of individuals, as well as their workday. In your study the
author, mentioned which researchers from different nationalities choose to engage
in migration or obtain more experience in your area and expand a network
of contacts at other universities. Subsequently, it is mentioned that in Brazil
there is no form of incentive facilitated for Brazilian students emigrated to other
countries, and this fact can harm even the same Brazil, as this way hinders the
network of contacts between Brazilian researchers and researchers from other
nationalities. However, Brazil invests in foreign researchers to study to Brazil,
to make contacts networks, however, it is often difficult to find an attraction
for foreigners, since there was a reduction in scholarships in the country. Other
countries, such as China, invest in obtaining a network of contacts between other
countries, and concluded that the United States is one of the countries in which
more Chinese choose to perform the exodus.

[11] proposed a study with analysis of intrastate use in Rio Grande do Norte,
with occurrences between the Metropolitan Region of Natal and the interior of
the state, and between the interior of the state and the Metropolitan Region
of Natal and the data obtained for this research, based on two periods, from
1995/2000 and 2005/2010, with data provided by the Instituto Brasileiro de
Geografia e Estat́ıstica (IBGE). From the data obtained, the authors carried out
statistical analyzes to compare the results and point out the main figures on the
flows that occurred, and found that individuals choose to exercise the flow from
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interior to metropolis, but in both cases in the Metropolitan Region of Natal
shows a decline in population gains. About the analysis of migrations from cities
that they observed in Natal, there is a greater volume of migrations “from” and
“to” the interior of Rio Grande do Sul, because the capital concentrate as the
with activities related to the sectors of service, commerce, tourism and education.

Therefore, it is notorious that a large scale of individuals choose to obtain
capacitation at a high level of formation left your home city to another, and
with a smaller scale, part of your home country seeking capacitação abroad. It
is worth mentioning that many works related to this project prefer to extract
data from the curricula registered in the Lattes Platform, as it is a repository of
great importance for the study of Brazilian scientific production.

3 Methodology

In the present work, the main source of data used was the curriculum repository
available on the Lattes Platform. Initially, it was necessary to use the Lattes-
DataXplorer [7] to extract the data, given the difficulty of obtaining them, since
the interface to query the Lattes Platform curricula allows access to only one cur-
riculum per time, so the analysis of large groups of individuals becomes a limiting
factor. Data extraction was carried out in May 2019, totaling 308,317 resumes
from individuals with completed PhD degree, considering all PhD regardless of
the date of completion of formation.

Soon after the data extraction was carried out, treatments were carried out
with the objective of obtaining formatted data extracts in order to facilitate
future analyzes. Thus, steps such as “Data Selection” and “Data processing”
were performed according to the scheme shown in Fig. 1.

Fig. 1. General aspect of the set of components used. Source: Authors.

In the “Selection” Step, the XPath query language (XML Path Language)
is used for research and subsequent generation of the subgroups to be analyzed.
The XPath language allows the construction of expressions that will go through
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an XML document in a similar way to the use of regular expressions. Therefore,
it allows the grouping of a set of curricula with desired parameters, such as
academic training or areas of expertise.

The list stores the identifiers for each curriculum and the path in which it
is stored locally, so it will be possible to analyze only the selected curricula. In
view of the above, only curricula were collected from individuals with completed
PhD degree, as this is the group with the highest level of academic education;
since these are curricula that are frequently updated and most of the parameters
required for the present work are registered in their curricula.

After selecting the set to be analyzed, the “Data filtering” module, which is
responsible for analyzing the resumes in XML files in order to obtain relevant
information for research, features an extract of formatted data (Preprocessed
data files). The curriculum information registered in the file has: curriculum
identifier; individual’s state and city of birth; institution code, name and zip code
of the individual’s current employment relationship, in addition to the identifi-
cation code and name of the institution for each level of education completed,
considering since undergraduate to PhD.

Afterwards, the module “Data processing” (Fig. 2) is executed, in which four
steps are performed: Obtaining the institution’s CEP; Search by geographic loca-
tion; Data cleaning and grouping and Data normalization. The first step carried
out is the “Obtaining CEP of the institution” in which, from the institution’s
code retrieved from the curriculum, it is consulted in the institutions directory of
the Lattes Platform, in order to obtain the institution’s data and, thus, retrieve it
from the address section, the institution’s characteristics data, from then on, the
website will return the institutions’ information and thus obtain the institution’s
zip code.

The “search for geographic location” stage is a task performed with the
purpose of geolocating an institution. Accessing the Google geolocation API
(Application Programming Interface), the institution’s address will be sent, to
later have the institution’s geographic location (latitude and longitude) returned.

In the “Data cleaning and grouping” stage, exclusion of possible terms that
are irrelevant to the search occurs, in order to reduce the volume of data to be
processed and analyzed. As an example: removing stopWorlds in city names;
normalization to extract accented words, and replace them with their equivalent
without accent.

The “Data normalization” stage, on the other hand, aims to reduce the redun-
dancy of information, discarding attributes with the absence of data, such as
CEP with no digits.

Subsequently, the “Results File” is generated, representing a summary of all
the data obtained in the curricula of Brazilian PhD degree, without needing to
consult the XML files of the extracted curricula, having all the specific data for
carrying out the analyzes of this research.

Soon, after all the steps described above have been carried out, several metrics
are applied to understand how the mobility of Brazilian PhD degree has occurs
throughout their academic training process.
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Fig. 2. Data processing. Source: Authors.

4 General Characterization

Initially, it was possible to characterize the analyzed set. As it is a group of
individuals who have the highest level of education, to be considered, only those
formations whose status in the curriculum are “completed” were included in
the analysis, resulting in a total of 308,317 individuals. In order to evaluate the
analysis potential of the extracted data, Fig. 3 shows the number of curricula
that have attributes registered, such as: city of birth, institution of activity and
formation institutions.

Most individuals have their birth city registered with a total of 293,340 (95%)
records, as this is a mandatory field when registering on the Lattes Platform.
Those individuals who do not have a birth city registration are considered to
be older curricula, in which city registration was not mandatory. Of the other
institutions shown in the graphic, the one that identifies itself as superior in
quantitative data is the institution of completion of the PhD degree, totaling
297,815 (96%) registrations, as it is the group selected to carry out the study.
The postdoctoral institution is the one with the lowest number of registrations,
with an amount of 70,405 (22%), this fact is justified, because the selection of the
groups was directed to individuals with a completed PhD degree; for this reason,
an individual who holds a PhD degree does not always have a postdoctoral
degree.
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Fig. 3. Quantitative of curricula that have information that is subject to analysis.
Source: Authors.

After obtaining the number of records registered in the Lattes Platform cur-
ricula, it was possible to present in Table 1, the calculation of the average dis-
tances in kilometers between one level of training to another.

Table 1. Average distance in kilometers between formation levels. Source: authors.

Distance (km) Graduation Master’s degree PhD degree

Birth 291.58 548.59 1,000.75

Graduation – 432.38 901.26

Master’s degree – – 619.00

It is possible to observe the result of the average distance of all stages of
training of Brazilian PhD, during their academic training. It can be observed
that the average distance between the stages has a variation considered. Initially,
analyzing the average distance from the place of birth for graduation it is noticed
that this is the shortest calculated distance. One of the factors that influence this
phenomenon is that a large part of Brazilian cities have institutions that provide
undergraduate courses to students, and those that do not, in most cases, are close
to other cities that hold courses at this level of training of interest to students.
The greatest distances, on the other hand, are between the place of birth and
formation at the PhD level, followed by the undergraduate/PhD degree in which
the displacement is greater than the other levels of training.

Figure 4 aims to demonstrate a characterization of the number of bonds
obtained by PhD’s at birth, at each level of education, as well as their professional
performance. In order to explore better data visualization, the representation of
the links has been separated by states, and the colors treated in the heat map
vary according to the number of links the state has, with values ranging from 0
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links to 40,000 links, aiming to address the discrepancy of the data in relation to
the way it was distributed. In the image, there are five different graphics, dealing
with the ties of PhD’s at each level of education, they are: birth (a); graduation
(b); master’s degree (c); PhD (d) and professional performance (e).

Fig. 4. Bonds of PhD’s in Brazilian states. Source: authors.

In all the graphs obtained, the state of São Paulo has values on average well
above the limit rated by the authors, because if the number of links obtained by
the state of São Paulo was used as the highest value, data visualization would
be unfeasible from heat maps.
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It is observed that the region that stands out most at all levels present, is the
Southeast region, which have greater influence in the states of São Paulo, Rio
de Janeiro and Minas Gerais, a possible justification is the high concentration
of institutions and universities federal governments in this region, in the state of
Esṕırito Santo, do not have a high concentration of bonds in any of the graphs.
With less influence, but highlighted in all charts, the state of Rio Grande do Sul
also stands out at all levels of education, representing one of the states with a
large concentration of Brazilian universities and institutions.

When it comes to the level of birth, in addition to the greater prominence
in the southeastern region and the state of Rio Grande do Sul, it is possible
to observe the highest concentration in the state of Paraná, and with the least
amount of links, there are some states in the northeast region, such as: Bahia,
Pernambuco and Ceará respectively. Unlike the graph with birth level, it is
possible to observe that the states of Minas Gerais and Rio de Janeiro stand
out less in the graph of undergraduate ties and that the state of Bahia does not
stand out in this level of education, a possible justification for the lower assiduity
of links from the three states, may be the search for capacitation in other states.

Analyzing the graphs that represent master’s degrees, it is clear that in the
Northeast region, the state of Pernambuco stands out with a greater number of
degrees present at this formation level. When taking into account the number
of PhD degrees, it confirms once again the hegemony of the state of São Paulo
and Rio de Janeiro respectively, and right after Rio Grande do Sul and Minas
Gerais, due to the amount of post-graduate courses offered is higher in the four
states compared to the others.

When observing professional performance, the state of Bahia stands out com-
pared to the other states, excluding the quartet of states (São Paulo, Rio de
Janeiro, Minas Gerais and Rio Grande do Sul) characterizing one of the states
with the highest number of professional performance bonds.

It is observed how less frequent are the states of the North and Center-West
regions, due to the fact that these regions have fewer universities and institutions,
and consequently a lower number of postgraduate courses on offer.

5 Results

This chapter presents a characterization of the formation based on the networks
of PhD’s throughout their academic capacitation and also their professional per-
formance, through their links between Brazilian states and several countries in
the world. The networks are directed, and the nodes are represented by the loca-
tion where the individual was trained and the edge represents the interaction
carried out between places where the individuals displaced. The diameter of each
knot characterizes the number of degrees it has.

Figure 5 represents the interaction between nodes (Brazilian states/other
countries), constituting five different networks: birth - graduation (a); gradu-
ation - master’s degree (b); master’s degree - PhD degree (c); PhD degree -
professional performance (d) and birth - professional performance (e).
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Fig. 5. International link networks. Source: authors.

It is possible to observe that some networks have a lower number of nodes
in comparison to the others, for example the networks characterized in Figs. 5b
and 5c, since generally individuals choose to remain in the same location in
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Fig. 6. Network of links at all levels of formation at the international level. Source:
authors.

Table 2. Metrics extracted from the characterized international networks. Source:
Authors.

Metrics Birth-Grad Grad-Mest Mest-Doct Doct-Actuation All Birth-Actuation

Number of nodes 201 144 124 174 217 210

Number of Edges 2,246 1,814 1,840 2,297 4,039 3,389

Average degree of nodes 11.174 12.597 14.839 13.201 18.613 16.138

Nodes of G.C. 189 135 119 171 217 206

% of nodes in the G.C. 94.03 93.75 95.97 98.28 100 98.1

Edges of G.C. 2,237 1,805 1,835 2,295 4,039 3,385

% of edges in the G.C. 99.99 100 99.72 99.91 100 99.88

Network Density 0.056 0.088 0.121 0.076 0.086 0.077

Network Diameter 5 5 5 5 6 5

Average path length 2.321 2.106 2.009 2.182 2.261 2.179

Note: G.C.: Giant Component

the formation levels, when it comes to undergraduate - master’s degrees, and
master’s degrees - PhD degree, as a consequence of this, the networks have
fewer links.

It is also observed that in the networks characterized by Figs. 5a and 5e, they
present greater amounts of links, due to the presence of many countries that do
not appear in other networks, mainly due to the fact that some PhD’s registered
in the Lattes Platform were born in other countries, not being Brazil, and/or in
some cases, choose to work professionally in other countries.
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Some dyads stand out in the link networks, in which when analyzing them,
it is noticed that these dyads are represented by links between us with spelling
errors, such as: the individual inserted the origin of the “Butsuana” link and
the destination of the link “Botswana”; in another case, representing incomplete
data, the individual inserted Bosnia and Hezergovina-Bosnia, also causing a
dyad. However, really representing a dyad we have a fact that a PhD inserted
the bond in Timor-Leste and the bond in Kosovo.

The networks do not have isolated components, since all links have a node
characterizing the entry (being represented as the emigration location) and
another node as the destination (representing the immigration location).

A network was created with all the links obtained at birth, using all levels
of education, and professional performance (Fig. 6), just not taking into account
the birth level for professional performance.

In this network, all nodes belong to a giant component, having no isolated
component, and the greatest number of nodes with degrees whose degree value
is greater than 9 stands out, it was observed that all Brazilian states are present
in this network of links, with a degree higher than 9. It was noted that nodes
with degree values greater than 60 have links with most nodes with amount of
nodes greater than itself.

The Table 2 is intended to represent a summary of the characterized networks
and calculations of metrics adopted.

When comparing the number of nodes and edge rate in the Giant Component,
with the global network, it is noticed that the network that stands out the most
is the network that has all the links, since it has the largest connected Giant
Component, corresponding in 100% of the edges and 100% of the nodes, different
from the other networks, in which the values of the rates of the nodes are also
high, but with a percentage lower than the network of all links. As far as density
is concerned, the network with all links has the third lowest value, different
from the master’s and PhD network that has the highest density, since the
nodes are quite connected, and a possible justification for this is the networks of
collaborations belonging to individuals who are in the transition between these
levels of education.

It is observed that the largest diameter is represented by the network of all
links, with a value equal to 6, where there is a distance of 5 nodes between
the two most distant nodes. The other networks have the same diameter value
totaling the value of 5, in which the two most distant nodes need to travel 4
nodes to meet.

The network from birth to graduation has the lowest average degree of nodes,
being justified because some nodes have a low degree value because they do not
have large amounts of bonds, thus decreasing the average degree value. Unlike
the network with all links that has the highest average degree value, where the
nodes with the highest grades increase the average. With regard to the average
minimum path, it is possible to observe that the networks have very close values
(approximately 2), on average it only takes two edges to reach a given node from
any other node that makes up the network.
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To expand the analysis and obtain a better view of the states and countries
that have the highest degrees of entry, Fig. 7 was characterized.

Fig. 7. Link networks with higher degrees of entry. Source: authors.

It is possible to highlight that the network is dense with a value of 1, since
all nodes are connected to each other. It was also observed that all the states
of the South, Midwest and Southeast regions are present, with a hypothesis
for this the number of universities belonging to these regions. The North and
Northeast regions, on the other hand, have lower numbers of states present, due
to the inferior job offers and inferior qualities of graduate courses compared to
the other regions.

When observing the countries present in the network, it is clear that
Argentina is the only South American country. Still in analyzes aimed only at
American countries, Cuba, Mexico, Canada and the United States stand out as
the largest nodes, which are those with the greatest number of ties. The United
States country stands out with the highest degree value, being inferior only to
the state of São Paulo. Some of the possible reasons why the United States is
the country that has the highest degree among nodes are: it is the country that
has the largest world economy; have a universal language; have a large number
of scholarship offers, among others.

When it comes to countries in Europe, seven countries are present, the United
Kingdom, France, Portugal, Germany, Spain, Belgium and Italy with the highest
degrees of entry of individuals respectively.
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6 Conclusion

From the results obtained, it was possible to verify the feasibility of adopting
the curricula registered in the Lattes Platform as a source of data for analysis
on how the Brazilian Scientific Exodus occurs.

The choice of the group of PhD’s is characterized as a significant portion of
the entire set of data registered in the Lattes Platform, considering that they
are the individuals with the highest level of academic education completed. It
was also noticed that in general their resumes are recently updated and most of
them have a registered professional address.

In addition, it also became clear how the southeast region and the state of
Rio Grande do Sul concentrate the vast majority of Brazilian PhD’s throughout
the academic education process, a fact directly influenced by the concentration
of the main public universities in the country.

After carrying out the general characterization of the set of individuals to be
analyzed, the next stage of the work was to obtain the geolocation data from
all the institutions in which the PhD’s were trained at some level of academic
training.

After it was possible to find the geolocation data of the institutions, it was
possible to identify the average distance traveled by individuals throughout their
academic training.

Also noted that the country United States stands out from the rest of the
countries, since it corresponds to the country with the largest number of Brazil-
ian fellows enrolled in the country. There is also a greater interaction between
European countries compared to South American countries, because European
countries have a better quality of education.
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Abstract. Several indexes have been proposed to evaluate the scientific research
productivity. These indexes are useful for several management decisions, such as
career development and distribution of financial capital to scientific researches.
In the last two decades, several works have proposed indexes to measure how
productive and relevant the work of a researcher is. Some of these indexes aim to
be applicable to evaluate an individual researcher and/or groups of researchers,
applying the same formula for both situations. However, in some cases, this appli-
cation is not straightforward. In this work, we studied the main indexes used to
evaluate productivity of scientific researchers, discuss their aspects and organize
them according to their characteristics, by pointing up the variables that are used to
compose each index. We also analyzed works that applied the h-index for a group
of researchers, highlighting the different ways adopted for this application. Fur-
thermore, we discussed the opportunities to expand these metrics in a fairer way
to evaluate quantitative and qualitative aspects for groups of researchers. After a
literature review of these indexes, we conclude that the h-index can be used in
many ways to evaluate groups of scientific researchers. Hence, there are other
challenges and opportunities in the proposal of indexes to evaluate these groups,
such as performing experiments for smaller groups, evaluating social aspects and
defining better ways for selecting articles to evaluate the research productivity of
groups.

Keywords: Scientific research evaluation · Indexes · Metrics · Group of
researchers

1 Introduction

In the last decades, the access to scientific publications such as articles and journals was
facilitated by the use of the Internet. In addition, several indexes [1–3] were proposed to
compare and evaluate how relevant a publication is and what are its impacts on society.
These indexes are useful specifically to evaluate quantitative aspects, measuring how
much a researcher, a group of researchers and even a university or country produces in
science. One of the main uses of these statistical data is for a fairer distribution of funds
and other resources among scientific entities [4].
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Expressing such an intangible value as scientific productivity is not an easy task,
and there will always be distortions of the reality. The most primary idea is to use the
number of papers, but it only measures quantity, not quality. Another common metric
is the number of the citations, that can express how much relevant a scientific paper is
to other scientists. The number of citations is the most relevant and traditional metric to
evaluate the impact and relevance of a scientific article.

In order to combine both quantity and quality, several indexes (i.e. h-index, e-index,
i10index, etc.) had been proposed by using both the number of papers and citations,
aiming to measure not only the quantity, but how useful a paper is. After that, self-
citation became an issue, and other indexes [2, 3, 5, 6] were proposed to avoid this
distortion. More recently, aspects considering the online environment have also been
applied to these indexes, bringing new metrics such as clicks and downloads, i.e. the
altmetrics. But the number of papers and citations still remain as one of the most relevant
metrics for measuring production and relevance in science.

While some of the proposed indexes are used to calculate data for an individual
researcher [1, 7, 3], others are used in the calculation for a group of researchers [8–10].
In this work, we consider a group of researchers as any group of two or more researchers,
which could be students, professors, and other academics whowork together. This group
setting can vary from a small group composed of a few research colleagues who are
applying for a small and non-financed project to a large research group working on
an international project with many researchers and resources from different countries.
Besides, a group of researchers can also be considered on a larger scale, such as a group
of all the researchers of a country or even all the researchers in a given field considering
a global scale.

Some of the proposed works claim that the application of existing metrics originally
created for evaluating individual researchers to a group of researchers is a straightforward
task, e.g. there are several approaches that use the h-index to evaluate research groups
[11, 12]. However, these approaches use specific h-index extensions to analyze groups.
The main extensions of h-index for groups are: i) the h1-index [11], which considers
an entire institution or department, taking into account all the papers of this institu-
tion/department in its calculation; ii) [13, 14] calculate an average of the h-indexes for a
group of researchers; iii) a so-called successive h-index [15] calculates the h-index of an
institution by identifying as top researchers all those who have a number of publications
greater than or equal to a predetermined limit value for the h-index. According to this
proposal, to calculate the h-index for an entire country, it is necessary to identify the top
institutions that have an h-index greater than or equal to this predetermined limit value.

Nonetheless, even the established ways to extend the h-index for evaluating groups
raise questions: All the papers of an author who worked in several institutions should
be considered, or only the ones published by him/her while working in his/her present
institution? Shall we consider all the citations of all authors, regardless of their co-
authors? Or should we focus only on the papers in which all members of the group
participate? Could we also focus on the papers in which only a few members of the
group participate? The number of authors in each paper must be considered? All these
questions are still not answered and can be grouped in one big question: which articles
should be selected tomeasure how relevant the scientific research productivity of a group
is?
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There are in the literature some surveys that address the indexes used to measure
scientific researchers [4, 16, 17]. While some of them focus on analyzing a specific
knowledge area [16, 17], some others are more generalists [4]. These works are focused
on metrics to analyze papers and researchers, but there is no specific emphasis for a
group of researchers. Still, some other works proposed the application of the h-index for
a group of researchers [11, 13–15]. These works mostly used a transformation, such as
averaging, to apply the h-index to analyze a specific field, by comparing different insti-
tutions. However, to the best of our knowledge, none of these works summarized the two
approaches: indexes to evaluate both individuals and groups of researchers. Considering
the problem of applying metrics that consider both quantitative and qualitative aspects
for a group of researchers, the objective of this work is to study the main indexes used
to measure science, by means of evidencing which values are used to compute each
index. Subsequently, based on a literature review, we present the main challenges and
opportunities for research in this area.

The remainder of this article is organized as follows. In Sect. 2, we summarize the
research methodology that was used to search and select the main works related to
scientific measurement. In Sect. 3, we summarize the main aspects of each index in a
table, and present a more detailed explanation for each one. In Sect. 4, we discuss the
challenges and opportunities for measuring the scientific production of research groups.
Finally, in Sect. 5 we present the conclusions of this work.

2 Research Methodology

In this section we present a state-of-the-art on indexes used to evaluate productivity in
science.We conducted an exploratory search, and found themain papers throughGoogle
Scholar. An initial search in SCOPUS database was performed, but since no relevant
results were found, we focused on the first source.

The terms used in this exploratory search were: “Measurement scientific research”,
“Index scientific research”, “Bibliometric scientific research”, “Index Group of
researchers”, and “h-index for groups”. Several false positive results were shown in
Google Scholar, however an initial group of ten papers was selected. From them, new
works were included. After reading each paper, we could identify some surveys, and
most of these papers were focused on highlight pros and cons for each metric. However,
none of them presented a summary combining the two indexes for individual and groups
of researchers. Subsequently, we evaluated each description for the indexes in order to
identify and simplify the way in which these indexes are presented. Thus, we summa-
rized the description of each index in Table 1, which presents the main outcome of this
work, and depicts the application of each index for groups of researchers. Finally, we
analyzed the existing works in order to identify the challenges to assess the productivity
of a group of researchers. The focus of our analysis is to propose research opportunities
for this area.

In the next section, we present a literature review summarizing the main indexes and
providing a more detailed explanation of each index.



44 A. A. dos Santos and M. L. Dutra

Table 1. Metrics to evaluate research productivity

Metric Used for Source Short description

Number of papers Groups and
Individuals

Number of papers Counter of the number
of papers

Number of citations Groups and
Individuals

Number of citations Counter of the number
of citations

h-index (Hirsch 2005) Individuals N. of papers and
citations

Total of h papers with at
least h citations each

h(2)-index (Kosmulski
2006)

Individuals N. of papers with n2

citations
Total of h papers with at
least h2 citations each

g-Index (Egghe 2006) Individuals N. of top papers Total of g papers with at
least g2 citations
altogether

A-index (Jin et al.
2007)

Individuals Average citations Average of citations of
an author’s publications

R-index (Jin et al.
2007)

Individuals N. of citations
√
A-index (square root

of A-index)

AR-index (Jin et al.
2007)

Individuals N. of papers and
citations, age of papers

√
A-index normalized by

the age of the article

RP-Index (Altmann
et al. 2009)

Individuals N. of papers and
citations, weight of
author contribution and
age of the article

NCij considers all
variables described.
Similar to h-index, but
considers the NCij not h

e-index (Zhang CT.
2009)

Individuals N. of citations Prunes the total number
of citations by a number
of h2

Index hm (Schreiber
2009)

Individuals N. of citations, papers
and authors

Counting the papers
fractionally according to
the inverse of the
number of authors

i10-index (Google
2011)

Individuals N. of papers and
citations

Number of papers with
at least 10 citations each

m-Quotient (Hirsch
2011)

Individuals h-index and age of 1st

paper
Divide the h-index by the
number of years since
the first publications

Crown Indicator Groups and
Individuals

N. Citations Compares a paper with
the average citations of
other similar articles

(continued)
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Table 1. (continued)

Metric Used for Source Short description

AIF - Author Impact
Factor (Pan and
Fortunato 2014)

Individuals Average of citations,
time window

Average number of
citations from an
author’s papers in the
last years

PageRank-Index
(Senanayake 2015)

Individuals PageRank of Google
Search applied to an
article

The higher the PageRank
of a papers is, the higher
is its relevance

hα-index (Hirsch 2019) Individuals h-index The number of papers
where an author is the
main author

h1-index (Mitra 2006) Groups N. of papers and
citations

Total of h papers with at
least h citations each

h2-index (Mitra 2006) Groups N. of researcher and
h-index of researchers

Total of n researchers
with an h-index of at
least n each

Successive h-indices
(Shubert 2007)

Groups h-index Successive application
of h-index formula using
other values

CP-Index (Altmann
et al. 2009)

Groups RP-Index Number of researchers n
with an Total of n
researchers with an
RP-index of n least each

h2/h1–ratio (Rousseau
et al. 2010)

Groups h1-index, h2-index h2-index /h1-index

3 Literature Review

Table 1 presents the source for the calculation of each one of the indexes that are used
to measure quantity and/or quality for individuals and groups of individuals. After, we
present a more detailed review of each index that is currently being used to assess
scientific outputs.

3.1 Summary Table of Indexes for Evaluating Researchers

In order to provide a simpler way to identify each index, we organized them chrono-
logically, accordingly to the time of each proposal, as shown in Table 1. Metrics to
evaluate research productivity. The first column of Table 1 provides the index names.
The second one depicts whether the index is used for groups or individuals. The third
column presents the data source used to calculate each index. Finally, the fourth column
provides a short description of how to calculate the index.

A more detailed explanation of Table 1 is presented in the next section.
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3.2 Main Indexes to Evaluate Scientific Research

Thefirst presentedmetrics, the counters, brings the simplest idea to evaluate productivity.
More specifically, the number of papers to evaluate quantity and the number of citations
to evaluate quality, i.e. how relevant a research is to others. It is the most seminal idea
of an index and most of the subsequent works are based on these counters. Then, we
explain the h-index itself, as well as other indexes to evaluate research productivity for
individuals and groups of individuals.

Number of Papers. It is the simpler way to evaluate scientific productivity, by straight-
forwardly counting all papers by a researcher or a group of researchers. The number of
papers can also be specified, for instance, to consider only articles from a given area or
only papers published in high impact factor (IF) journals. However, this metric cannot
be used to evaluate quality, and so, it is usually classified as a quantitative measure [4].

Number of Citations. It is a most sophisticated counter, that considers the number of
times where a certain paper is cited, and thus used by another scientific work [16]. This
metric can be used to evaluate researchers, a group of researchers and even journals,
by the sum of citations for a certain group of papers. However, this metric cannot be
used to evaluate a solid contribution in a certain field, because it could be biased if a
single paper is highly cited. Another bias of the number of citations is that authors that
are focused on surveys can have a higher number of citations than a scientist who is
effectively producing new contributions.

h-index. One of the most famous metrics that combines number of papers and number
of citations [1]. If one paper has at least one citation, the h-index is 1. If two papers
have at least two citations each, the h-index is two. Consequently, if ten papers have at
least ten citations each, the h-index is ten, and so on. This became one of the most used
indexes in the last decade, being used in Web of Science Indexing, Scopus Indexing,
Google Scholar Indexing, among others.

h(2) index. “A scientist’s h(2) index is defined as the highest natural number such that
his h(2) most-cited papers received each at least [h(2)]2 citations.” (Kosmulski 2006)
[5]. For instance, a h(2) of 10 express the value of 10 papers that were cited at least 100
times each. Accordingly to Kosmulski, this index is useful to the chemistry area, and can
be adapted to a h(n)-index, accordingly to another specific field, even using the h-index
as an h(1)-index. This index was one of the first ones to try overcome the self-citation
issue.

g-index. This metric uses an input of papers ranked by citations. The higher the number
of citations, the higher in the list will be the article. As a result, the g-index delivers the
largest number of g-articles that had g2 citations altogether. This index gives a higher
value than the h-index and can be biased by a few articles with a high number of citations
[2].

A-index. Proposed by Jin et al. in 2007 [18]. It is named A-Index because it is calcu-
lated with the average of citations of an author’s publication and takes into consideration
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the same papers used to evaluate the h-index. This index might not be ideal to com-
pare researchers with different number of papers, since the average can be biased by
a high number of papers with only a few citations, even when the individual has solid
contributions with other works.

R-index. Proposed by Jin et al. in 2007 [18], it was presented as a solution to theA-index
problem. In order to normalize the number of papers, the R-index is simply calculated
by the square-root of the A-index.

AR-index. Also proposed by Jin et al. 2007 [18], this index is claimed as a solution for
one of the h-index problems: when a top-researcher retires or even reduce the number
of his/her publications, his/her h-index can still have a high value. Thus, this index is
a variation of R-index, but instead of use the square root for calculating the average
of citations, the number of citations is normalized by the age of a paper. The older the
paper, the less this paper will impact the index.

RP-Index. Proposed by Altmann et al. in 2009 [19]. RP stands for Research Productiv-
ity. This index considers the NCij, that is calculated by the number of citations, divided
by the age of the paper and multiplied by a factor of collaboration of an author for the
paper, which is a number varying from 0 to 1. The NCij factor is then used similarly to
the h-index as “the largest natural number x such the top x publications have at least in
average a value of x for their NCij” [19].

Index hm. Schreiber in 2009 [20] proposed an index that considers co-authorships.
Through this index, the papers are counted fractionally according to the inverse of the
number of an author’s rank.

e-index. Proposed in 2009 by Zhang CT [3]. This index was created as a criterion for
when more researchers have the same h-index value, but a different number of citations.
Must be used only for highly cited authors, it prunes the number of citations by a number
of h2 citations to calculate a modified h-index.

i10-index. Proposed by Google in 2011 and used in the Google Scholar platform. This
metric corresponds to the number of papers from a researcher that has, at least, 10
citations each [21].

m-Quotient. Hirsch, the creator of h-index, proposed in 2011 his own improvement
to the famous index. The m-quotient is based on the h-index, which is divided by the
number of years since the first publication of an author [17].

Crown-Indicator. Proposed by Centre for Science and Technology Studies at Leiden
University, this index is also known as field citation score (Joshi 2014). It considers only
the citations from publications by a researcher or a group of researchers that can be
equivalent to the world average of citations of works at the same time span, document
type, subject area and age, configuring as a subset of comparable works. For instance, if
the Crown-indicator of a paper is 0.8, that means this article has 20% less citations than
the average. And if a paper has a Crown-indicator of 1.1, that means that this paper has
10% more citations than the average of other papers that fit the same criteria [4].
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Author Impact Factor. In 2014, Pan and Fortunato [22] proposed the Author Impact
Factor given by “AIF of an author A in year t is the average number of citations given by
papers published in year t to papers published by A in a period of Δt years before year
t”. This metric is another proposal to overcome the h-index issue of researchers that are
no longer actively working, but have kept a high h-index score over several years.

PageRank Index. This index was proposed in 2015 by Senanayake [23]. In order to
calculate its value, it is required to analyze a citation network by using the Google’s
PageRank algorithm. The higher the PageRank, the more relevant the article is.

hα-index. Hirsh [24], in 2019, proposed the hα-index to quantify an author’s leadership.
Its value is obtained considering the same papers used to calculate the h-index, i.e. it is
a counter. In other words, the hα-index is the number of papers where an author is the
main contributor of the paper.

The aforementioned indexes focus on evaluating an individual researcher, more
specifically his/her productivity, and also how relevant a certain set of publications is.One
of the most relevant indexes, the h-index has variations to evaluate groups of researchers.
Some of the proposals to extend the h-index to evaluate a group of researchers are shown
in the following.

h1 index. Mitra in 2006 [11] proposed two extensions of h-index to evaluate research
institutions. The first one, the h1-index corresponds to h1 = h when the institution has
published h papers, with at least h citations each. As long as the h-index has as an input
of papers of a given author, the same idea is used byMitra to evaluate an institution. This
is a very simple metric that can be easily applied. However, as for the h-index, when the
publication is an effort of two or more institutions, the same paper is integrally counted
for both of them.

h2 index. The second index proposed by Mitra [11] is the h2 index. This metric takes
into account the already calculated h-index of each researcher and gives an idea of the
top individuals from some institution. In this scenario, an institution possesses an h2
index= 1 if one of its researchers has an h-index of 1, another institution has an h2 index
= 2 if two of its researchers have an h-index of 2, …, and, consequently, an institution
will have an h2 index = 20 when 20 of its researchers have an h-index of at least 20,
and so on. However, this index can be biased by one group of researchers of the same
institution that publish altogether, since in this case the same papers will be considered
two or more times in the calculation.

Successive h-indices. It is a model for successive h-indexes proposed by Shubert in
2007 [15]. An author’s h-index is calculated by using his/her number of papers and
citations. In an institutional level, the idea is to use the h2-index proposed by Mitra. For
higher levels, e.g. a whole region or country, the same idea based on the h2-index of the
lower levels is applied. The modeling of successive h-indexes proposed that a country
can be represented by the h2-indexes of its institutions, e.g. with that approach being
applicable in many different levels.
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CP-Index. Proposed by Altmann et al. in 2009 [19]. It is based on the RP-Index. The
CP-Index is defined as “the largest natural number y such that the top y researchers of
this research community have at least in average a value of y for their RP-Index, given
that the researchers are sorted according to their RP-Index in decreasing order”. It is
similar to the Successive h-index model, but instead of being based on the h-index of
the researchers, it uses its own RP-Index metric.

(h2/h1)-Ratio. Proposed by Rousseau et al. in 2010 [25]. In this paper, the authors
highlight that the indexes proposed by Mitra [11] can be calculated in different ways:
either considering all the papers of a given author, or only the ones that possess the
institutions address in the body of the paper. They also point that two institutions with
the same h2-index might have very different profile of publications. Besides, authors
with medium h-index might feel not valued in their institutions. They proposed then
dividing h2/h1 in order to give a structural indicator of the institution.

The h-index and other standard bibliometric indicators for chemistry research groups
was compared by Raan in 2006 [26]. In order to apply h-index for groups, he used all
papers of the research group. The studywas performed for 147 chemistry research groups
in Dutch universities. The study observed a correlation between h-index and citation,
however for smaller groups with “less heavy citation traffic” the crown indicators were
considered more appropriate.

In 2009, Jacsó [12] applied the h-index for South American countries in Web Of
Science and Scopus. He compared the top 10 rank h-indexes of universities in both
databases. The study considered that the h-index for groups in Scopus and Web of
Science was robust, since both ranks showed almost the same results, except for one
position.

An application of h-index averagewas proposed byRad et al. in 2010 [13] to evaluate
research in radiology. In this study, they selected radiology programs and obtained the
h-indexes and the numbers of citations and publications for selected radiologists. They
performed a regression analysis to determine which variables were best associated with
the academic ranking. A correlation was identified between unrated growth and the
h-index of the institution’s researchers.

Another application of h-index average to evaluate neurosurgery departments was
performed by Khan et al. in 2013 [14]. They evaluate the h-index average by considering
sex, academic rank, years of practice, subspecialty, and institution. Their conclusion is
that the h-index average can distinguish productivity for academic rank, subspecialty
and years of practicing. They also point out that the application of h-index average is
not reliable to compare neurosurgery departments.

In this section, we presented several indexes to evaluate a researcher, as well as
h-index variations to evaluate research groups, by showing different applications and
results accordingly to each field. In the next section we present the challenges and
opportunities for measuring groups of researchers.
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4 Discussion

This chapter is divided in two sections. In the first one, we present the challenges identi-
fied by means of analyzing the current proposed indexes. In the second section, we point
out opportunities for evaluating research groups.

4.1 Challenges for Evaluating Groups of Researchers

The h-index is the most popular metric to combine quantitative and qualitative aspects
for scientific evaluation of research productivity. The main idea behind it is very simple
and practical. It provides a number that combine a quantitative measure assessed of
productivity with the relevance of the work according to the number of citations received
by it. However, even being a very useful index, a few issues have been brought to light
in the last years.

One of the first issues is related to the “quality versus quantity” problem. Authors
that are focused on survey papers can have a higher number of citations than others
that are producing novel knowledge. The most relevant index to overcome this issue
is the Crown-indicator, which only considers papers identified as equivalent by certain
characteristics, such as: area of application, publication type, publication period, among
other aspects, in order to provide a fairer comparison.

Another issue related to h-index is that an author could have a very high h-index
even after years of his/her retirement, while new researchers with new contributions
might be hampered, even when presenting quality and quantity in a still short career.
Consequently, a few indexes were proposed to overcome this problem, by means of
using a time gap to take papers into account, such as the AIF metric [22].

Authors with very different number of papers and citations can have the very same
h-index, so the use of self-citation to boost their h-indexes also has become a relevant
issue. Indeed, the h-index in certain fields does not represent quite well the reality. A
few indexes were proposed by applying a mathematical transformation on the h-index,
such as considering citations on squared values [6, 27].

When addressing the evaluation of groups, many other problems become clear. The
first one is related to which articles should be used to calculate the indexes. Many
proposals focus on the institutional level and so, consider all the papers of a given
institution. However, it is not clear if all the papers of each research of the institution are
considered, or if there is any kind of special processing for the papers of some researcher
who possesses multiple ties or who has changed his/her workplace over the years. This
question is important to be considered in the variations of the h-index applied to groups:
h1-index, successive or average, since all of them depend on a set of papers as an input.

Other relevant issue not addressed in the previous works is the strength of a group
as a whole. The works focus on institutions or university departments, but not on two
or three researchers that are producing science together. There is somehow a union of
separated parts and not a whole group. Some recent works use co-authorship [28, 29]
and co-citation [30] metrics to evaluate groups of researchers. However, these works
focus on analyzing specific areas, not in providing an index to evaluate the scientific
weight or value of a group.

In the next section, we present some opportunities to overcome these issues.
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4.2 Opportunities for Evaluating Groups of Researchers

Based on the issues highlighted in the last section, it is possible to observe that some of
the gaps pointed out in the existing indexes have already been overcome. However, we
believe that one of the most remarkable issues is related to the evaluation of the prestige,
quality and quantity of the knowledge production of a group of researchers based on
their publications.

Scientific papers and even projects usually are an effort of many people. It is com-
monplace to evaluate new proposals of research projects based on the fundamentals and
criteria related to the project itself. Thus, when several project proposals are well for-
mulated a new set of more objective criteria must be used, in order to provide a fairer
evaluation. New measures must take into account the number of researchers, the qual-
ity of their work as a group, and the aspects of each researcher and the lead researcher.
Another relevant aspect is how connected the researchers in this group are, or how linked
their research fields are. These questions are important for evaluating research projects
and defining, based on the objectives, which group are more suitable for each line of
work.

As for future work, we intend to propose new metrics to evaluate: 1) How sci-
entifically relevant a research group is, by proposing a single metric to evaluate both
productivity and quality of a group of researchers, when considering their work together;
2) How strong is the connection from one researcher to another, so that is possible to
estimate how close their research fields are. Consequently, the idea is to assess whether
a group is more likely to become a joint effort in the same field, or an innovative group
by merging two or more initiatives from different fields, and; 3) A new different metric
for a group of researchers that combine two aspects: how relevant a scientific group is
and how strong their connection as researchers is.

In this chapter, we presented the most relevant challenges and opportunities. More-
over, we talked about how the indexes have evolved to overcome the h-index limitations.
Finally, we envisaged the proposition of new possible future metrics to overcome the
issues presented in the evaluation of a group of researchers. The paper’s conclusions are
presented below.

5 Conclusions

In this work we presented and discussed the main indexes to evaluate the productivity
of a researcher, in qualitative and quantitative ways. First, we summarized the literature
review in a table, evidencing how each index is comprised and organizing them into two
big groups: (i) the ones that evaluate a single researcher and (ii) others that apply the
h-index in different ways to evaluate groups of researchers.

Based on the review of literature, we analyzed three different ways to expand the
h-index for the group evaluation scenario: using all of the institution’s work, averaging
the h-index, and applying the successive h-index approach. Then, we pointed out some
challenges to evaluate groups of researchers, such as self-citations and the difficulty in
selectwhichpapers shouldbeused to evaluate groups in an institutional level, considering
that a researcher can change his/her place ofwork and also havemore than one affiliation.
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In the end, we also identified some opportunities for assessing research groups,
such as evaluating small groups of researchers who work together and considering how
linked they and their research fields are among themselves. This is an ongoing work and
the opportunities addressed earlier are being worked on and will be more detailed in
experiments to be presented in future works.
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Abstract. Following the current trend of developing software as a service, we
propose a software application to handle and support metric studies of informa-
tion by applying the main laws of Bibliometrics, such as Lotka, Bradford, and
Zipf, by means of integrating content and format in a single analysis process.
Our application manages metrics according to the relevance of data, dispersion,
rule of three and square root, in order to generate new indexes by relying on
theories and laws already established among the scientific community. In addi-
tion, the developed tool has a pleasant aesthetic, along with a low cognitive effort
for the user. To achieve such a scenario, a standardization of the interface com-
bined with the fluidity of navigation within the application were used. The pro-
posed application is suitable for those who work with academic and/or scientific
issues, offering quick results compared to manual work, in which a lot of time is
spent, either creating a system or analyzing spreadsheets. The result is a beta tool,
available online at http://expertsbibliometrics.ufsc.br/, with login and password,
respectively: ‘ebbc2020@ufsc.br’ and ‘trocar123’.

Keywords: Bibliometric software · Metric studies application · Lotka
application · Bradford application · Zipf application

1 Introduction

The development of tools to support the various types of metric studies presents a suc-
cessful case among the scientific environment, since every knowledge area makes use of
them to organize and understand its specific body of knowledge. These tools help facil-
itate the understanding of technical and scientific scenarios and trends. Typically, they
are shaped in the form of software applications, which handle metric criteria according
to specific needs. In this sense, there are some initiatives, such as Vantage Point [1];
CopalRed [2]; IN-Spire [3]; InCites [4]; SciMAT [5]; CiteSpace [6]; BibExcel [7]; Sci-
Val [8]; Sci2 Tool [9]; Publish or Perish [10]; Network WorkBench [11]; VOS Viewer
[12]; and Sitkis [13] that stand out in the global scope of metric studies of information.
Those tools workwith content-clustering systems, frequency of occurrences and average
values for processing their calculations.
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This group of applications usually calculate frequency for co-words, authority cita-
tion, journal citation, bibliographic coupling, clustering, h-index, co-authorship, perfor-
mance of institutions, geolocation, among others. However, to the best of our knowledge,
there is a lack of tools that apply the laws of Bibliometrics and some bibliometric stan-
dards that gave rise to these studies, when considering the complexity of representing
data and images, for example. The Bibliometric laws were defined based on studies
carried out by Lotka [14], Bradford [15], and Zipf [16].

Lotka [14] proposes the 80/20 rule (inverse distribution law), which establishes
there is a core group of highly productive authors in a given theme or area of knowledge
and their function is to assess the regularity of scientific productivity in that area. The
80/20 rule works with a constant for each theme (C) divided by the square of the total
number of publications by author (n2). In general, this rule first ranks the 20% of most
productive authors identified by the amount of their publications. In fact, nowadays it is
quite complex to keep this 80/20 ratio up to date. This is due to the fact that it is extremely
difficult to keep an updated count of the authors’ publications. There are more and more
journal editions being published, new journals being created (especially the open access
ones), and new sub-areas of knowledge being defined. In addition, there is the fact that
one begins to quantify the efficiency of the authors from other types of documents, such
as books, works presented at events, and book chapters. This is because not all areas of
knowledge give exclusivity to the publication of articles in scientific journals.

Y(n) = C

n2

Bradford [15] determines the core group of the most productive journals in a given
theme and whose representation is organized based on the number of titles (both within
the same theme and within the same database), by zones or subsets (e.g.: zone of 33%)
multiplied by the proportionality factor of the number of journals in each of the defined
zones. Often the sum of the number of journals is calculated by a decreasing ranking, by
means of using three equal dimensions of 1/3 each or 33% in each zone. The calculation
is a division of the total by 3, forming a zone with a large percentage (1st scale), but with
few titles; another zone with a median representative percentage (2nd scale), but with a
considerable number of journals; and a third zone with a small representative percentage
(3rd scale), but with so many journals that, as a rule, only count a single appearance on
the topic;

p : p1 : p2 : 1 : n : n2
Zipf [16] proposesmetrics for supporting thematic issues of publications and reveal-

ing what the interdisciplinary contents of documents are. The focus of its applicability
relies on the analysis of journal keywords, in order to identify which journals are the
most representative ones in the complete universe of existing journals. However, this
law’s initial proposal aimed to identify the ranking position of frequent words in a given
text in relation to the most frequent ones. At that time, all words were counted, includ-
ing articles and prepositions. In current applications, only the keywords of the articles
are worked on, thus facilitating an analysis more directed to the understanding of the
syntheses created by the authors to shortly and objectively represent their texts via key-
words. Zipf’s Law works with a constant extracted from the principle of least effort (c),
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which is obtained by multiplying the ranking of the most frequent words in the text (r)
by the frequency of occurrences of the words in the text (f). Recently, this same law
was applied, with variations, in “stability zones of appearance of terms”, with the first
zone being reflected as “trivial”, the second zone as “interesting data” and the third zone
as “noise”. It is possible to apply this same approach in the way we understand the
information resulting from searches on search engines.

(r)(f ) = c

In this paper, we propose an application service to work with metric studies of infor-
mation that uses not only the three basic laws of Bibliometry, but also that includes the
application of other techniques. This proposal includes the application of two other tech-
niques for analyzing scientific impact, which use other metrics in addition to calculating
the frequency of terms. These techniques are the ones proposed by Price [17] and Platz
[18].

Price [17] is an analysis model that identifies the elite of most cited authors, by using
the sum total of citations received by the authors. To identify the amount of these elite
authors, the square root of the total number of authors is calculated.

E = √
n

Platz [18] works with a visibility index related to the presence of journals in their
scientific contexts, which is calculated by dividing the total number of citations received
(from other journals) by the total number of articles published by this same journal.

V = In_cb

A

The proposed analytical tool has the potential to becomeone of themost relevant in its
niche,whether by calculating scientific productivity or by calculating the impact of publi-
cations.Moreover, it comprises the fusion of content for analysis extracted from different
databases, such as Web of Science, Scopus, LISA, and Google Scholar, for example.
The proposed tool, Expert Bibliometrics, can be accessed at http://expertsbibliometrics.
ufsc.br/,with login and password, respectively:‘ebbc2020@ufsc.br’and‘trocar123’.

2 Goals

The need for an software application that could integrate content and different formats
of corpora in a single analytical dashboard, along with the need for an analytical tool that
checks the laws and the main standards of metric studies of information, were the main
motivating factors behind this proposal. Furthermore, our expectation is to go beyond
the mere representation of indicators by analyzing frequency of terms. We intend to do
this by means of applying dispersion techniques, rules of three and square roots, in order
to generate new indexes based on theories and laws already established in the scientific
environment, but little represented in software applications.

http://expertsbibliometrics.ufsc.br/
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Thus, the main objective of this proposal is to develop a software tool to analyze
data through the application of the main laws and bibliometric standards. Specifically,
the proposal aims to:

a) Analyze content extracted from several extentions of databases, like CSV format
separated by comma and inBIBTEXformat, and aggregate them into commonfields;

b) Apply bibliometric laws (Lotka, Bradford and Zipf), depending on the relevance of
the data;

c) Apply other bibliometric techniques, such as Price and Platz’s theories, for authority
and journal citations; and

d) Generate analysis results by more than one representation, such as data clustering
based on the graph theory.

3 Development

The main features of the Expert Bibliometrics tool are:

a) It is a software application made available as a service, accessible from any browser,
on any operating system;

b) The input data to be processed are the result of the search in several journal databases
(Web of Science, Scopus, LISA, IEEE, etc.), in which the user undertook a previous
search. To achieve this scenario, the same search terms are used by Expert Bib-
liometrics. When this occurs, that is, when analyzing data from several journals,
the user needs to ensure that his previous searches in each of the databases have
used the same search terms. After that, the raw data is downloaded to the user’s
local computer. The user needs to be aware of the standards defined for the column
names in the downloaded data, so that it is possible to select which columns will be
analyzed together, when applicable, e.g.: Author, Authors, and/or AU. Through this
combination, the system will be able to uniformly reformat the data;

c) It provides an option called “Organize Table”, which standardizes the representation
of the uploaded files. For example, one file could use “semicolons” to separate fields,
another one could use “comma space-space” or “comma space”, and still other ones
could use “semicolon” to separate different fields and “comma” within the same
field. Care must be taken not to separate the surname from the Author’s first name,
for example. This software feature makes a quantification of commas within each
field, to know whether to separate the columns with a comma or semicolon. This
arrangement is done before the file is effectively separated into columns;

d) It allows uploadingfiles inCSV format separated by commas and inBIBTEX format.
The user needs to know the content of these files, in order to be able to select the
correct columns to be analyzed;

e) It can analyze files with only a few dozen records, as well as files with thousands of
records. The processing time is proportional to the number of records to be analyzed;

f) It is able to analyze a wide variety of files to apply the laws of Lotka, Bradford and
Zipf. The results are presented in the form of: (i) a synthetic summary; (ii) graphical
visualizations of the percentages of publications; and (iii) in the form of graphs, in
which the clusters of authors are shown.
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g) In the next version of the tool, still under development, it will also be possible to
analyze visibility applications.

The features of Expert Bibliometrics can be classified into three categories (Figs. 1
and 2):

(a) Import. Feature that receives raw data from different periodical databases.

Fig. 1. Files uploaded to be analyzed

(b) Analysis. A application of the laws of Lotka, Bradford and Zipf on imported 
data, and.

Fig. 2. File and column selection (AU) for analysis of authors
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(c)  Report. Presentation of the results.

Fig. 3. Summary report of the analysis of relevant authors.

4 Results

The tool’s dashboard was developed with the focus on offering the user a standardized
interface with pleasant aesthetics, low cognitive effort, with the least possible number
of clicks per functionality, and with smooth navigation in the software.

The proposed application service, Expert Bibliometrics 1.0, has the following
modules:

a) User authentication module;
b) Module for loading multiple files in CSV format separated by comma and in

BIBTEX format, extracted from different databases;
c) Module for analyzing author relevance;
d) Module for analyzing the more representative journals;
e) Module for analyzing keyword relevance;
f) Analysis report module, in table format (Fig. 3);
g) Analysis report module, in graph format (Fig. 6); and
h) Authors’ analysis report module, in graph format (Fig. 6).
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5 Discussion

We undertook a search in theWeb of Science database, with the following configuration:

• search expression: “information management”;
• field: Topic; range: 2008 to 2017;
• collections: Science Citation Index Expanded (SCI-EXPANDED), Social Sciences
Citation Index (SSCI), Arts & Humanities Citation Index (A & HCI);

• category: Information Science Library Science

When performing the search, we obtained 672 results.
In a non-automated scenario, after obtaining these results and exporting them, there

is a manual work of handling on author and journal data. After that, the application of
the formulas of each law (e.g. Lotka and Bradford) begins, as well as a co-authoring
analysis. In this specific scenario, both tasks could take a considerable amount of time to
generate results.When using the Expert Bibliometrics tool, this timewill be considerably
reduced. Expert Bibliometrics provides: (i) the necessary formulas for bibliometric laws
integrated in its source code; (ii) uploading the search result files from external databases;
(iii) the “Author Analysis” or “Journal Analysis” options, to automatically obtain the
results of the application of Lotka’s and Bradford’s laws, respectively.

The “Author Analysis” feature, which uses Lotka’s law applied to the results of the
aforementioned search, for a given set of criteria, produces the data presented in Fig. 4
as a result.

Fig. 4. Analysis of relevant authors and analysis of co-authorship

The analysis of relevant authors shows that the total number of documents analyzed
in the database was 1535. The total number of authors in the database is 1306, of which
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152 are relevant. The number of relevant authors is equivalent to 11.64% of the total
number of documents within the database. The total sum of relevant documents related to
this total number of authors is 380, which is equivalent to 24.76% of the base documents.
In addition, it is also possible to click on the “Relevant Authors” button to obtain a list
of the names of the relevant authors.

The co-author analysis shows that the total number of documents with co-authors is
421. The total number of co-authors in the database is 1285. The number of documents
with single authors is 251. The rate of co-authors is 3.05%. The “Journal Analysis”
feature, which uses Bradford’s law applied to the search results, with the above criteria,
produces the data presented in Fig. 5 as a result.

Fig. 5. Analysis of relevant journals

The analysis of relevant journals shows that the total number of documents published
in the analyzed journals is 672. The total number of journals in the database is 75, with
only 4 of them representing 31.25% of the publications in the database. The number
of relevant journals is equivalent to 5.33% of the total base. Finally, the total sum of
relevant documents related to these journals is 210.

In addition to the analysis of bibliometric laws, the system is also programmed to
present the results in a graph form. This presentation, in addition to being more visually
pleasing, also provides a range of indicators of co-authorship, co-relationship, proximity,
intermediation.

The use of the proposed tool on the research undertaken in the Web of Science
database allowed us to verify the speed and ease in obtaining the desired results. Con-
sequently, we believe that its public availability on an open access portal will bring
enormous benefits to researchers in the area of metric studies of information.
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Fig. 6. Analysis of authors in graph format

6 Final Remarks

The proposed software application is currently still in beta. Our expectation is that a
tested and stable version will be released in the first months of 2021. New features are
being added, such as the analysis of Price’s elite authority (in analysis of citation), Platz’s
theory (for the impact of journals), in addition to processing simpler indexes, such as
co-authorship, works by authorship, and citations by authorship.

The following is a non-exhaustive list of new features to be added to the initial
proposal:

a) The “Graph Analysis” report will show the power of influence of each author
(analysis of force), based on changes in the diameters of the nodes.

b) The “Analysis by Graphs” report will allow the selection of authors to be analyzed,
which will allow a faster result to be obtained.

c) The option to select authors will also be offered in the main menu of the tool.
d) The “Graph Analysis” report will allow a click on the author’s name to display

his/her affiliation.
e) From the identification of affiliation, the analysis of authors will show which uni-

versities cooperate and collaborate with each other. In addition, it will be possible
to know which authors interact with which universities.

f) A feature will be implemented that will allow the results of the analyzes to be sent
by e-mail. Some possible export formats that will be used: PDF, CSV, or LaTeX.

g) The user will be offered the option to define filters by year or other time intervals,
so that it is possible to analyze the number of publications per year, for each author.

h) Analysis of citations, citations of the most cited authors, and the most cited journals
will be made available.

i) The user will be able to save his analyzes, in order to be able to access them later.
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Abstract. The increase in urban population has brought climate, technological
and economic changes that may negatively affect the quality of life in cities. In
response, the concept of a smart city has emerged referring to use of novel ICTs to
reduce the adverse effects on cities and its inhabitants. Among other technologies,
Artificial Intelligence (AI) is used in that context, evolving rapidly and playing an
essential role in supporting intelligent city-wide systems in different domains. It is
thus beneficial to identify current research advances and get a better understanding
of the role the AI plays in this particular context. Consequently, there is a need to
systematically study the connection between AI and smart cities, by focusing on
the findings that uncover its role, possible applications, but also challenges to using
the concepts and technologies branded as AI in smart cities. Therefore, the paper
presents a systematic literature review and provides insights into the achievements
and advances of AI in smart cities pertaining to the mentioned aspects.

Keywords: Smart city · Artificial intelligence · Systematic literature review

1 Introduction

Growing urban populations, environmental pollution, climate change, infrastructure
breakdown, and lack of resources are some of the challenges cities face. Such chal-
lenges require novel solutions, giving rise to an encouraging concept of a “Smart City”
(SC). By employing smart solutions, existing day-to-day scenarios in the cities can be
significantly improved, and new ones could be created whereby the aim is to increase
the quality of life of its residents.

With the rapid development of Artificial Intelligence (AI), opportunities emerge to
improve public services, some of which are presented in the paper. As AI develops
faster, new and smart solutions for cities and its citizens are developing at the same rate,
but also leading to the development of associated tools used for malicious purposes.
Cyber-attacks can compromise the privacy of data collected through the Internet of
Things (IoT) devices containing not only public but also personal data of individuals. In
addition to privacy concerns, if the safety of citizens and systems that use smart solutions
is compromised, it can lead to potentially disastrous situations such as attacks on traffic,
health, surveillance and security systems etc.
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Ethical issues remain another significant challenge. A well-known example is a
dilemma involving autonomous vehicles in SCs, where, in an accident scenario, the
vehicle decides whether to sacrifice the passenger, a pedestrian or hit another vehicle
(Dennis and Slavkovik 2018). Such issues require human participation in decision-
making and novel standards and ethical norms. Further to this, there are ethical issues
concerning facial recognition, behavioural traits identification, voice recognition, and
other trends. The accelerated development of AI in the future is likely to increase the
number of ethical challenges.

The rise in interest in AI and SCs, its potentials and issues, has led many researchers
to contribute to the field, resulting in a sharp increase in the number of published stud-
ies. Although this increase provides more insights and greater body-of-knowledge in a
specific area, we as users need more time to identify relevant studies in a particular case.
Thus, this paper presents an attempt to systematically review the relevant literature on
the topic of AI in SCs, and can consequently serve as a starting point for further research
in the field.

The methodology for the review is presented in Sect. 2, categorisation of papers in
Sect. 3, followed by the review in Sect. 4, and concluding remarks in Sect. 5.

2 Methodology for Literature Review

A systematic literature review was done to formally synthesise primary studies rele-
vant to the already described area of interest (Kofod-Peterson 2015). It differs from
non-systematic studies as it is methodologically framed, with a series of well-defined
steps. A predetermined protocol includes identification, selection, evaluation and analy-
sis of relevant studies that are eligible for review, going beyond limitations of traditional
reviews (Palka et al. 2018). During the process, relevant recommendations (Wolfswinkel
et al. 2013) were followed, and standard databases (Web of Science – WoS and Scopus)
were selected as sources. Although other databases may be suitable for this purpose,
they contain a large number of papers that are already indexed in the two databases so
this would significantly increase the number of duplicates. The keywords used to search
for the papers are “artificial intelligence” AND (“smart city” OR “smart cities”), but
limited to scientific papers written in English. Another limitation is that alternative and
related keywords such as “computational intelligence” were not considered at this stage.

Visualisation of the terms from the papers from theWoS database search is presented
in Fig. 1 to get a general overview of the results. It was created using the VOSviewer
tool based on a set of general data of the papers and abstracts. Four clusters are revealed,
each marked with a different colour. The size of a circle indicates the frequency of
occurrence of a particular term in a dataset, and the length of the line between two terms
their relationship. Understandably so, the termAI appears in the dataset most frequently.
The shorter length of the line between the two terms, for example, between the terms
AI and big data, indicates a stronger connection confirming the relevance of big data
technologies in AI.
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Fig. 1. Network visualisation of the terms from WoS database search results (Source: Authors)

The literature sampling procedure is illustrated in Fig. 2, with the numbers of papers
handled in each phase. Out of the results from WoS (360) and Scopus (230), there was
less than 5% of the papers that could not be accessed (some indexed in both databases)
that were then excluded from further analysis. Further to that, the papers indexed in both
databases (duplicates) were excluded from one. In the first round of selection, papers that
met the following criteria were kept: abstracts precisely corresponding to the research
topic, abstracts containing both keywords, or even some of the known subcategories,
methods or algorithms. For example, all papers that did not contain “artificial intelli-
gence” and “smart city(s)” in the abstract, but instead contained keywords such as “smart
healthcare” or “smart transportation system” in addition to one of the keywords related
to AI such as “supervised learning”, “reinforcement learning”, and similar – were left
in the sample. The second round of selection eliminated all false-positive papers that
passed the first round of selection, but after reviewing the rest of the text and graphics
did not meet the stated criteria. The process of forward- and backwards tracking cita-
tions, i.e. searching for papers that cited papers in the sample, or that were cited by
the authors of sampled papers, resulted in including 9 additional papers in the sample
for review. Since duplicates were removed from the Scopus list, to make the graphical
representation representative, papers are subsequently grouped and striped of database
classification.
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Fig. 2. Literature sampling procedure (Source: Authors)

The final number of papers after the sampling procedure is 94. The span of these
papers is only five years, starting from 2015 to 2020. Although both terms (AI and
SC) are represented in the database earlier than 2015, and the initial list of papers
contained papers published earlier (though not before 2012), many papers did not meet
the presented criteria for the 1st and 2nd selection rounds. Looking at the final list of
selected papers, in 2019 a total of 39 were published, i.e. 3.25 per month, while in 2020
a total of 25 papers were published during the first six months, i.e. 4.17 per month. The
growth in the number of papers is not surprising, given that AI is a rapidly evolving
discipline. Out of the selection, the largest number of papers (17) was published in the
journal IEEE Access. This is followed by the IEEE Internet of Things Journal (with 9
papers), Applied Sciences (6 papers), Sensors (5 papers) and Sustainability (3 papers).
The remaining 54 papers were published in other journals (45 different outlets), one
or two papers per journal. In the five journals listed here, 40 out of 94 papers were
published, accounting for 43%.

3 Categorising the Papers for the Literature Review

Due to the diversity in the content of the final list of papers focusing on different aspects
of the connection between AI and SCs, several categories were created based on relevant
literature reviews (Rjab andMellouli 2018, 2019). The threemain categories are General
role, Application areas and Challenges. Each of these categories refers to AI in SCs, i.e.
the role of AI in SCs, the application of AI in SCs and the challenges that may arise
from the use of AI in SCs. These categories are further divided into subcategories, as
presented in Table 1. In particular, a large number of papers explores the use of AI in
mobility (e.g. traffic safety, smart parking) so these were grouped under the subcategory
Mobility of category Application areas. Other subcategories were defined similarly.
Consequently, and in line with good review practices (Webster and Watson 2002), a
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cluster of references was created in the form of a concept matrix. This way, it is easy to
see themost represented concepts/subcategories (in terms of content), as well as the ones
containing fewer studies so it can serve as a good starting point for future reviews. Several
papers fall into two different categories, for example (Liang et al. 2019) discussing both
the role and challenges of AI for the security in SCs (thus bringing the total number of
papers across categories to N = 109).

Table 1. The categorisation of selected papers

Cat. Subcategories No. of papers Authors

General role Ethical
aspects

3 Shen et al. (2019), Sholla et al. (2020),
Zhou et al. (2020)

Security 7 Chen et al. (2019a), Diro et al. (2017), Falco
et al. (2018), Kim et al. (2020), Liang et al.
(2019), Roldan et al. (2020), Xu et al. (2020)

Data
management

9 Al Zamil et al. (2019), Aydin et al. (2015),
Chen et al. (2019b), Dilawar et al. (2018),
Ferrara et al. (2019), Gong et al. (2019),
Iqbal et al. (2020), Shu et al. (2019), Yao
et al. (2019)

Other 3 Anthony (2020), Austin et al. (2020),
Gomez et al. (2018)

Application areas Mobility 20 Chen et al. (2019b), Iqbal et al. (2020), Asad
et al. (2020), Aymen et al. (2019), Cai et al.
(2019), Choudhury et al. (2018), El-Wakeel
et al. (2018), Hossen et al. (2019), Huang
et al. (2016), Huang et al. (2019), Hwang
et al. (2019), Ke et al. (2020), Ke et al.
(2020), Li et al. (2018), Mannion et al.
(2015), Martinez Garcia et al. (2018), Niu
et al. (2015), Qiu et al. (2020), Wan et al.
(2018), Wang et al. (2020)

Environment 11 Chen et al. (2019b), Ahmed et al. (2019),
Cao et al. (2019), Jung et al. (2020), Khan
et al. (2019), Mo et al. (2019), Park et al.
(2019), Ping et al. (2020), Rojek et al.
(2019), Wu et al. (2020), Zhang et al. (2019)

Surveillance 12 Chen et al. (2019b), Jung et al. (2020), Iqbal
et al. (2020), Almeida et al. (2018), Castelli
et al. (2017), Eldrandaly et al. (2019),
Medapati et al. (2019), Liu et al. (2019a),
Miraftabzadeh et al. (2018), Qin et al.
(2018), Xiong et al. (2017), Zhao et al.
(2019b)

(continued)
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Table 1. (continued)

Cat. Subcategories No. of papers Authors

Energy 12 Aymen et al. (2019), Austin et al. (2020),
Abbas et al. (2020), Almeshaiei et al.
(2019), Hurst et al. (2020), Idowu et al.
(2016), Liu et al. (2019c), Park et al. (2019),
Serban et al. (2020), Le et al. (2019a), Le
et al. (2019b), Vazquez-Canteli et al. (2018)

Smart home 6 Hurst et al. (2020), Xu et al. (2020), Lin
et al. (2017), Ponce et al. (2018), Sanam
et al. (2020), Yassine et al. (2017)

Health 11 Chen et al. (2019b), Iqbal et al. (2020),
Zhou et al. (2020), Ajerla et al. (2019),
Alhussein et al. (2019), Alhussein et al.
(2019), Amin et al. (2019), Mohanta et al.
(2019), Obinikpo et al. (2017), Venkatesh
et al. (2018), Zhang et al. (2017)

Education 3 Gomede et al. (2020), Gomede et al. (2018),
Wang S. (2019)

Other 8 Iqbal et al. (2020), Dilawar et al. (2018), Liu
et al. (2020), Liu et al. (2019b),
Manzanilla-Salazar et al. (2020), Shousong
et al. (2019), Talamo et al. (2020), Zhao
et al. (2019a)

Challenges Security 1 Liang et al. (2019)

Ethical issues 3 Calvo (2020), Dennis et al. (2018), Etzioni
et al. (2016)

Providing a better view of representation per subcategories, Fig. 3 emphasises the
popularity of AI use in mobility systems with as many as 20 papers. The gap between
the prevalent subcategory in terms of the Application area – Mobility, and the two
succeeding–Surveillance andEnergy (equally representedby12papers per subcategory)
demonstrates the interest in AI in the context of smart mobility well. This is followed by
Health and Environment application areas with the same number of papers (11), Smart
home (6), Education (3), and 8 papers on various topics in the subcategory Other.

4 Overview of Research Studies Focusing on Artificial Intelligence
in Smart Cities

4.1 Studies on the General Role of AI in Smart Cities

Many (ethical) considerations have to be taken into account in the implementation of
SC solutions. Collecting large amounts of data, public and personal, using a variety of
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Fig. 3. Visual representation of subcategories with number of papers (source: authors)

IoT devices brings attention to issues related to the privacy of collected data. Papers
presenting IoT-collected data protection solutions are based on blockchain and machine
learning (ML) (Shen et al. 2019), and the human-in-the-loop model (Zhou et al. 2019).
Furthermore, it is given that smart devices are deprived of moral, religious and legal
responsibilities which can lead to situations where human rights may be compromised;
here Sholla et al. (2020) propose a system for checking the ethical compliance of smart
things.

Security solutions based on AI algorithms are devised to ensure safe and reliable use
of smart solutions, so, e.g., Chen et al. (2019a) propose an algorithm that provides smart
control of wireless communications and intelligent applications. Also, the use of deep
learning (DL) algorithms has been proposed to detect cyber-attacks more effectively
(Diro and Chilamkurti 2017), similar as recommending other AI techniques for tackling
data that cannot be processed in time and can thus pose a potential threat, to detect
anomalies (Xu et al. 2020). Falco et al. (2018) present the development of a tool for
assessing the risk of critical infrastructure that could potentially encounter a cyber-
attack. Similarly, there are examples of good practices for using AI in the context of
cybersecurity inSCs, e.g., a solution that usesMLandproposes an intelligent architecture
that can detect different types of IoT security attacks in real-time (Roldan et al. 2020),
and an integrated security system presented by Kim and Ben-Othman (2020). Numerous
benefits of using ML to increase the security of IoT devices are identified by Liang et al.
(2019).

On a related note, issues associated with data management stem from the fact that
IoT devices collect audio, video, images or text data that is difficult to manage with
traditional algorithms. The role of ML is inspected (Aydin et al. 2015) to facilitate
data management with applications in image classification (Shu and Cai 2019) and by
employing DL algorithms (Chen 2019b) to classify, among other, audio data (Al Zamil
et al. 2019). Ferrara et al. (2019) present models that use AI to analyse data collected
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through sensors in real-time. It is also deemed necessary to improve management of
data traffic in IoT-networks, by, e.g., classifying data traffic using DL techniques to
improve network security and service quality (Yao et al. 2019). Other examples of using
ML algorithms are focusing on social networks data to get a better understanding of
citizens’ preferences (Dilawar et al. 2018). On the note of participation, it is essential to
involve nonprofits in SC projects, and the factors that drive them to engage are analysed
through the use of ML successfully (Gong et al. 2019). The concept of big data plays a
vital role in building functional SCs since traditional data analysis cannot cope with the
sheer volume of data, which is why AI methods are used (Iqbal et al. 2020).

There are other problemswhere AI can bring relevant solutions to SCs. For example,
to improve the capacity of network structures in SCs,Gomez et al. (2018) suggest optimal
network load balancing techniques. For strategic decision-making in the implementation
of SC initiatives, AI is used to develop a recommender system for SC planning (Anthony
2020). Another option is, with the help of AI and ML, to build city’s digital twin that
will play a role in data collection and processing, event identification and automated
decision making (Austin et al. 2020).

4.2 Studies on the Application Areas of AI in Smart Cities

As presented already, (smart) mobility is where AI is used frequently as a part of SCs
initiatives. Traffic data is analysed using DL algorithms to enable safer and smarter use
of transport networks with applications to transport flow, personal mobility and parking
in particular (Chen 2019b). With the help of sensors andML techniques (Hossem 2019),
such as neural networks (Cai et al. 2019), and a combination of AI algorithms and edge
computing paradigms (Ke et al. 2020), drivers can get helpful assistance in finding a
parking space. Radar images are also implemented and analysed as an excellent option
for SCs as these minimise privacy issues (Martinez Garcia et al. 2018). An increas-
ing number of electric vehicles in the streets necessitates research on new approaches
to energy management, e.g. based on two-way communication between vehicles and
buildings using neural networks (Aymen and Mahmoudi 2019). One of the most sig-
nificant challenges in urban mobility management is stakeholder safety. In that context,
an improved framework for detecting pedestrians using neural networks was presented
(Choudhury et al. 2018). Poor roads cause vehicle damage and congestion and can affect
traffic safety. In response to this problem, a road anomaly monitoring framework was
introduced that uses ML techniques and collects data from motion sensors available in
most vehicles, allowing the detection of road irregularities and their impact on vehicle
movement (El-Wakeel et al. 2018). An intelligent system focused on forecasting taxi
demand was also presented (Iqbal et al. 2020), and tested in the city of Shanghai (Huang
et al. 2019). Another example from China is the use of DL in transportation systems
(Li et al. 2018). Vehicle identification also plays a vital role in forensic research; DL
techniques are used for improved model detection capability (Ke and Zhang 2020). Dif-
ferences in the datasets used to identify vehicles can lead to inadequate solutions, and
a specific learning method has been proposed to address it (Wang et al. 2020). With
solutions for traffic management using DL queues and waiting times could be reduced
effectively (Mannion et al. 2015; Wan and Hwang 2018). An innovative route search



72 I. Dominiković et al.

mechanism based on traffic prediction and DL techniques can also improve driving con-
ditions and reduce time-to-destination (Niu et al. 2015). Precise determination of paths
using DL to optimise travel times is proposed (Qiu et al. 2020). Energy-wise optimisa-
tion of train routes, as a part of a train management framework using ML, was presented
(Huang 2019). In this context, passenger data from sensors installed at railway stations
have also been used to optimise passenger traffic (Asad et al. 2020; Hwang et al. 2019).

Effective environmental monitoring is one of the critical tasks in SCs. Using neural
networks, scientists can identify the causes of problems, issue prior warnings, and organ-
ise resources for rescue (Chen et al. 2019b), e.g. for wildfires, extreme waves, cold, and
heat, a faster decision-making framework based on AI has been presented (Jung et al.
2020). Air pollution is becoming a severe problem; and a system for early detection of
changes in air quality is of great importance (Mo et al. 2019), as is the analysis of water
quality trends and detection of anomalies (Ahmed et al. 2019). A system for detecting
water leaks from pipes has been developed based on neural networks to minimise water
losses (Rojek and Studzinski 2019). Noise detection is another essential aspect of SC
management; a method based on neural networks improves the current performance of
urban sound recognition (Cao et al. 2019). Early detection of smoke can prevent large
disasters where neural network-based smoke detection systems can be effective (Khan
et al. 2019). Also, a system with a mechanism to minimise data transmission delays
in the described contexts was presented (Liu et al. 2019c), while other AI methods are
proposed to detect and predict fire sources in inconspicuous places such as tunnels (Wu
et al. 2020). Furthermore, street waste detection systems based on DL are also valuable
(Ping et al. 2020; Zhang et al. 2017).

Surveillance cameras can be used for various purposes in sustainable cities; new
AI algorithms are introduced to adjust camera orientation and improve view coverage
(Eldrandaly et al. 2019). It is becoming common to surveil and monitor whether a large
number of people in one place represents traffic congestion or a traffic jam (Liu et al.
2019a). In that regard, for network congestion management, an algorithm for network
load balance is designed (Zhao et al. 2019b). Video surveillance for fire detection using
neural networks is also a welcomed solution (Jung et al. 2020) for increased safety, as
well as systems that analyse data on crime from large datasets (Castelli et al. 2017).
A model that describes user behaviour based on DL predicts subsequent actions and
recognises behavioural anomalies (Almeida and Azkune 2018). Similarly, it is possible
to identify abnormal behaviour in mass video surveillance data (Qin et al. 2018). Other
examples include face recognition systems that use AI (Chen et al. 2019b) and compare
face images with those from databases (Medapati et al. 2019), identifying people using
their biometric and behavioural traits (Iqbal et al. 2020), and re-identifying individuals
(Xiong et al. 2019), especially in crowds (Miraftabzadeh et al. 2018).

Energy management is one of the most demanding problems in SCs, this being a
reason why the topic is getting a lot of attention. Here, an energy management design
based on IoT devices and ML is proposed (Liu et al. 2019c) and a platform for the
development of an energy-wise sustainable city basedonAI (Park et al. 2019).Renewable
energy is vital for the development of cities where significant progress is made, as
confirmed by analyses on the use of AI in the renewable energy sector (Serban and
Lytras 2020; Almeshaiei et al. 2019; Abbas et al. 2020). A digital twin architecture and
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a simplified analysis of energy consumption in buildings in the Chicago area using ML
(Austin et al. 2020) and a similar purpose model (Idowu et al. 2016) and techniques
(Le et al. 2019a) have been proposed, e.g. predicting heat load in buildings (Le et al.
2019b). Also, a simulation environment is presented, combining an energy simulator
and a platform for the implementation of ML algorithms to plan and manage energy
consumption in buildings (Vazquez-Canteli 2018). A study exploring the use of AI to
optimise energy use in electric vehicles (Aymen and Mahmoudi 2019) has already been
mentioned above.

In smart homes, ML can be used to analyse data from smart gas meters and predict
fuel consumption (Hurst et al. 2020). Data on indoor air trends and quality can be used to
detect correlations with peoples’ behaviour (Lin et al. 2017), and predict indoor climate
conditions (Ponce and Gutierrez 2018). Precise localisation of different subjects indoors
using wireless signals based on ML techniques (Sanam and Godrich 2020) is also of
relevance in this context. Collecting data from smart devices in home environments can
reveal behavioural patterns of individuals who live there and useML techniques to obtain
information used in healthcare (Yassine et al. 2017). Smart devices, in combination with
DL algorithms, can serve to detect other anomalies in households (Xu et al. 2020) as
well.

With the development of AI technologies, many applications in healthcare have been
presented, including a model that uses neural networks and enables biometric identifica-
tion of a person based on electrocardiograms (Zhang et al. 2017). By collecting data from
sensors, it is possible to (remotely) monitor the condition of patients (Chen et al. 2019b;
Iqbal et al. 2020; Venkatesh et al. 2018; Ajerla et al. 2019) and with the implementation
of new 5G networks, the benefits could be even more significant (Mohanta et al. 2019).
Other notable examples include a DL platform that records voice using smartphones and
sends information about voice changes to reduce visits to the doctor in particular cases
(Alhussein and Muhammad 2019). A system has also been proposed that automatically
detects possible diseases using DL to examine brain activities using electroencephalo-
graphic (EEG) data (Alhussein et al. 2019). EEG sensors and others can record patient
data such as facial expressions, speech, movements, gestures to be processed by AI.
In this way, the patient’s condition is monitored in real-time, and emergency care is
provided as needed (Amin et al. 2019). Patient data collected through sensors are con-
sidered sensitive data; therefore, DL techniques can be used for its protection (Obinikpo
and Kantarci 2017) in addition to prediction and decision-making purposes. A study
combining AI with the human-in-the-loop model to preserve privacy in smart healthcare
(Zhou et al. 2020) has been mentioned already.

Optimising educational content that would match the abilities of learners is one of
the main tasks of smart education. To that end, an AI model was presented (Wang et al.
2019). AImethods were used in another study to improve e-learning systemswith regard
to different learning styles (Gomede et al. 2018), later extended to includemore effective
ways to leverage AI for developing individual learner profiles in individualised approach
and goal-setting (Gomede et al. 2020).

Other uses of AI that cannot be grouped straightforwardly in the categories above are
listed here. For example, inadequate and small data samples and errors in quantifying
the features needed to assess the value of residential land make it difficult to estimate
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its value adequately. Here, a value estimation method using AI and transfer learning
was studied (Shousong et al. 2019). Another example is selecting the optimal location
of new stores based on DL (Liu et al. 2019b). Conservation and restoration of cultural
assets is a complex process that requires the participation of individuals from different
fields, including data scientists as the processes include the use of IoT and AI (Talamo
et al. 2020). A framework based on ML can be used to successfully detect failures on
wireless network base stations (Manzanilla-Salazar et al. 2020). Another area where AI
is used is robot intelligence; to ensure the timely response of robots to stimuli from the
external environment, DL and the Internet of Robotic Things (IoRT) have been proposed
to monitor and control their behaviour (Liu et al. 2020).

4.3 Studies on the Challenges of AI in Smart Cities

Smart solutions require storing large datasets collected from IoT devices and often
remain unprotected from cyber-attacks. Although ML is frequently used in supporting
the security of cybernetic systems (as presented already with the studies that tackle the
role of AI in security management), full protection cannot be guaranteed. Equally, AI
is also used when performing cyber-attacks (Liang et al. 2019), and for that reason, it is
worth analysing it from the perspective of lasting challenges.

Due to the ability of AI to analyse large datasets, in specific cases, some control
and decision-making processes have been taken over by algorithms, some of which
can contribute to unequal opportunities and treatment of individuals, contributing to
social inequalities (Calvo 2020). Also, the number of smart systems such as autonomous
vehicles that make independent decisions is growing, which is why there is a need to
eliminate possible unethical behaviour through controlled models of AI (Etzioni and
Etzioni 2016). In response to ethical questions related to the use of AI in SC solutions,
a new discipline of artificial intelligence has emerged - machine ethics that develops
intelligent systems with ethical concepts. Since this discipline is still in its infancy, it
faces many challenges (Dennis and Slavkovik 2018).

5 Concluding Remarks

By selecting scientific papers from the interest area following a standard systematic
process, a total of 94 papers was identified as relevant. All papers from the selected
sample were published from 2015 to mid-2020, with the largest number in the last two
years. Therefore, the review contains a novel overview of AI in SCs, complementing
recent studies (Rjab and Mellouli 2018; Rjab and Mellouli 2019).

Categories and subcategories have been defined, and the papers categorised con-
sidering its primary focus. There is an observable disproportion between the number
of papers in different categories, with the majority representing specific solutions for
the application of AI in SCs, and a minimum number of those that cover the area of
challenges and barriers to using AI in SCs. A popular topic is smart mobility, addressing
improvement of parking, traffic management and safety. On the other hand, the lack
of papers dealing with ethical and safety issues does not mean that such problems do
not exist, but that either there is no interest from researchers, or that these problems
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have not yet been sufficiently researched. Although AI provides many benefits for the
development of smart solutions, it has been used for cyber-attacks and manipulation of
personal data collected from various sensors, making this problem non-negligible.

The main shortcomings of the paper are the limited number of databases searched
(WoS and Scopus) and possible bias of the authors in selecting the final list of papers
for the review. Even though increasing the number of sources (beyond the two standard
ones) would significantly increase the number of duplicates, it would improve the quality
of the literature review by offering a more representative view of publications on the
topic. The paper can thus serve as a starting point for further research.
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Abstract. This study aimed to illustrate some government web archiving initia-
tives in several countries and stablish an overview of the Brazilian scenario with
regard to the preservation of content published on government websites. In Brazil,
although there is a robust set of laws that determine the State to manage, access
and preserve its documents and information, there is still no policy for the preser-
vation of web content. The result is the erasure and permanent loss of government
information produced exclusively through websites. It is noticed that there are
several government initiatives for web archiving around the world, which can be
used as examples for the implementation of a Brazilian policy. It is concluded
that the long-term maintenance of governmental information available on the web
is fundamental for public debate and for monitoring governmental actions. To
ensure the preservation of this content, the country must define its policy for the
preservation of documents produced in a web environment.

Keywords: Digital preservation ·Websites ·Web archiving · Government web
archiving

1 Introduction

Contemporary society is closely inserted in the technological context, fromdaily routines
that have become computerized, to themost complex actions using artificial intelligence.
As social agents, we also interact in this scenario, as Manuel Castells had already pre-
dicted, in the 90s, when the trilogy was published “The Information Age: economy,
society and culture” in which it states that the Network Society is the result of the social
appropriation of a set of information and communication technologies [1]. Here we use
the concept of the Network Society as Castells [1] defends: reposition of the State as the
front that can boost the power that digital communications and relations are promoting
with technological advances.

As a result, our social memory is also being produced as a consequence of these
digital devices. After all, the Internet reflects the construction of a visual narrative:
social networks are as real as relationships not intermediated by the machine [2]. In this
sense, while part of our social memory has migrated to the digital environment and is
printed in a database, we have to guarantee mechanisms for its preservation.
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One of the challenges of the Network Society linked by digital technologies is the
digitalization of the method of communications in society, which are increasingly done
through commercial interests and not necessarily coinciding with the public interest
[3]. What must be emphasized to understand the relationship between technology and
society is that the role of the State in promoting technological innovations. The tech-
nology expresses a society’s ability to boost technological dominance through its social
institutions, including the state [1].

In this way, it is understood that governments should promote the transparency
of their actions, through continuous accountability and the strengthening of relations
between the State and society as a way of guaranteeing social memory and the full main-
tenance of democracy itself. Government communication is one of the main sources of
information about democratic governments and governed places [4]. As well as official
documents, the media content produced by the Government and disseminated espe-
cially through institutional websites, allow access to official statements and information
approved by the State. For this reason, governments have a fundamental role in estab-
lishing routines to preserve this heritage that is being produced exclusively through the
Internet.

The National Archive of United Kingdom (UK) says that a substantial part of your
government’s current records are produced only in digital format and the lack of a strat-
egy for archiving and preserving that content will inevitably lead to the disappearance
of important information for the future [5]. With the development of computer networks
and the Internet, the process of producing, storing, accessing, using and consuming
information has transformed the way governments treat official data [6]. In any case,
regardless of the way information is produced, as a way of guaranteeing the fundamental
rights of citizens, it is the duty of the State to provide access to content published on the
web, especially within the scope of government websites that have critical information
and are under the optics and jurisprudence of the Access to Information Law that regu-
lates, among others, item XXXIII of article 5 of the Federal Constitution of Brazil, since
everyone has the right to receive information from their public bodies of their particular
interest, or of collective or general interest [7].

We understand that, in addition tomaking content available on government portals, it
is also the duty of the State to guarantee access to this information, as a way of combating
possible problems that result from the lack of preservation of web pages. Possible access
problems can result from the purposeful modification of content, its deletion or technical
problems such as link rot, among other issues. The official websites can be understood
as places of memory of governments, as they keep news, photos, videos and documents
that speak about public administrations, politics and the transformations undergone by
the population [4, 8].

The web archiving is widely recognized due to its use with regard to historical,
cultural and intellectual preservation. Countries with a high Internet insertion rate have
established archiving initiatives to crawl and storeweb content, which disappears quickly
and needs to be accessed for long-term use [9]. The geographic distribution of the web
archiving initiatives is still unequal: in Latin America, only Chile constituted its own
web archiving initiative, in which it currently has five collections. In Brazil, according
Rockembach [10], there is still no systematic web archiving, covering national domains,
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although there are other actions that are contributing to this increase, which will be
discussed in detail below.

In search of solutions, we consider that through the web archiving, governments will
be able to preserve and maintain the evidence of their services and actions, in order to
make them accessible for future research purposes and also as records of the evolution
of their own actions. Holub and Rudomiro [11] say that due to the dynamic nature of
the web, its explosive growth, short lifespan, instability and similar characteristics, the
importance of archiving it has become invaluable for future generations. According to
Rockembach and Pavão [12] if there is no digital preservation of the content produced on
the web, much of what was developed in this medium will be lost forever. This requires
a web archiving solution that relies on structured technical policies and procedures. The
National Archives, UK [13] declares that web archiving is a vital process to ensure that
people and organizations can access and reuse knowledge in the long term and meet
their information retrieval needs.

Here we aim to discuss the government web archiving, based on international initia-
tives and the current situation inBrazil.Weexpect that research in this fieldwill contribute
to achieving a sense of community, national identity and entrenchment among Brazilian
citizens. In the sense, the implementation of a national web archiving policy, in a way,
preserves information that shapes national identity through its development in political
circles. The web is increasingly used as a tool for social communication and interac-
tions between public authorities and civil society and, over time, the web archive may
form a record of events that capture the nation’s environment and accompany develop-
ment Brazilian national identity. The preservation of these records provides a valuable
source of documented heritage for current and future generations, creating a sense of
community and belonging.

Discussing this theme based on the experiences of different countries in the world,
provides an exchange of technical and scientific information, making the result based
on positive experiences in government web archiving. Brazil, due to being inserted in
the theme for a few years, needs this scientific contribution to assist in the development
of studies.

2 Government Web Archiving

The websites of government agencies play an important role in the dissemination of
government information to the general public, and have established themselves as funda-
mental tools for the search for information from public policies, in general. Considering
the dynamic nature of the web, the contents of these institutional websites can change
quickly and some information can be permanently removed, which may cause a break
in the information scope and lead to the loss of valuable information for research and
even for accountability of the actions of the government.

According to Lala and Joe [14], even the scenario of large content productions
on websites and even with countless initiatives around the world that work with this
perspective of preservation, there is still a long way to go before recognizing the value
and the importance of archiving websites. One of the largest and most used web archives
in the world, containing more than three billion URLs, is the UK Government Web
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Archive (UKGWA), maintained by The National Archives, UK. The UKGWA’s mission
is to preserve government-owned web content in all its formats, even though its central
content consists of material published by state departments [13]. These websites are
identified by The National Archives and government organizations [15].

The initiative is part of a broad program by The National Archives that involves
managing the British government’s web heritage. In 2017, a guidance was provided
to government digital teams in which questions about website management and main-
tenance are elucidated, in order to ensure that the government’s web presence can be
successfully archived and permanently accessible in the UKGWA. In “The UK Govern-
ment Web Archive: Guidance for digital and records management teams”, information
is provided on the functioning of the websites’ archiving process, the catch schedule,
the limitations of what can be captured and made available through this preservation
system and the circumstances in which content can be removed. The National Archives’
approach to government web archiving involves remote and automatic collection of
websites according to a schedule, using a crawler [16].

This process of selecting the web content to be preserved is one of the first steps
that must be established when building a web archive. In archival science this process is
known as appraisal; librarians call collection development. This process of web curation
remains inevitable, even in the digital context [17]. Although there are technical barriers,
such as storage capacity, for example, the curation process is fundamental, considering
that maintaining everything is not a viable strategy for a number of reasons [17]. For
web archiving, it is a selection process in which the websites that will be preserved are
chosen, based on one or more criteria [18]. The development of the selection policy will
also define the form of collection of the websites [19], whichmay include the description
of the context, the intended users, access to mechanisms and the expected uses of the
web archive [20].

In relation to the US government websites, two specific initiatives that are relevant
to our analysis. One of the initiatives is the collaborative web archive End of Term Web
Archive: US Government Websites (EOT), created since 2008 by a group of institutions
that developed collections made up of federal government websites (.gov,.mil) in the
legislative, executive and judicial spheres of the US government. Websites that were
at risk of changing (for example whitehouse.gov) or disappearing completely during
government transitions were captured. Currently, EOT is comprised of the collections of
websites from the end of the Bush administration (2008) and the end of the two terms of
the Obama administration (2012 and 2016). [21]. Another USA initiative that preserves
government websites is the movement promoted by scientists to safeguard government
information on climate change, anticipating the risk that data and information from.gov,
such as EPAwebsites (Environmental ProtectionAgency) andNOAA (National Oceanic
andAtmosphericAdministration), could be lost or becomeunavailablewith the transition
to the new administration that was taking effect with the election of Donald Trump [22].

The initiative by the State of Sarawak, Malaysia, is a government web archiving
initiative that also deserves mention. Jamain et al. [5], says that the objective of the gov-
ernment initiative is to preserve the evidence of web content published by departments
and agencies of the public administration of the State of Sarawak, to contribute to facil-
itated access to information and to the provision of information to research, in addition
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to being in accordance with the legislation of the State Library of Sarawak regarding
the legal deposit. The capture of websites takes place every two months and, in addition
to textual documents, includes the safeguarding of static images, sound recording, films
and other multimedia formats made available on government portals [5].

The legal deposit has been a normative tool used to justify the need to preserve
websites in some countries. Although, until the twentieth century, the legal deposit had
its scope focused only on books and printed publications. In addition to the advent and
massive use of sound recording, video and, in general, digital information, the scope
of the legal deposit has been extended to include a variety of document formats. This
proposition came from the Charter on the Preservation of the Digital Heritage, published
in 2003 byUNESCO, in which it promoted the adoption of measures for the preservation
of digital information, considering, for example, the possibility of using the legal deposit
for materials of the web [23].

Traditionally, national libraries have the prerogative to preserve books and printed
materials producedunder the country’s jurisprudence, a rule establishedby the legislation
of the legal deposit. Due to UNESCO’s recommendations, part of the literature on
web archiving indicates that national libraries have a significant role in preserving the
web [24]. This referral was positive for these organizations, especially with regard to
the legal risks assumed when preserving web content. Supported by the law of legal
deposit, the organization preserves its right to store, as determined by the legislation,
this means that organizations, whether National Archives or National Libraries, are
unique organizations, with the prerogative of preserving memory, nationally or locally
[25].

In this sense, some national libraries started to build collections of websites from the
early 90s [26]. These libraries started to consider web collections as a natural develop-
ment of their traditional collection and as part of their duty to preserve national culture
[27]. In the early 2000s, some countries added to their legal deposit laws a requirement
to deposit electronic publications in online formats [28], such as Tasmania, Switzerland,
Iceland and New Zealand [24]. Finland, Iceland, Norway and Sweden, for example,
decided to collect local websites that meet the broad criteria of being “national” [29].

In Croatia, the National and University Library of Zagreb, in collaboration with the
University of Zagreb Computing Center (SRCE) established, in 2004, from legislation,
that all websites registered in the country would have a copy deposited in the Library. In
2011, the HAW (in Croatian, Hrvatski arhiv weba) or, in English, Croatia Web Archive,
collected the national domain (.hr) for the first time with the intention of expanding the
scope of the national collection of websites and started a thematic collection of content
from web related to national events, such as the 2013 local elections for government
territories [11].

Like these initiatives, there are others that promote the preservation of government
websites. With these examples, it can be seen that the governmental web archiving
takes place in different ways, whether from the central government’s own proposals, or
through articulated civil organizations or groups, or even through specific initiatives of
memory places. Anyway, it is an interdisciplinary work, which involves knowledge and
routines from the information sciences and technology, in which archives and libraries
converge towards digital preservation, associating with the disciplines of information
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technology. Each initiative has its own routines, criteria, selection processes, software
and flows established according to its need to compose the web file. The responsibility
of documentary collection for the public domain has been established as an important
tool to preserve the official memory of several countries [30].

In addition to these areas of study that are fundamental to the web archiving, there
are other disciplines and professionals that have space in the formation of knowledge
related to this theme, such as the communication sciences, engineering, ethics, law and
many other knowledge that can contribute to the development of the field. Universities
have also understood that the Internet has increasingly been the point of origin for a
large volume of information, research and scientific publications, and have turned their
technological resources and their technical knowledge to the preservation of contents
and scientific communications produced in this area [31].

3 Government Web Archiving in Brazil

The Brazilian Institute of Geography and Statistics (IBGE - Instituto Brasileiro de
Geografia e Estatística), showed that in 2016, 116 million people were connected to the
Internet in Brazil, which is equivalent to 64.7% of the Brazilian population aged over
10 yrs [32]. Likewise, CGI.br/NIC.br, Regional Center for Studies for the Development
of the Information Society (Cetic.br - Centro Regional de Estudos para o Desenvolvi-
mento da Sociedade da Informação), reported that in 2018, 67% of Brazilian households
had Internet, and the percentage of network users increased to 76% of the Brazilian
population [33].

The Cetic.br, in a survey in the previous year, showed that 100% of federal and
state public bodies use the Internet, with 90% of these bodies having websites [34].
The Digital report “in 2020”, carried out by “We Are Social” and “Hootsuite”, shows a
complete view of the digital landscape in the country: with 150.4 million Internet users
- 71% of the population - the report shows that 66% of the Brazilian population is active
in social networks. These figures show that more than half of the population has access
to the internet and that public institutions at the state and federal levels are present on
the world wide web, showing the production of digital documents, both in the social
and government spheres. However, unfortunately, there is still no preservation of this
content published on the web.

Brazilian law presents several points about the State’s responsibility with regard to
the management, access and preservation of its documents. Among the main laws, at the
level of legal hierarchy, are the Federal Constitution and Law 8,159/1991. In the Federal
Constitution, article 216, paragraph 2, determines that “the public administration, under
the terms of the law, is responsible for the management of governmental documentation
and the measures to open its consultation to those who need it” [7]. In turn, Federal Law
8.159/1991, which provides for the national policy on archives, states in Article 1 that it
is the duty of the public power “documentmanagement and special protection of archival
documents, as an instrument to support administration, to culture, scientific development
and as evidence and information” [35]. The same law conceptualizes that archives are
“documents produced and received by public agencies, public institutions and private
entities […] whatever the support of the information or the nature of the documents”
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[35]. There are dozens ofDecrees, Laws, ProvisionalMeasures, Resolutions, Ordinances
and Normative Instructions, arising from these laws, which decide on the treatment
of documents within the scope of public administration. Therefore, it is a matter of
understanding these laws and discussing the right to access this information from the
State and how much this right is guaranteed by governments.

TheNationalArchives ofBrazil, the institution responsible for drafting nationalman-
agement policies, excluded documents produced on the web from the scope of accepted
document formats for collection at the institution, when presenting and publishing its
Digital Preservation Policy, with versions in 2012 and 2016: “In the future, other more
complex types of documents in digital format, such asmultimedia andweb pages, should
also be contemplated” [36].

Recently, governmentwebsites inBrazilwere the subject of the publication ofDecree
number 9.756/2019, which “Establishes the single portal ‘gov.br’ and provides for the
unification rules of the Federal Government’s digital channels” [37], which establishes
in its article that “[…] through which institutional information, news and public services
provided by the Federal Government will be made available in a centralized manner”
[37]. The GOV.BR Single Portal was officially launched on July 1, 2019. Before its
launch, the first page of the Portal (see Fig. 1) stated that “[…] the digital channels of
the Federal Government will be unified”. The single portal “[…] will gather, in one
place, services for the citizen and information on the performance of all areas of the
government”, and went on to say that the portal will also be “[…] the door entry of
institutional pages of the federal administration, such as ministries, regulatory agencies
and other bodies” [38].

Fig. 1. The first page of the GOV.BR website before its launch. 2019.

In the Brazilian academy, the web archiving subject is still recent, but it already
promotes discussions on digital preservation in the national scenario. In 2017, the Fed-
eral University of Rio Grande do Sul created the Research Group on Web Archiving
and Digital Preservation (NUAWEB - Núcleo de Pesquisa em Arquivamento da Web e
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Preservação Digital) with the objective of investigating characteristics of web archiving
through national and international initiatives, dealingwith both policies and technologies
involved in the process [39].

The research group studies aspects of preservation, use and access over time of digital
objects made available on the web, with contributions from Archival Science, Library
Science, Information Science, Communication and Computer Science. NUAWEB is
developing some research projects simultaneously, such as the AWEB - Web Archiving
of the Brazilian Elections; and the Brazilian Web Archiving: preservation policies and
technological models. The research group also presented during the International Inter-
net Preservation Consortium Web Archiving Conference 2019, in Zagreb, Croatia, the
fundamentals to foster the discussion on Brazilian web archiving initiatives, under the
website https://www.arquivo.ong.br [40].

One of these surveys investigated the possibilities of archiving Brazilian Federal
Government websites, with 23 government websites as object of analysis. The research
consisted of checking the resources offered by these websites; archive the selected web-
sites, using the Heritrix as web page crawler; rebuild archived websites using the soft-
ware WABAC; and compare the resources available in the live and archived versions of
selected websites. It is concluded that the websites of the Brazilian Federal Government
are archivable without loss of relevant information and that the country lacks a public
policy to systematize the archiving of government websites [41].

However, less than a year after the end of the research, it is possible to notice systemic
changes in the analyzed websites, in terms of content and layout. In the example below
is the Ministry of Defense website archived in December 2019 (see Fig. 2) and the same
website in October 2020 (see Fig. 3). It is noticed that there has been a change in the
layout, navigation menu and image layout. As there is still no systematic preservation
of the websites analyzed, we can already say that unique information produced within
the same government management has been lost.

Fig. 2. Ministry of Defense’s website archived in 2019 December, 16. 2019.

In the political sphere, there is an important action regarding the web archiving
under development since July 2015. This is the Bill (PL - Projeto de Lei) 2.431/2015,

https://www.arquivo.ong.br
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Fig. 3. Ministry of Defense’s website a live. 2020 October, 20. 2020.

authored by Deputy Luizianne Lins (PT), which “Provides on the institutional digital
public heritage inserted in the world wide web and other measures” [42]. In 2015,
the Bill passed through the Science and Technology, Communication and Informatics
Commission (CCTCI), of the Chamber of Deputies, and had an opinion for approval
with a substitute given by Deputy Fábio Sousa (PSDB), who in his report presents
the project considering that its approval “[…] aims to expand the protections given to
public information, more specifically that stored on the internet” [42]. The report asks
for changes in the wording of the project and the addition of a paragraph that states that
“[…] guidelines should be established in each body or entity that guide the periodic
backup copies of critical information from the environments of the official sites” [42].

Two years later, the Bill returned to discussions in the working committees of the
Chamber of Deputies, this time with the Culture Commission (CCULT): in October
2017, the Bill had an opinion for the rejection made by Deputy Evandro Roman (PSD),
which in its report justifies saying that the obligation to keep all the content hosted on
the official government websites “[…] brings a great operational difficulty, implying
increasing expenses in storage technologies, which can make the unviable preservation”
[42], goes on to say that “[…] the preservation of all content ignores the dynamic
character of the world wide web, which precisely facilitates the updating and dispersion
of information as soon as possible for those interested” [42]. This demonstrates that the
presentation of the Bill, as well as the rapporteur ships are devoid of any in-depth study
on the relevance of the topic, evidencing the lack of qualified knowledge regarding the
web archiving in these contexts.

In March 2019, a new rapporteur for the Bill Project was appointed at CCULT,
Deputy David Miranda (PSOL), who in December of the same year presented an opin-
ion for the approval of the Bill with a substitute, inwhich he adds that “[…] it is necessary
arrangements for the digital content of official sites not to be deleted at the mercy of
ideological positions of a candidate or another who wins the elections” [42]. The rap-
porteur added in his substitute, in addition to the institutional websites already provided,
the social networks “[…] such as Youtube, Facebook, Twitter, etc. […]” [42], in addition
to including the personal accounts in social networks of heads of Public Authorities and
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holders of maximum organs of Federal Authorities, during the exercise of their man-
dates, considering that “[…] these political actors are the main spokespersons of such
institutions” [42].

Although the laws are clear regarding the need to preserve documents produced at
the governmental level, there is an understanding on the part of the scientific community
that websites are not documents that would fall within this scope. However, the lay
opinion also sometimes follows this line, as can be seen in the comments of the Deputies
regarding theBill that dealswith the preservation ofwebsites. The result is the permanent
erasure of digital information produced exclusively on government websites, causing an
erasure of political history that could be easily accessed by a large part of the population.
Have we ever wondered where is the information published on past federal government
websites?

Luz and Weber [43] developed a survey of government communication available on
the official website of the Presidency of the Republic of Brazil produced during the gov-
ernment of ex-president Michel Temer (2016–2018) and ex-president Dilma Rousseff
(2010–2016), discussing the impacts of preserving and erasing government communica-
tion for the country’s political memory [43]. The conclusion is that websites have been
subject to constant modifications to remove content from previous governments and
difficulty in accessing certain sections or themes related to governments that are already
closed, especially when the political lines do not converge with the current management.

The exclusion of content produced during previous mandates makes it evident that
there is no policy in Brazil to safeguard content published on official websites, evenwhen
Brazilian law determines that it is the obligation of the public power to protect and grant
access to official information [43]. This prevents society from having access to these con-
tents, such as government actions, advertising campaigns, language, images, speeches
and political positioning that guided the government actions of that administration.

From this scenario, it is understood that the implementation of a policy for the
preservation of governmental web pages in Brazil is urgent, considering that part of
the institutional memory published exclusively on the Internet is lost with government
management changes, even though this is a great challenge, both in raising awareness
about the information produced on the web, and regarding technical issues associated
with the activity. Luz and Weber [43] warn that the lack of a policy to safeguard these
contents in Brazil alerts to the consequences that the loss of information can have on the
memory of a country, a city, its public policies and its reality.

4 Concluding Remarks

This study aimed to illustrate some initiatives of web archiving in many countries and to
establish an overview of the Brazilian scenario with regard to the preservation of content
published on government websites. It is noticed that there are several governmental
initiatives for archiving on the web all over the world, whether promoted by the central
government itself, by government agencies, or through the promotion of civil agents
interested in the theme. In Brazil, although there is a robust set of laws that determine
the State to manage, access and preserve its documents and information, there is still no
policy for the preservation of this content, especially with regard to web documents. The
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result is the erasure and permanent loss of government information produced exclusively
through websites.

Since the insertion of government actions on the Internet, the web has become a
democratic space for access to information, especially in Brazil, where the Internet
penetration rate is high and reaches about 70% of the population. This space for com-
munication, dissemination and storage of public information is the official website, as it
provides government data and government actions, providing disclosure, as well as man-
agement’s own accountability. Furthermore, when complying with demands, it becomes
a space for preserving the memory of public policies in the country, respecting the prin-
ciple of transparency, inherent in a democratic state. Still, the long-term maintenance of
governmental information available on the web is fundamental for public debate and for
the monitoring of government actions by society.

To guarantee the preservation of this content, the State should define its policy for the
preservation of digital documents, including those produced in aweb environment, along
the lines of similar projects carried out around the world. Selecting the preservation and
web archiving techniques, the appropriate technologies, the content that will be primarily
archived are some of the ways that Brazil could follow to effectively implement a web
archiving initiative. It is up to us, as a scientific community, to present studies to provide
the preservation of this informational content produced exclusively on the web, offering
possibilities for public access to be ensured and facilitated in respect of the constitutional
right to memory.
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Abstract. The National Digital Repository of Science, Technology, and Inno-
vation (ALICIA) of Peru is in charge of harvesting the scientific production of
the universities from their institutional repositories. The aim is to determine and
evaluate the availability of resources in the repositories, and if the quality of the
metadata harvested by ALICIA has any relation to themetadata of the institutional
repositories. To this end, a non-experimental, descriptive, comparative study was
carried out after recovering the data from ALICIA, using its API rest and the data
from the institutional repositories, and using organic techniques for validating bro-
ken links and web scraping, which are then stored in a database on which queries
were made using non-SQL statements. There is 97.7% and 95% availability of
resources in public and private institutional repositories respectively, and on aver-
age, the quality of the metadata describing the resource is between 54% and 57%
. It is notable that despite all the documented interventions and the results found,
there are still quality problems in the metadata registering process considering
that universities are responsible for its publication.

Keywords: Data quality · Curation · Dublin core · Institutional repositories ·
Metadata

1 Introduction

The universities have an important mission since they are the main sources of knowl-
edge generation and contribution to science, which among other things allows them to
solve society’s problems, from where the complaints about their insufficient and ineffi-
cient productivity are born and who gives them the benefit of their elitist academic and
scientific position, as shown in [1].

However, even though most of the research funding is the result of government con-
tributions [2], some of the results are available through restricted access with payments
and/or editorial subscriptions to licenses [3]. This require investing timewith uncertainty
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in the achievement of the required content, being a nefarious factor in situations such as
the current ones in which every minute counts.

In opposition, the open access movement is the immediate access, without payment,
registration, or subscription to academic and scientific material, it has a wide community
in the world that involves teachers, undergraduate, and graduate students [4], who, with
their ingenuity, solve problems and share the results in a way that increases the scientific
heritage and enriches knowledge [5]. Its aim is interoperability, compatibility among
archives, long-term preservation, and universal access to information. In addition to
promoting free access, it encourages its availability, distribution, and reproduction [6].
It emerged in response to the restricted access to knowledge in academic and scientific
journals imposed by commercial publishers (Gideon, 2008), as cited by [7].

This same open access movement has caused universities to face today an enormous
challenge related to the need and obligation to generate knowledge that acquires visibil-
ity, achieves impact factors that demonstrate its importance, influence, and contribution
to the scientific community that uses the published results [2]. According to [8]:

“A growing number of universities around the world have begun to establish open
access policies regarding the academic results of their researchers, requiring them
to publish mainly in open access journals and/or to archive their pre-prints or
post-prints in institutional archives”.

In this sense, in Peru,with the approval of theUniversityLaw in 2014 [9], theNational
Superintendence of University Education (SUNEDU) has the function of supervising
the fulfillment of the basic conditions of quality. The state as a strategy to standard-
ize and improve the visibility of the scientific production of the institutional reposito-
ries approved according to [10] creates the National Science Repository, Open Access
Technology and Innovation (ALICIA). This strategy has allowed the implementation
of technological infrastructure in universities to make available the results of scientific
production that meet the needs of the community [11]. Without a doubt, we can say that
institutional repositories are the cornerstone for open access [2]. By facilitating the sys-
tematization and access to publications, they contribute to the concept of open science
[12, 13].

In South America there are similar strategies, adapted to each context, this promotes
the exchange of scientific production with the implementation of infrastructures for har-
vesting the resources available in the repositories of the universities in each country
[14]. Even within [15] the national nodes of the countries have been progressively inte-
grating the region into a platform that has international standards of interoperability.
This provides the possibility of generating a centralized scheme of a federated search
for scientific results that facilitates the citation process and reference of resources in an
open-access scheme.
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According to [16, 17] and [18], ALICIA collects, integrate, and storage through
a constant process based on the OAI-PMH interoperability protocol [19], known as
harvesting, then presents the data and metadata from all the institutional repositories
that are within the scope of Law No. 30035 [10]. By law, universities that receive state
funding have to guarantee the availability of their repositories and their resources must
remain efficiently usable, updated, and collected by “ALICIA” [20]. According to [18]
all the repositories use DSPACE as an institutional repository solution.

The current ALICIA guidelines are based on the “OpenAIRE Guidelines for Litera-
ture Repository Managers v. 3.0”, the Dublin Core metadata schema, and the OAI-PMH
exchange protocol. 39 metadata must be considered for information registration in the
institutional repositories: 23 are mandatory, 9 recommended, and 7 optional [21].

Although indeed, the resources of the institutional repositories, known as gray liter-
ature, have not undergone a peer-review process to ensure acceptable quality levels as
in the case with scientific articles published in indexed journals according to [22]. This
should not be an excuse for that the registration of metadata describing the resources,
which are subsequently harvested by ALICIA, not to meet the quality criteria required
by ALICIA guidelines [23].

We must understand that ALICIA needs to review the harvested content and deter-
mine whether the repositories that are part of the system [24] comply with the require-
ments of the directives [21]. Strategies are needed to improve the quality of the process
of registering metadata [25] avoiding the same deficiencies that affect the process of
bibliographic review of research conducted in universities, as well as its visibility and
impact factor.

Not only that, ALICIA must look for mechanisms of identification, healing at the
source, and correction at the destination, in case the results of their searches identify
resources that at the time of access are fallen links, due to the dynamics of institutional
repositories and the deficient skills of its staff to ensure a proper healing and updating
process.

There are many research works worldwide that verify the quality of repository meta-
data, such as the [23],which evaluates the problem from those responsible for the registry,
or the [26] which correlates the quality ofmetadata with its academic visibility in Google
Scholar. However, there are few studies to determine if the harvesting process is cor-
rect. If there is a need for updates on the harvested metadata sources. Or any one that
compares the quality of the data harvested by the harvesting infrastructures existing per
country [14] against the existing metadata in the repositories.

Ensuring metadata quality that describe the resources available in the repositories,
hasmuch to dowith the acceptance reflected in citations and impact factor of the research
available in them andwhich are documented by [27], In addition to the qualitative criteria
of the researchers who review these resources, as [28] claim, poor quality of metadata
recording can have a negative impact not only on the way scientists retrieve, share and
use research datasets, but also on the way that manage and audit repositories.
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Therefore, we wonder whether the quality of the metadata harvested by ALICIA
has any relation with the metadata of the institutional repositories. In this research, we
seek to identify if the repository’s administrator record the information according to
established directives based on an indicator that we call MQ similar to that of [26]; How
good ALICIA manages to harvest these data according to the correct configuration of
protocols in the repositories through comparison. In what extent the repositories ensure
the availability of the resources that ALICIA claims are available. Finally, we evaluate
the need for a process of curing the ALICIA database by applying a comparative analysis
for both.

2 Materials and Methods

2.1 Analysis Unit

This is a non-experimental, comparative descriptive cross-sectional research. The study
universe is the metadata available in ALICIA and the resources available in the
repositories of the 51 public universities and 92 private universities in Peru.

Initially, we have to specify that we carried out the whole process described in
materials andmethods duringMay 18–22, 2020, on a virtual private server on the amazon
web services.

2.2 Data Recovery

We extracted the data harvested by ALICIA, consuming its API rest located and docu-
mented in https://alicia.concytec.gob.pe/vufind/api/v1, through aprogrambuilt in python
based on the libraries “requests”, “JSON” and “BeautifulSoup” for text analysis.

We compared this metadata with data extracted through a web scraping process from
the institutional repositories of all the universities that are part of ALICIA. This process
is necessary because ALICIA does not harvest all the metadata available through the
OAI-PMH protocol.

In detail, we obtain the metadata of each of the records available in the ALICIA
database through a loop recovery process. For each record the metadata dc.identifier.
Uri (URL of the resource) is identified, which is used as a parameter to perform anHTTP
query in which organic broken-link validation techniques are applied [29, 30], based on
HTTP responses to validate the availability of the resource in the institutional repository
with a valid response code and not “not found”.

If the resource is available in the repository, we apply web-scrapping techniques on
grey literature documented by [31], to structure the data of the obtained response that we
insert in a non-SQL database on which we perform queries on 20 Dublin Core elements,
specified according to [21] to generate the presented results.

For all the algorithms built, we have worked with python and the request, JSON, and
BeautifulSoup libraries. For the processing and generation of the descriptive statistics,
we used No SQL statements (Fig. 1).

The algorithm used for data recovery is:

https://alicia.concytec.gob.pe/vufind/api/v1
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Fig. 1. Data recovery algorithm

2.3 Data Analysis and Processing

We based the evaluation criteria on the following indicators: Resource availability,
Metadata quality.

Where

Availability =
∑n

1 resources that respond to the HTTP request
∑m

1 resources harvested by Alicia
∗ 100 (1)

Metadata quality =
∑n

1 metadata harvested by Alicia
∑m

1 metadata specified in the standard
∗ 100 (2)

3 Results

Thus, according to formula (1), In summary, we present the availability of resources in
the repositories in Tables 1 and 2:
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Table 1. Amount of available resources, as harvested by ALICIA and according to the web
scraping we did from the repositories

Type of management Harvested by alicia Web scraping from the repositories Availability

Public 111964 109393 97.7%

Private 156859 148949 95.0%

Source: own elaboration

At the date of data extraction, only 125 of 143 universities have repositories harvested
in ALICIA; however, 15 of these have values in the URL metadata that do not respond
to the HTTP checks performed by the algorithm. In addition, of these 87 have approved
licensing, 38 have denied licensing.

According to information from SUNEDU, there are 51 state universities; however,
only 39 of them have and maintain their institutional repository accessible.

Table 2. Available resources by type of university and type of resources, as harvested by ALICIA
and according to the web scraping we did from the repositories

Management Thesis type Harvested by
Alicia

Web scraping from
the Repositories

Availability

Lic No Lic Lic No Lic Lic No
Lic

Public Undergraduate 83.804 2.771 83.281 2.734 99.4% 98.7%

Master’s
degree

16.491 4.077 16.464 2.126 99.8% 52.1%

Ph.D. 4.616 205 4.606 182 99.8% 88.8%

Private Undergraduate 92.563 20.300 88.732 19.043 95.9% 93.8%

Master’s
degree

38.356 2.160 35.834 2.050 93.4% 94.9%

Ph.D. 3.263 217 3.105 185 95.2% 85.3%

Source: own elaboration

Table 2 shows us an interesting characteristic, which according to our analysis, shows
that universities with a denied license have problems guaranteeing the availability of the
resources they have in their institutional repositories.

An important point to note is that the availability of resources harvested by ALICIA
in the repositories of origin in public universities is 97.7%, in contrast to 95% in private
universities. However [26], they find that 43% of public universities’ resources and
60% of private universities’ resources are correctly indexed in Google Scholar. The
explanation can be found when we make a more detailed analysis of the content of the
metadata since, apparently, according to [26] itself, the staff of private universities has
more training in registering their resources in their repositories.
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Continuingwith the formula (2), following tables presents the quality of themetadata
that describe the resources available in the repositories.

Table 3. Quantity of metadata harvested by type of university and type of resource.

Management Thesis type Amount of metadata per resource

Licensed Licensed Denied

Max Average Min Max Average Min

Public Undergraduate 30 21.5 8 22 21 16

Master’s degree 29 22.5 14 23 21 20

Ph.D. 29 21.8 14 22 21 20

Private Undergraduate 34 22.1 12 26 22 13

Master’s degree 32 22.5 13 26 22 16

Ph.D. 29 22.6 13 25 22 19

Source: own elaboration

An important fact from Table 3 is that, on average, public universities register 21.5
and private universities 22.5 metadata for undergraduate theses. In general, for both
masters and doctoral theses, public universities register an average of 1 metadata less
than private universities (Table 4).

Table 4. Quality of harvested metadata by type of university and type of resource.

Management Thesis type Amount of metadata per resource

Licensed License Denied

Max Average Min Max Average Min

Public Undergraduate 77% 55% 21% 56% 54% 41%

Master’s degree 74% 58% 36% 59% 54% 51%

Ph.D. 74% 56% 36% 56% 54% 51%

Private Undergraduate 87% 57% 31% 67% 56% 33%

Master’s degree 82% 58% 33% 67% 58% 41%

Ph.D. 74% 58% 33% 64% 56% 49%

Source: own elaboration

As for Table 5 (which is the summary of Table 3), on average, the public universities
register 21.65 metadata and the private ones 22.29 metadata, that is, 0.64 metadata less.
However, this analysis is only quantitative, and an analysis of the content of the metadata
is necessary to determine the qualitative aspects of the data recording process to ensure
that we are following the indications of [32] and the study of [25].
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Table 5. Amount of metadata harvested by type of university.

Management Amount of metadata per resource

Licensed Not Licensed

Maximum Average Minimum Maximum Average Minimum

Public 30 21,65 8 22 21 18

Private 34 22,29 12 26 22 14

Source: own elaboration

Table 6. Quality of harvested metadata by type of university.

Management Metadata quality by resource

Licensed Not Licensed

Maximum Average Minimum Maximum Average Minimum

Public 77% 56% 21% 56% 54% 46%

Private 87% 57% 31% 67% 56% 36%

Source: own elaboration

Table 6 shows a very important indicator regarding the work and importance of those
responsible for the repositories because according to [25], in general, they need training
processes and strengthening of skills to ensure that the registration of metadata is done
correctly, since as universities are responsible for the quality of the metadata recorded
as mentioned [32].

4 Conclusions

After evaluating the resources harvested by ALICIA and their availability in university
repositories, we concluded that public universities have 3% of unavailable resources
compared to 5% of resources unavailable by private universities. The licensing process
initiated 5 years ago with the enactment of the new university law could be the reason,
in the process of which 25% of private universities have not achieved their licensing and
have ceased to function.

Although many metadata’s quality problems have been documented in the literature
over the last few years (e.g., [33, 34] and even Concytec did its analysis with [25]), many
of these problems are still present in the case of Peru’s National Digital Repository of
Science, Technology, and Innovation (ALICIA).

Finally, ALICIA must establish mechanisms for maintain available repositories of
universities with denied licenses so that a significant number of researches are not left
offline.
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Abstract. Institutions around the world have sought to aggregate different cul-
tural heritage data sources in order to provide society with comprehensive and
useful services. This qualitative exploratory study presents a comparative analysis
of two paradigmatic institutional aggregators, namely the Europeana Foundation
in the European Union and the Digital Public Library of America in the United
States. To that end, strategic aggregation documents were identified and quality
policy elements analyzed and compared. As a result, nine quality-oriented data
aggregation elements were selected: data providers; application process; metadata
model; data exchange agreement; copyright license; call for applications;metadata
use; technical criteria for data quality and data validation and publication. The ele-
ments identified and described are important in formulating processes that make
it possible to aggregate digital cultural heritage collections from different Brazil-
ian institutions and provide support for the solution currently being developed in
collaboration with the Brazilian Institute of Museums (Ibram).

Keywords: Cultural data aggregation · Data quality policy · Institutional
aggregator

1 Introduction

The online availability of cultural collections in the form of digital catalogs and reposi-
tories as well as their digitization and socialization on the internet (Scopigno et al. 2017;
Potenziani et al. 2018; Medeiros e Sá et al. 2019) are noteworthy phenomena in con-
temporary times, and have intensified with the increased use of the internet as tool for
work, leisure and socialization.
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Initiatives to integrate different data sources are aimed at making better use of
these technologies and providing society with comprehensive and useful services.
However, it is important to consider that in order to aggregate data fromdifferent sources,
they must first be organized to ensure favorable conditions for diversified high-quality
analyses, integrated searches and possibilities for reuse, with a view to constructing new
informational services and products.

The term “organized” refers to the minimal organization of data structure. Data
structure is the set of metadata used to describe an informational object, the cataloging
rules used to populate these metadata and the standards and controlled vocabularies
applied to index and classify objects based on a common framework (Gilliland 2016;
Zeng and Qin 2016; Abbas 2010).

Important contemporary initiatives such as Findability, Accessibility, Interoperabil-
ity and Reuse (FAIR) (Wilkinson et al. 2016) are aimed at good data management
practices consistent with the concept of well-structured data and establishing quality
standards. To some extent, digital repository data described based on these principles
can be considered quality data.

Despite the different motivations behind the search for objective criteria to analyze
data quality, it is directly linked to the intention to reuse data, generating value based
on the possibility of connecting it with other databases and providing an opportunity to
produce knowledge.

This raises the following questions: What is the minimummetadata structure needed
for aggregation? How can data quality be measured? What are the criteria that define a
quality digital object?

What determines whether data meet the minimum requirements for aggregation and
reuse and what can be done to ensure they reach these objectives? The responses to these
and other questions should form part of the data quality policies of institutions aimed at
assessing datasets from different sources in order to aggregate them.

For the purposes of the present study, a data quality policy is a set of technical rec-
ommendations to guide institutions interested in aggregating their data (DPLA 2020c;
Scholz 2019). Following the policy improves user experience and helps create com-
prehensive coherent collections (DPLA 2020c). It also encourages partners to not only
submit a minimum of metadata and content quality, but to aim for rich metadata and the
highest possible data quality (Scholz 2019).

It is important to underscore that different areas of knowledge have shown interest in
data aggregation techniques and the possibilities they provide, with research confirming
that the issue permeates the scientific world.

Solutions were found in the areas of bioinformatics, geography, medicine, music and
culture (SIQUEIRA andMARTINS 2021), among others. Examples of integrated data in
different fields include genetic expression data on the fruit fly (Drosophilamelanogaster)
to select genes and validate experimental results in bioinformatics (Miles et al. 2010);
geographic location data to assess water license requests in geography (Ziébelin et al.
2017); input forms and information systems in epidemiological studies to determine the
cause of diseases such as obesity, depression and dementia in medical sciences (Kirsten
et al. 2017); data to provide a single web portal to access a collection of historical
sources on the Mediterranean from around 15 different epigraphic archives (Mannocci
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et al. 2014). Although only these four areas are highlighted, each of them clearly needs
to manage a wide range of data in a unique way.

The aim of the present study is to find solutions in the field of culture and forms part
of wider scientific initiative involving researchers from different academic institutions,
who are collaborating with the Brazilian Institute of Museums (Ibram) in an important
project to digitize and disseminate the collections of Brazilian museums.

Ibram is directly responsible for managing 30 museums1 and, in 2016, adhered to
the Tainacan platform, “a powerful and flexible repository platform for the WordPress
tool that allows users to manage and publish digital collections” (GOV.BR 2020). It has
since implemented the system in its museums as a strategy to provide online access to
digital museum collections.

An important issue for the project is the ability to generate an integrated search
service that allows users to access a single website in order to search for and retrieve
information on all themuseums that have provided their data in an open digital repository
online.

As part of the intermediate phase in the scientific initiative to provide this service,
the researchers involved have studied international facilities that perform similar tasks
and can provide supporting frameworks and technical recommendations. The services
selected were the Digital Public Library of America and Europeana Foundation, iden-
tifying the documents, procedures, criteria and fundamental stages of data aggregation,
with a focus on measuring the quality of the data collected.

As such, the aim of this study is to propose essential elements for a data quality
policy that contributes to aggregation procedures for online collections, with a view to:
i) identifying and selecting strategic documents from the institutions investigated; and
ii) analyzing and comparing the quality policy elements mapped here. In our view, these
aspects are potential elements in formulating aggregation processes for collections.

The article is organized as follows: Sect. 2 describes the institutions and the method-
ological procedures used to collect and analyze data; Sect. 3 presents the results of the
study, clarifying the elements identified and deemed relevant in a data quality policy
aimed at aggregation; Sect. 4 discusses and compares how these elements are used in
the context studied; and finally, Sect. 5 identifies important aspects for further research.

2 Methodology

This is a qualitative descriptive exploratory study involving two renowned institutions
that aggregate cultural data, the Digital Public Library of America and Europeana
Foundation, with a comparative analysis of their data quality policies in a case study
design.

The Digital Public Library of America is a nonprofit organization aimed at amplify-
ing the value of libraries and cultural organizations as Americans’ most trusted sources
of shared knowledge. Its integrated search portal DPLA - https://dp.la/ (DPLA 2020h)
provides millions of materials from libraries, archives, museums and other cultural
institutions across the country in a single point of access (DPLA 2020a).

1 IBRAM, Ibram Museums, http://www.museus.gov.br/os-museus/museus-ibram/, last accessed
on 10/05/2020.

https://dp.la/
http://www.museus.gov.br/os-museus/museus-ibram/
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The Europeana Foundation is an independent nonprofit organization that operates
the Europeana Collections platform at https://www.europeana.eu/pt (EUROPEANA
2020b), with millions of items from European archives, libraries and museums, pro-
viding access to books, music, artworks and other materials via sophisticated research
tools (EUROPEANA 2020a; EUROPEANA PRO 2020b).

These institutions were selected as paradigms in the field and for geopolitical rea-
sons, since the DPLA covers the entire United States and the Europeana Foundation all
of Europe. Also considered was the fact that the Europeana Foundation encompasses
more than one country and several different languages while the DPLA deals with only
one country and language; the relevance of the former as a data aggregation service,
particularly because of its direct relationship with some of the world’s most renowned
cultural institutions such as the Louvre Museum and British Library; and the significant
differences in the processes described for the two institutions, with the DPLA using
simpler and more manual procedures than those of the Europeana Foundation.

Initial exploratory analysis also found that the DPLA model is far more compatible
with the Brazilian reality than that of the Europeana Foundation.

The technical data collection and analysis methods used were a literature review
and documentary analysis. The former was used to substantiate concepts and provide
theoretical sustainability for the study and the latter to provide access (via the institutional
websites) to documentary sources, including manuals, tutorials, video demonstrations,
educational material and other content aimed specifically at supporting institutions that
want to become data providers.

Documents from the two institutions selected were analyzed and interpreted using
content analysis, a set of techniques aimed at obtaining indicators (quantitative or not)
that enable inferences to be made regarding knowledge present in the material assessed.

The techniques involved include defining categories (shown in Table 1) to support
content analysis of the selected materials. According to Bardin (2016), categories are
established based on the following criteria: semantics (themes); syntax (verbs, adjectives,
pronouns); lexicons (grouping synonyms or antonyms, or according to the meaning of
words); and expression (grouping writing or linguistic deviations).

The criterion used in the present study was semantics, establishing themes related to
the fields of information and technology. The following analysis categories (individual
and comparative) were defined:

• Data providers: individual or institutional aggregators that submit data for aggregation.
• Application process: the means provided by the institutional aggregator to initiate the
aggregation process.

• Metadata model: formal specification of the data model, listing the classes and
properties of metadata.

• Data exchange agreement: Document governing the partnership between the aggre-
gator and data provider.

• Copyright licenses: list of copyright licenses pre-selected by the aggregator.
• Metadata use: minimum metadata requirements for aggregation.
• Technical criteria for data quality: defining quality criteria for metadata content and/or
digital media.

https://www.europeana.eu/pt
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• Call for applications: specifications on how collections are structured to keep
aggregators informed.

• Data validation and publication: prototype of aggregated data that must be validated
by the provider in order to be published.

It is important to note that categorizationwas essential inmapping and understanding
the workflow stages involved in quality assessment and data aggregation by the two
institutions.

Finally, data organization and management (the final stage of the method) made it
possible to obtain a conceptual theoretical corpus based on the empirical objects inves-
tigated and draw theoretical and methodological conclusions regarding the underlying
quality policy of both institutions.

Table 1 presents the supporting documents for quality assessment and data aggrega-
tion that guided this study. The list of documents and their purpose is an important tool
for future research.

Table 1. Documentation on metadata and data quality.

Description DPLA Europeana

Data model Metadata Application
Profile v5.0 (Gueguen et al.
2017)

Europeana Data Model v2.3
(Clayphan et al. 2016)

Data exchange agreement Data Exchange Agreement
(DPLA 2017a)

Europeana, o Europeana Data
Exchange Agreement
(EUROPEANA
FOUNDATION 2020)

Metadata and content quality
requirements

Partnering with DPLA
Metadata (DPLA 2020g);
DPLA Metadata Quality
Guidelines (DPLA 2020i )
and DPLA Geographic and
Temporal Guidelines for
MAP 3.1 (DPLA 2017b)

Europeana Publishing Guide
v1.8 (Scholz 2019) and
Europeana Publishing
Framework 2.0
(EUROPEANA
FOUNDATION 2019)

Copyright licenses DPLA Standardized Rights
Statements Implementation
Guidelines (DPLA 2017c)

Europeana Licensing
Framework (EUROPEANA
THINK CULTURE 2011)

Guidelines for content
development and management

– Europeana Content Strategy
(Scholz et al. 2017)

User scenarios and their
metadata requirements

– Discovery - User scenarios
and their metadata
requirements v3 (Charles
et al. 2015)

Guidelines on the material to be
collected

Collection Development
Guidelines (DPLA 2020c)

–
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The DPLA lists all the useful documents and other tools for data providers at https://
pro.dp.la/hubs/documentation (DPLA 2020d) and the Europeana Foundation at https://
pro.europeana.eu/share-your-data/process (EUROPEANA PRO 2020c).

3 Results

The nine stages obtained are illustrated in order in Fig. 1 for each institution.

Fig. 1. Data aggregation stages, with a focus on data quality

The nine stages are described below: data providers; application process; metadata
model; data exchange agreement; copyright licenses; call for applications; metadata use;
technical criteria for data quality and; data validation and publication.

3.1 Data Providers

Data providers are institutions that submit their collections for aggregation. These consist
of individual providers that submit their data directly to the institutional aggregator; and
aggregators, who aggregate data from individual providers, typically grouped according

https://pro.dp.la/hubs/documentation
https://pro.europeana.eu/share-your-data/process
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to a specific niche such as region or theme, and submit the collections to the institutional
aggregator. Both the DPLA and Europeana Foundation receive data from both types of
providers based on their own specific criteria.

The DPLA currently has 43 data providers, 29 of which are aggregators, as well as
around 41 million items from cultural institutions across the United States. Europeana
has 38 data providers, all of which are aggregators, and over 50million digitized items on
European cultural heritage. The complete lists of data providers for both institutions are
available at https://pro.dp.la/hubs/our-hubs (DPLA 2020f) and https://pro.europeana.eu/
page/aggregators (EUROPEANA PRO 2020a).

3.2 Application Process

Prospective data providers for theDPLAmust submit their request by email andwill then
be contacted by teammembers at the institutions for a series ofmandatory conversations.
Aggregators are then asked to fill out a form that diagnoses them as data partners. Once
accepted, new partners will be notified and invited to review the next steps of the process:
data exchange agreement, membership agreement and the metadata, tech and content
information form (DPLA 2020b).

Europeana requires applicants to send an email to its team, who will then request a
compacted data sample in eXtensibleMarkup Language format (XML)2 or via the Open
Archives Initiative Protocol for Metadata Harvesting (OAI-PMH)3. The data must be
mapped in accordancewith theEuropeanaDataModel (EDM) and are then automatically
checked and validated against the Europeana Publishing Guide (Scholz 2019), using the
Metis processing tool available from GitHub (GITHUB 2020).

Both institutions follow a metadata model, described in the next section. However, it
should be noted that prospective Europeana data providers must have prior knowledge
of the required documentation and data model, whereas the DPLA assists data providers
in this process after they have been accepted, identifying which original metadata are
compatible with its Metadata Application Profile (MAP) via a Google Drive spreadsheet
(DPLA 2020e).

3.3 Metadata Model

Each institution has its ownmetadatamodel,which is vital in ensuring that an aggregation
standard is in place. The Europeana Foundation developed the Europeana Data Model
(EDM), a theoretical data model that allows data to be presented in accordance with the
practices of different domains that contribute to the Europeana Collection (Clayphan
et al. 2016).

The DPLA’s Metadata Application Profile (MAP) is the basis for data structuring
and validation and guides how they are stored, serialized and published. The MAP was
designed based on the EDM (Gueguen et al. 2017).

2 Markup language to facilitate online information sharing.
3 Protocol for collecting metadata records in repositories.

https://pro.dp.la/hubs/our-hubs
https://pro.europeana.eu/page/aggregators


Elements for Constructing a Data Quality Policy 113

3.4 Data Exchange Agreement

Once accepted, data providers must officially enter into a partnership with the institu-
tional aggregator. An important part of this process is signing a data exchange agreement,
which establishes the rules governing the partnership,

namely the DPLA’s Data Exchange Agreement (DPLA 2017a) and Europeana
Foundation’s Europeana Data Exchange Agreement (EUROPEANA FOUNDATION
2020).

The most noteworthy element of these agreements is the need for the data provider to
guarantee that their aggregated metadata and media are covered by a copyright license.

3.5 Copyright Licenses

As mentioned above, copyright licenses are a fundamental part of the data aggregation
process because they govern how the end user will access and reuse the digital object.
The institutions studied here adopt a similar stance in relation to copyrights.

In regard to metadata, both institutions require that these be submitted under a CC0
1.0 Universal Public Domain Dedication license4. For media, the DPLA lists 12 stan-
dardized rights statements and recommendations for copyrights (DPLA 2017a) and the
Europeana Foundation 14 (EUROPEANA PRO 2015) .

The licenses are briefly analyzed to determine whether the metadata license used
allows unrestricted reuse, while access and reuse of media s are graded on different
levels.

3.6 Call for Applications

The DPLA does not have a well-defined schedule for including new data providers, but
provides an online calendar (DPLA 2021) with new collection dates.

Europeana advises that initial data collection is performed on a first-come-first-serve
basis; however, thematic collections, metadata and content quality, user demands and
business priorities define which collections will receive more attention. The data are
processed and published continuously throughout the year.

3.7 Metadata Use

The metadata schemas used by the two institutional aggregators cover a wide range of
fields, but the present study focuses on the following categories: mandatory, mandatory
when present, mandatory based on a predefined metadata group and; recommended
(Table 2).

Metadata descriptions can be found in documents on theMAP (Gueguen et al. 2017)
and EDM metadata models (Clayphan et al. 2016).

The DPLA lists 11 metadata elements, four required, four required when present
and three recommended, while Europeana lists 14, six required and four required

4 CREATIVE COMMONS. CC0 1.0 Universal (CC0 1.0) Public Domain Dedication (2020),
https://creativecommons.org/publicdomain/zero/1.0/, last accessed on 10/16/2020.

https://creativecommons.org/publicdomain/zero/1.0/
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Table 2. Metadata submission categories

No. Metadata DPLA Europeana

1 Subject SourceResource.subjectd dc:subjectc

2 Location SourceResource.spatiald dcterms:spatialc

3 Type or genre – dc:typec

4 Time – dcterms:temporalc

5 Date created SourceResource.dated –

6 Copyright license SourceResource.rightsa edm:rights e sua URI

7 Unique identifier – edm:ProvidedCHO,
edm:WebResource,
ore:Aggregationa

8 Thumbnail link Aggregation.objectb –

9 Link to the original record Aggregation.isShownAta edm:isShownBy ou
edm:isShownAta

10 Metadata populated – edm:ugc = trueb

11 Name of the institution Aggregation.dataProvidera edm:dataProvidera

12 Name of the aggregator Aggregation.providerb edm:providerb

13 Textual objects – dc:languageb

14 Type of resource SourceResource.typeb edm:typeb

15 Collection title Collection.titleb –

16 Title SourceResource.titlea dc:titlec

17 Description – dc:descriptionc

aRequired
bRequired when present
cRequired, based on a predefined metadata group
dRecommended

whenpresent. Thedifference in numbers is because theEuropeanaFoundationorganizes
metadata submissions by group, only one of which ismandatory, as is the case for dc:title
and dc:description.

The next section addresses the quality of metadata and media content.

3.8 Technical Criteria for Data Quality

In additional tominimummetadata requirements, it is vital that the data submitted exhibit
quality content, including digital media. Thus, in order to advise data providers on the
quality of their own metadata and media and how to improve them when necessary,
both the DPLA and Europeana provide technical guidelines for institutions interested in
aggregating their data.
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DPLA guidelines are developed around three tiers of recommendations for each
property in the MAP, whereas the more complex Europeana framework involves two
sets of tiers, one for metadata quality and the other for media quality.

The three tiers of the DPLAMetadata Quality Guidelines (DPLA 2020i) areminimal
quality requirements, recommendations for improved quality and recommendations for
best quality.

Guidelines under the “minimal quality requirements” tier are considered necessary
for data aggregation and typically relate to correct use of the property or granularity
issues. Although each property may or may not have minimal requirements, properties
included in the recordmust follow the guidelines. For example, while there is nominimal
quality requirement for the mandatory metadata property title, the optional alternative
title property has a minimal requirement of not being a copy of the main title, although
translated titles are acceptable.

The “recommendations for improved quality” tier is a set of guidelines aimed
at improving data within the aggregation context, creating better overall consistency
through actions such as the use of authorities or content standards. For example, for
the optional metadata property creator, the use of name authority files such as LCNAF
(Library of Congress Names5), VIAF (The Virtual International Authority File6) and
ULAN (Union List of Artist Names7) is recommended. Another example is the optional
extent property, with the recommended use of content standards such as CCO (Cat-
aloging Cultural Objects8), RDA (Resource Description and Access9) and DCRM
(Descriptive Cataloging of Rare Materials10).

Finally, the “recommendations for best quality” guidelines are related to the use of
Uniform Resource Identifiers (URIs), a unique identifier that enables the use of Linked
Open Data (LOD)11. Since linked data is still a relatively new concept in libraries,
archives and museums, it is reserved for the highest quality tier (DPLA 2020b, p. 1).

Data quality and requirements for the Europeana Foundation are presented in two
main documents, the Europeana Publishing Guide (Scholz 2019), which provides tech-
nical guidelines for data aggregation, and the Europeana Publishing Framework (EURO-
PEANA FOUNDATION 2019), whose primary objective is to inform data providers of
the benefits of submitting quality metadata and media.

5 LIBRARY OFCONGRESS. LC Name Authority File (LCNAF), https://id.loc.gov/authorities/
names.html, last accessed on 10/19/2020.

6 VIAF. The Virtual International Authority File, http://viaf.org/, last accessed on 10/19/2020.
7 GETTY. Union List of Artist Names, https://www.getty.edu/research/tools/vocabularies/ulan/
index.html, last accessed on 10/19/2020.

8 VRA. Cataloging Cultural Objects (CCO), https://vraweb.org/resources/cataloging-cultural-obj
ects/, last accessed on 10/19/2020.

9 RDA. Resource Description and Access, https://www.rdatoolkit.org/about, last accessed on
10/19/2020.

10 RBMS.DescriptiveCataloging ofRareMaterials, http://rbms.info/dcrm/dcrmmss/, last accessed
on 10/19/2020.

11 LOD is a set of best practices for publishing and interlinking structured data on the web, estab-
lishing links between items from different sources to form a global data space (HEATH and
BIZER, 2011 apud Santarém Segundo 2015).

https://id.loc.gov/authorities/names.html
http://viaf.org/
https://www.getty.edu/research/tools/vocabularies/ulan/index.html
https://vraweb.org/resources/cataloging-cultural-objects/
https://www.rdatoolkit.org/about
http://rbms.info/dcrm/dcrmmss/
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Europeana provides guidelines for metadata and media. How data are published by
data providers is classified into tiers A, B and C, with A the lowest tier and C the highest.
Metadata tier A represents Europeana Collections as a basic search platform; B as an
exploration platform and C as a knowledge platform.

When a data provider’s metadata fall under tier A, it can use Europeana Collections
as a basic search platform, that is, users can find specific objects if they have the precise
information they need, with the aid of search filters. In order to meet this requirement, at
least 25% of the metadata elements provided and considered relevant must have at least
one language tag. Additionally, the metadata should include at least one of the enabling
elements taken from the discovery and user scenarios.

The discovery and user scenarios were developed by the Data Quality Committee
(DQC) and reflect user needs when accessing information, listing problems and propos-
ing actions. The goal of these scenarios is to demonstrate specific situations to users and
encourage them to provide increasingly comprehensive metadata by including enabling
elements (optional metadata elements) that support specific user scenarios, with a view
to ensuring greater information retrieval and better services in the collections (Charles
et al. 2015).

Metadata provided under tier B allow the providing institutions to use Europeana
Collections as an exploration platform, whereby users can find objects by searching
for both general and specific information. This allows collections to be contextualized
and discovered in thematic collections, with findability enhanced by the possibility of
multilingual searches, and presented on the resource pages of the entities featured on
the platform. To that end, at least 50% of the relevant metadata elements provided must
have at least one language tag. The metadata should also include at least three enabling
elements covering at least two distinct discovery and user scenarios and one contextual
class with all the minimum required elements or a link to LOD vocabulary.

Contextual classes give meaning to objects and make them easier to retrieve. The
EDM includes four contextual classes, edm:Agent, edm:Place, edm:TimeSpan and
skos:Concept, which can be used to capture distinct entities that are related to the cul-
tural heritage objects. The use of references to multilingual vocabularies and LOD is
recommended, including the Getty Art & Architecture Thesaurus (AAT), Wikidata or
Geonames (Charles et al. 2015).

Tier C metadata allow the data provider to use Europeana Collections as a knowl-
edge platform. This enables users to find the object they are looking for more accurately
without needing specific information on it because the contextual metadata provided
generate a linked network of knowledge so that connections can be discovered through
the relationships between them and their identities. Metadata can therefore be used
in partner projects such as Historiana12 (for the educational sector) and CLARIN13

(research infrastructure project) and others involving creative industries. This contextu-
alized and enriched information can also be used in classes, studies and applications,
ensuring greater reach for the collections within and beyond the Europeana Collections
platform. To make this possible, at least 75% of the relevant metadata elements provided

12 HISTORIANA. Historiana, https://historiana.eu/, last accessed on 10/19/2020.
13 CLARIN. European Research Infrastructure for Language Resources and Technology, https://

www.clarin.eu/, last accessed on 10/19/2020.

https://historiana.eu/
https://www.clarin.eu/
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must have at least one language tag. The metadata should include at least three enabling
elements covering a minimum of two distinct discovery and user scenarios and two
different contextual classes with all the minimum required elements or links to LOD
vocabularies.

The above information clearly shows that both aggregators (DPLA and Europeana)
stipulate the lowest tiers as minimum network entry requirements, but also guide insti-
tutions on how to progressively manage their data to ensure better quality, thereby
exploiting search resources more efficiently and discovering information provided by
the platforms.

The publication of media submitted by data providers is classified into tier 1 for
Europeana Collections as a search engine, 2 as a showcase; 3 as a distribution platform
for reuse and 4 as a free reuse platform.

The tiers rate the possibility of reusing digital content, with tier 1 representing the
lowest possible use and 4 the highest.

Digital objects compliant with tier 1 are sufficient to allow data providers to use
Europeana Collections as a search engine so that users can find their collections. The
digital object is visualized via thewebsite of the original institution andnot theEuropeana
Collections environment.

Tier 2 data means the Europeana Collections platform can be used as a showcase for
the data provider’s collections, enabling users to visualize high-quality versions of the
collections. The objects can also be included in one of Europeana’s thematic collections,
providing greater exposure.

Data that fall under quality tier 3 allow providers to use Europeana Collections as
a distribution platform for noncommercial reuse, meaning users can view high-quality
versions of digital objects directly on the platform and incorporate their collections in
existing projects such as Historiana or CLARIN. This is made possible by rights state-
ments that authorize some forms of reuse, allowing collections to be used on websites,
applications and other noncommercial services.

Tier 4 enables data providers to use Europeana Collections as a free reuse platform,
whereby data related to collections can be incorporated in projects and partnerships with
creative industries; shared on social media under the hashtag #OpenCollections; used
on open platforms such as those of the Wikimedia Foundation and in hackathons. To
that end, the collection must be published under rights statements that allow free reuse,
enabling it to be used on websites, applications and commercial and noncommercial
services.

The specific requirements for each type of media (image, audio, video and 3D) are
described in detail in the Europeana Publishing Guide (Scholz 2019).

3.9 Data Validation and Publication

At the end of the process, Europeana provides applicants with a link to view their
data beforehand and authorize its publication or determine whether changes are needed
(Scholz 2019). The DPLA does not offer this type of service.



118 J. Siqueira et al.

4 Discussion

According to the data obtained, the DPLA’s aggregation processes are simpler and more
manual than Europeana’s complex procedures. An example is that Europeana requires
sample data to be submitted in linewith its available documentation and initially automat-
ically validates the data via Metis software, whereas the DPLAmaps metadata manually
using an electronic spreadsheet after the institution has been accepted as a data provider.

Europeana requirements are stringent and their stages complex, which are positive
points when considering the pedagogical effects for the field because they establish paths
to follow, but also generate added difficulty for interested data providers. The process
appears to require a certain level of technical and administrative maturity on the part of
providers interested in publishing their data online.

The DPLA’s data model (MAP) focuses on a common interface to describe media
by reflecting information on content, whereas Europeana’s EDM model differs in the
description underlying the content (or describing knowledge about the resource) through
semantic technologies, particularly semantic vocabularies available in the LOD envi-
ronment, with a view to the formal and explicit publication of knowledge on the
internet.

This allows data providers that use aggregation services such as Europeana Collec-
tions to expand search opportunities for their users on knowledge networks semanti-
cally linked to web data. This includes multimedia research laboratories, creative indus-
tries, the cultural and education sectors, and social media such as Wikidata, enabling
information within and beyond the aggregation platform to be explored in greater depth.

Europeana operates in a scenario that assumes greater organizational maturity in its
partners’ information management processes. It is important to note that the institution
essentially relies on national aggregators in the respective countries to collect data, as
well as some specific thematic projects, such as in the field of cinema. As a result, the
data structure and quality parameters governing its initial submission processes are more
stringent, whereas the DPLA differs significantly in that it helps providers map their data
according to the required model, providing technical and institutional support on how
to manage and submit their data in a suitable format for aggregation. This pedagogical
and supportive effect is particularly important in the present study.

Both institutions provide recommendations on metadata quality within an aggre-
gation context and a general metadata framework for application in machine-readable
media content, but their frameworks differ in terms ofmodellingmultimedia information.
Despite their similar vision on metadata, there are obvious differences in their semantic
proposals, with Europeana clearly expressing its goal of collaborating and becoming a
data provider in open linked data semantic networks, while the DPLA does not seem to
explicitly share this objective.

It is also important to underscore that Europeana indicates possible uses for aggre-
gated data in more complex scenarios, developing and establishing partnerships with
thematic data reuse projects and relationships with knowledge bases such a Wikidata. It
can undoubtedly be inferred that this greater complexity in managing and aggregating
data can provide important benefits, resulting in higher quality data with better potential
for reuse in future applications and services.
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In regard to the minimum metadata requirements for aggregation in the different
mandatory categories, the DPLA also exhibited a small dataset, required only 11 fields
compared to Europeana’s 14. One of the fundamental differences between the two insti-
tutions was the language requirement, heavily emphasized by Europeana in a number
of points, but less so by the DPLA. The fact that Europeana covers different countries
and official languages makes this factor more complex, generating demands that will
translate into elements of the data model.

5 Final Considerations

The results obtained indicate advances in data aggregation research in terms of providing
metadata models aimed at describing digital objects andmultimedia online. As observed
in the present study, the two aggregator institutions studied viewmetadata as the product
of cataloging rules and consider it vital in describing informational resources in order to
expand access points and improve the management, organization and retrieval of digital
objects online.

The study shows the different stages and processes involved in compiling a data
aggregation policy to develop a search and retrieval service in the area of culture. The
different stages were analyzed, highlighting their technical characteristics and the poli-
cies involved, and clearly demonstrating that the process includes phases of dialogue,
agreements, meetings, validation and necessary adjustments to achieve the aggregation
result. It is important to note that this process could not be fully automated, with human
intervention essential in certain stages when decisions and adjustments are needed. The
important role of documentation experts such as librarians, museologists and archivists
in projects of this type is also evident.

One of the most noteworthy points observed throughout the study is the pedagogical
role of these initiatives in establishing levels of quality and data assessment. For institu-
tions without the necessary training to produce data that meet these quality criteria, these
initiatives establish objective parameters that serve as an inspiration and benchmark to
improve the quality of their data. This is considered a significant shortcoming in the field
of museology in Brazil and possibly even in other information-related fields.

It is hoped that this type of researchwill provide the necessary direction and initiatives
to qualify documentation efforts and establish better criteria for institutions that want
to publish their data on digital repositories for subsequent collection and participation
in different information networks. These efforts not only improve the data quality of
providing institutions, but the quality of cultural institution websites themselves.

The objectives of the study were achieved, identifying the relevant documents and
referencing those that are essential in explaining the rules, guidelines and standards
adopted by the institutions in their efforts at aggregation. It is important to note that
these documents provide significant guidance for researchers and students interested
in the issue as well as a framework that presents them systematically in order of their
importance and role in the services established. The secondary objective of analyzing and
comparing the elements of the two institutions’ quality policies was also met, with the
difference and similarities clearly identified. In general, the DPLA’s process is simpler
andmore collaborative, providingmore direct support for data providers in adjusting and
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preparing their data for aggregation. The Europeana Foundation gives providers greater
autonomy in the submission process and has stricter, more complex requirements, but
also offers broader possibilities for data reuse and greater integration with knowledge
bases generated based on semantic web principles.

In terms of gathering subsidies and information that contribute to compiling a data
quality policy for the aggregation of digital repositories from museums managed by the
Brazilian Institute of Museums, the study conducted a detailed analysis of the processes
of both institutions and identified elements to serve as inspiration and a basis for reflection
in the Brazilian initiative. It is hoped that part of the results can be used in future research
in the field of Brazilian museums.
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Abstract. This work aims to identify articles published in open access journals
registered in the Lattes Platform curricula. Currently, the curricular data of the
Lattes Platform has been the source of several studies that adopt bibliometric
metrics to understand scientific evolution in Brazil. However, when registering
a publication in a curriculum, only basic information of the journal is informed.
Therefore, in order to quantify the publications that were made in open access
journals, a strategy that uses DOAJ data is proposed, validating the publications
and thus obtaining a process that allows identifying which publications weremade
in this format of communication. As a result, it was possible to quantify in an
unprecedented way the set of publications by Brazilians in open access journals.
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1 Introduction

The traditional printed format of science communication is gradually giving way to new
electronic formats, due to the rise of information and communication technology. In the
context of bibliometric research and studies, scientific communication emerges today as
a central element at various levels of discussion. Therefore, the scientific journal appears
as an important mechanism for communicating research results.

[7] states that the scientific journal performs at least four essential functions: certifi-
cation of science with the support of the scientific community; communication channel
between scientists and wider dissemination of science; scientific file or memory and
record of authorship of scientific discovery.

According to several studies, journals, mainly those available in electronic format
- have been growing since the last decade. It can be said that journals, in all areas of
knowledge, have the role of being a filter for the recognition of works that have been
accepted. For [11], publication in amagazine recognized by the area is themost accepted
way to register the originality of the work and to confirm that the works were reliable
enough to overcome the skepticism of the scientific community.

In this context, in the early years of the 21st century the Open Access Movement,
whose definition is “to make available to any internet user to read, download, copy,
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distribute, print, search or reference the full text of articles or use them for other purposes
without any barriers, as long as the work is properly recognized and cited”, encouraged
the appearance of journals in this format [5].

Despite the numerous benefits that open access journals provide, there is a need for
a joint effort so that the main element of the whole process, scientific information, is
accessible to all interested parties. To this end, some initiatives have already been under-
taken, such as the creation of digital repositories to store and organize scientific literature
in accordance with international interoperability standards and the search for awareness
of the main actors involved in the process of production, publishing and evaluation of
scientific information, to make such content available in digital environments open to
the general public.

Neubert et al. [8] state that open access assumes an important role in the entire
context of scientific activity, as it allows the researcher to have access to the results of
other studies without the cost barriers and difficulties of access, in addition to promoting
visibility and dissemination the results of the scientific activities of each researcher and
each university.

Open access scientific publication is part of a broader scenario in favor of opening
knowledge in general (open access, open data, open educational resources, free software,
open licenses) and is essentially a movement towards the design of information and
knowledge as public goods [4].

It isworthmentioning that there is generally a limited amount of resources to promote
research and a large number of researchers or institutions interested in these resources.
Therefore, the broader andmore accurate this understanding of scientific production, the
greater the possibility of determining resources correctly. However, this type of assess-
ment is an extremely complex task, as it involves the analysis of different characteristics,
both quantitative and qualitative. In addition, there is no consensus on which measures
or characteristics should be considered for the assessment of scientific productivity [3].

Bearing in mind that a large part of scientific research in the country is financed
with public resources, usually in public educational institutions or research centers, it
is expected that the results of such studies will be disseminated without any type of
barrier, mainly financial. In this context, coupled with the advantages that open access
publications have, such as availability, visibility and accessibility, several efforts are
being made to ensure that more and more scientific articles are published in open access
journals.

Therefore, understanding how the publications of a certain group of researchers have
been carried out in open access journals, makes it possible to identify an overview of
the current stage of this type of communication in Brazil. It also allows to verify if in
certain areas of knowledge this type of publication tends to be more frequent.

This type of study is characterized as an important mechanism to evaluate the evolu-
tion of publications in open access journals by Brazilian researchers, allowing to verify
whether the incentive policies for the publication of research in this communication
format have achieved satisfactory results.
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2 Related Works

In thework of [12], the authors analyzed the policies of open access to scientific informa-
tion and the proposals for action, with an emphasis on government initiatives in different
countries. It was identified that the movement of free access to scientific information
was already a concern officially registered in several countries, although with different
degrees of development. Among these differences are the policy determinations them-
selves, as some oblige public institutions and researchers to make their research results
available in open access, while others only suggest the involvement and participation of
these researchers and institutions in the movement.

[1], the main open access scientific communication channels used by researchers are
identified, and the factors involved in adhering to the self-archiving of their scientific
production are analyzed. The objective of the work was to identify the main channels
of scientific communication in open access used by researchers from public universities
in the State of Rio de Janeiro. The list of 47 CNPq Advisory Committees for Research
Productivity Scholarships was used and a stratified probabilistic sampling by knowledge
area was carried out, following the division by Advisory Committee (Agrarian Sciences,
Biological Sciences, Exact and Earth Sciences, Science of the Health, Human Sciences,
Applied Social Sciences, Engineering, and Linguistics, Letters and Arts). From the
selection of researchers contemplated by the CNPq Research Productivity Scholarship
program in 2010, whose list is available on the website of this federal agency, those
linked to public universities in the State of Rio de Janeiro with post-graduate courses
were identified. stricto sensu graduation. After identifying the e-mail addresses of those
selected, correspondence was sent containing the form with closed and open questions
attached to the following categories: informational behavior, open access publication
and adherence to institutional repository.

In general, the results of the research point to a change in the attitude of these
researchers in relation to the publication of research results in open access channels.
Some areas present publications in formal channels of scientific communication, such
as electronic journals, and self-archiving in institutional or thematic repositories. Others
are more part of individual or group research initiatives, often anticipating institutional
policies. The researchers were unanimous regarding the advantages of open access pub-
lishing, and the democratization of knowledge was pointed out by the majority as the
main advantage of this adhesion. In addition to this aspect, the benefit of communi-
cation between peers – “exchanges”, “partnerships” and “dialogues” - also appears in
the speeches of the researchers in the knowledge production process. It is also signaled
the importance of using this open communication channel at two different times: for the
researcher to access the information for their research and tomake their results available,
allowing them greater visibility and impact.

In order to explore the national and international scenario and thus present an inves-
tigation that seeks a technological solution to effect open access to research data, [10]
propose a methodology divided into five stages: a) identification of practices of open
access to research data in Brazilian institutions; b) mapping your users and their needs;
c) proposal for a web portal to bring together the national community; d) survey of
services and technological solutions existing in the international scenario for the sharing
of research data; e) proposing recommendations to support the creation of research data
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repositories in national institutions and their aggregation to a research networkwith open
access to research data. As a result, international initiatives and strategies are proposed
for the creation of a research data repository and for the creation of communities of
practice around the subject.

For [6], the spread of the open access movement in Latin American and Caribbean
countries, driven by the growth of regional and national initiatives such as the creation
of digital magazine libraries in open access and the establishment of government poli-
cies of support, has provided evidence of the significant role of open access for the
participation of these countries in global scientific production. In the work, open access
publications from Latin American and Caribbean countries are mapped, through a bib-
liometric analysis of the publications indexed by WoS and SciELO during the period
from 2005 to 2017. It is found that the publications have intensified significantly in the
period examined, and that although there is an increase in the number of publications in
this format, in some countries its magnitude does not translate into a relative weight of
open access in the total number of publications.

In the work of [9], the authors analyze documents published in open access between
the years 2012 and 2016 by authors with Brazilian affiliation and identify the profile of
these publications. For this, data from 930 journals and 63,847 documents were collected
fromWoS. It is also noteworthy that the Brazilian scientific production in open access is
characterized by an endogenous profile, and that policies are still necessary to encourage
the publication of articles in open access, mainly in international journals.

Considering the works that analyze publications in open access journals, it is clear
that most of them analyze small sets of individuals, in addition to using international data
repositories, thus neglecting publications from some areas of knowledge and, therefore,
not representing significantly the Brazilian production in open access as a whole.

The vast majority of studies that evaluate the open access movement do not have
publications in this typeof format as theirmainobject of study, but repositories or journals
in open access. Therefore, although the works presented in this section are important to
understand the existing initiatives and opinions of Brazilian researchers, as well as the
main open access repositories in Brazil. A comprehensive study of Brazilian researchers
who have published widely published papers in open access journals is necessary.

3 Development

For the process of data extraction for the analyzes to be carried out in the context of
this work, curricular data from the CNPq Lattes Platform were used. A large part of the
funding notices for research projects, carried out by various funding agencies, use data
registered in the applicants’ curricula as one of the forms of evaluation of the proposals.
Therefore, there is a great incentive for researchers to keep their curriculum information
up to date. This makes Lattes Platform curricula an excellent source of data for analysis.
For this same reason, several works have used the Lattes Platform as a data source for
several studies on different topics, such as networks of scientific collaborations, analyzes
of productivity, academic genealogy, among others [2, 3].

Considering that the majority of related works analyzed only specific groups of
individuals, and considering that the manipulation of large amounts of curricula from
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the Lattes Platform is not a trivial task, since there are problems involving information
retrieval and efficient algorithms for handling large volumes of data, LattesDataXplorer
[2], a framework for data extraction and treatment, developed by the research group of
this work was used.

As already explained, a curriculum registered in the Lattes Platform can contain
various information capable of helping to understand the evolution of Brazilian science
from different perspectives. However, to serve the purposes of this work, only data
from publication of articles in open access journals were considered. In view of this, an
extension of LattesDataXplorer was proposed with the inclusion of non-existent a priori
components, which would evaluate for each article published in a journal (6,985,179),
of each of the individuals (5,901,161) (data collections in October 2018), if the journal
in which that article had been published was open access (Fig. 1). Therefore, with the
proposal for this extension, only authors and publications in open access journals could
be analyzed.

Fig. 1. LattesDataXplorer extended. Source: Authors.

Initially, using LattesDataXplorer, all resumes registered on the Lattes Platform in
October 2018 were collected and stored in the local repository. Then, the component
developed and called “Identifies open access” was used to retrieve all open access jour-
nals registered on the Directory of Open Access Journals (DOAJ) portal, an online
directory that indexes and provides access to open access journals. In February 2019,
the DOAJ indexed 12,324 journals and 3,513,782 articles. DOAJ has been a source of
data and reference on open access journals for several studies.
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Collected the data of the journals on the DOAJ portal in October 2018, the same
period of collection of the curricula for the analyzes presented in the present work,
12,171 open access periodical titles were retrieved, containing data such as title, ISSN
and eISSN, among other information.

In order to optimize the computational processing of curricula as much as possible,
whenever a publication whose ISSN or eISSN of the journal was contained in the list of
open access journals extracted from DOAJ, immediately the identifier of the curriculum
under analysiswas inserted in the list of curricula in access. open, and the next curriculum
of the set under analysis was evaluated.

After analyzing all the resumes that make up the local repository, a list containing
all resumes with open access publications is generated, and it becomes the basis for the
“Data processing” component, which now incorporates the methods proposed in this
work (Fig. 2).

Fig. 2. Method for identifying publications in open access journals. Source: Authors.

With the list of curricula that have articles in open access, the identification of
publications in this format is performed with the processing of the curricula, using the
“Data Processing” module of LattesDataXplorer, in order to generate the pre-processed
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data files that summarize information of interest and that will serve as the basis for
calculating the metrics.

In addition to general data on researchers with open access publications that will
compose some of the archives, such as data on academic training, areas of expertise,
guidelines and professional practice, each of the articles recorded in the section “Com-
plete articles published in journals” was analyzed. Of each curriculum contained in the
“List of curricula with publications in open access”. For each article in each curriculum,
it was verified and analyzed whether the ISSN or eISSN of the publication was present
in the list of journals recovered from DOAJ. Thus, it was possible to identify the entire
number of articles in open access journals (Fig. 3).
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Fig. 3. Number of publications in journals registered in the curricula. Source: Authors.

As can be seen, of the total set of articles published in journals, considering the
entire history of publications recorded in all resumes registered in the Lattes Platform
(6,985,179 publications), a percentage of 26.76% (1,869,585) was published in open
access journals, taking into account the list of journals recovered from DOAJ. This
percentage of publications in open access is relevant, above all, for considering the
entire publication history of each researcher. It is noticed that publications in open
access journals have been receiving attention and adherence by researchers year after
year, presenting themselves as a trend in dissemination and scientific communication,
especially in recent years. A temporal evaluation was carried out in order to assess the
growth of publications year by year.

4 Results

Using the extension proposed in this work for LattesDataXplorer, all authors who pub-
lished at least one article in an open access journal (370,431) were identified. These
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authors, despite being a small number of individuals in relation to the whole set regis-
tered in the Lattes Platform (6.27%), have a great representativeness when considering
the total number of articles published in journals (approximately 76%) (see Fig. 4).

All Repository 
Publica�ons
6,985,179

Selected set 
Publica�ons
5,359,401

Publica�ons in Open 
Access Journals

1,869,585

Fig. 4. Number of publications in registered journals. Source: Authors.

Therefore, it is possible to note the representativeness of the set to be analyzed
in this work. Bearing in mind that it includes a considerable portion of the authors
who have published articles in journals in Brazil, the results presented may provide an
unprecedented view on the evolution of articles in open access, as well as serve as a
basis for several other works.

It is possible to inform in the curricula the areas, subareas and specialties in which a
given individual operates. When analyzing the areas of activity of the group of individ-
uals, it is possible to notice great diversity in the distribution of curricula in each major
area, as well as an irregular distribution in the number of areas that each major area has.
Therefore, an analysis based on the areas of activity is important (Fig. 5).

As can be seen, there is no uniform distribution of the number of areas in each large
area. The large area of Linguistics, Letters and Arts has only three areas, while the large
areas of Biological Sciences and Engineering have 14 areas each. When registering the
large areas of activity, the individual may not inform the “area” field. In these cases,
individuals were also categorized as “Not Informed”. Due to the small number of indi-
viduals (0.81%) who reported “Others” as a large area, the analysis of their areas was
not considered.

In order to verify the most representative areas of knowledge of the analyzed group,
the area of Medicine (33,966) stands out, composing the large area of Health Sciences,
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Fig. 5. Distribution of authors by their areas of expertise. Source: Authors.

the most representative, as already presented. The representativeness of the field of
Medicine is so considerable that it alone has practically the same number of individuals
as the total sum of the major areas of Linguistics, Letters and Arts and Engineering
combined. Following, the areas of Education (17,066), Agronomy (15,705), Nursing
(12,734), Administration (11,717), Chemistry (10,490) and Psychology (10,511) stand
out. These seven areas alone are responsible for housing approximately 30% of the total
set of individuals analyzed.
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5 Final Considerations

In order to draw a picture of the publication of articles in open access journals by
Brazilian researchers, it was necessary to develop components that, incorporated into
LattesDataXplorer, could enable the analyzes carried out in this project. Thus, the entire
curriculum data repository of the Lattes Platform was analyzed, enabling an unprece-
dented study on the Brazilian production of articles in open access journals using data
from DOAJ as well.

The set of articles published in open access journals has as authors a total of 370,431
individuals, which represents approximately 6% of the total set of individuals with
curricula registered in the Lattes Platform. It should be noted that this percentage of
authors ismuch lower than the number of articles in open access journals,which represent
approximately 27%of the total number of articles published in journals of all individuals.
This percentage is very close to that presented by [4], who point out that only around
30% of the total scientific articles published in the world annually are available through
open access channels. Therefore, it is identified here that the percentage of publications
in open access journals in Brazil is slightly lower than the world average of publications
in this format. This study will provide several new researches that aim to broadly analyze
the production of articles in open access journals in Brazil.
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Abstract. Nowadays, with overload information on the web, it is common to
come across information and questionable content. This scenario is called fake
news (for news), fake conference (for events), and predatory journals (for sus-
picious academic journals). Predatory journals explore the model of academic
productivism, meeting the need for speed on the part of researchers in publishing,
publish, or perish. A device created by academic immediacy. This study focused
on analyzing the theme through methods and tools for the identification of preda-
tory journals. A model is proposed for identifying these journals, using already
established websites, databases, and repertoires. After monitoring somes emails
between January and April 2020, we identified a series of patterns in the forms
of communication of these fake editorial boards. As a result of this research we
suggest a ten practical recommendations steps to identify predatory journals: 1)
ISSN; 2) inclusion in predatory journal lists; 3) web page and domain; 4) editorial
information (call for papers, previous issues; indexing, plagiarism identification,
editorial board members); 5) standards of published papers; 6) DOIs, and ORCID
identification; 7) indexing status; 8) Article Processing Charge; 9) spelling and
typographical errors on the web page and the papers; 10) If none of these actions
have any effect and you still have doubted about the seriousness of the journal,
consult a specialist on the subject.

Keywords: Fake journals · Predatory journals · Journals verification

1 Introduction

Nowadays, with overload information on the web, it is common to come across infor-
mation and questionable content. This scenario is called fake news (for news), fake
conference (for events), and fake and predatory journals (for suspicious academic jour-
nals). By definition, predatory journals mean a publication that misleads researchers
into publishing in exchange for some form of payment (in submission or publication).
Publishing under an Article Processing Charge (APC) requirement, without attention to
publication ethics, peer review, or databases indexing [3].
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In this context, as the information can be understood as correct because a predatory
journal is something scientific, it is also necessary to be concerned with the ethical
question. For example, it would be the same as saying that Hydroxychloroquine or
chloroquine are 100% reliable to fight the infected of SARS-Cov-2 (Covid-19), but in
health, you can’t publish a study that indicates a medication and it can be used as truth
[4], and in fact, we know that recent studies indicate that it is not, as it can cause irregular
heartbeat and even lead to death.

An additional case is a fake editorial board, like OLLIE dog, who published articles
in scientific media and currently is part of seven scientific predatory editorial advice and
even he can review work [5]. Ollie dog owner Mike Daube created his fake curriculum
and since then the dog has received numerous invitations to publish and be part of groups
of scientific journals. This is a predatory journals strategy, occurs because it aims torecruit
young researchers as scientific editors, generally at the beginning of their careers and
who at low rates can be part of the editorial board [6], supposedly helping in the course
of academic careers. The marketing of predatory journals is acuteness designed, which
guarantees publication at an acceptable price, and guaranteed representation in large
databases.

Another, predatory journals strategy is fake metrics, especially since researchers are
constantly evaluated, for a variety of reasons, they need to justify the output of their
research as a form of validation. Some of the fake metrics are (a) Scientific Journal
Impact Factor available at http://sjifactor.com/; (b) Global Impact Factor - available at
http://globalimpactfactor.com; and (c) Universal Impact Factor available at http://uif
actor.blogspot.in.

A third strategy relates topper review, predatory journals never do peer review, these
journals only make minimal editions of a foreign language, if this evaluation process
applies. These journals do not verify the veracity of the data used, they promise peer
review within 24 or 48 h, and a paper published in a few weeks. Predatory journals
promise agility in publication and not quality.

Predatory journals explore the model of academic productivism, meeting the need
for speed on the part of researchers in publishing, publish, or perish. A device created
by academic immediacy.

A predatory journals also act as open access journals. This is clear in return for
payment. The values are between 60 and 3.000 dollars to publish a paper. In this context,
they facilitate the stages of the scientific process, promise speed review, publication in
a few days, and indexing on databases of international prestige. Careless researchers,
unaware of the negative consequences of publishing in predatory journals, become the
victims of academic productivism that leads them to abuse quick solutions to publicize
their publications, in search of better salary conditions, promotion of research, and
increase their scientific indicators [7]. But it’s not just young researchers who fall into
the traps of predatory journals.

Interestingly, even the prestigious international databases indexing predatory jour-
nals in their databases. This shows that the process, in some cases, is meticulous to
deceive researchers and even journals qualification systems. For example, SelcukBesir
Demir [8] conducted an intense search of Bells’ list of predatory journals (n = 2708)
and identified that these journals were being indexed in several databases, such as the

http://sjifactor.com/
http://globalimpactfactor.com
http://uifactor.blogspot.in
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power of infiltration of these types of content in the medium academic. In the databases
indexed in the Web of Science, 3 journals were found; while in Scopus database, 53
journals were found.

According to the scenario presented on predatory journals, this study will focus on
analyzing the theme through methods and tools for the identification of fake journals
and predatory. Thus, this paper proposes a model for identifying these journals, using
already established repertoires, such as the Bell’s list [9], Kscien’s list [10], UlrichsWeb
proposing a checklist pattern to identify predatory journals.

2 Methodology

The purpose of analyzing the predatory journals arises from the constant receiving emails
with invitations to publish papers, after we received numerous emails about the possi-
bility of publishing articles in international journals, with speed and ease, upon payment
fees. After monitoring 35 emails between January and April 2020, we identified a series
of patterns in the forms of communication of these fake editorial boards. Thus, we used
the parameters proposed by Tove Faber Frandsen [11] and Jeffrey Beall [12] to identify
the veracity of these (35) emails, and we applied it to 10 random journals (Table 1):

Table 1. Predatory journals list

Journal title ISSN Email editor Web site

International Multilingual
Journal of Science and
Technology (IMJST)

2528-9810 editor@imjst.org http://imjst.org/

Revista Iberoamericana de
Ciências

2334-2501 editor@reibci.org http://www.reibci.org

Journal of Multidisciplinary
Engineering Science and
Technology (JMEST)

2458-9403 editor@jmest.org https://www.jmest.org/

Journal of Travel Tourism and
Recreation

2642-908X jttr@sryahwapublications.com https://www.sryahwapublications.
com/journal-of-travel-tourism-and-
recreation

Columban Journal of Life
Sciences

0972-0847 cjlseditor@yahoo.com http://cjlscience.org

Research Journal of Library
and Information Science

2637-5915 rjlis@sryahwapublications.com https://www.sryahwapublications.
com/research-journal-of-library-
and-information-science

International Interdisciplinary
Journal of Scientific Research

2200-9833 editor.ijsrnet@gmail.com https://iijsr.org/;

World Journal of
Pharmaceutical and Life
Sciences

2454-2229 editor@wjpls.org https://www.wjpls.orges

Kashmir Economic Review 2706-9516 managing.editor@ker.org.pk

Turkish Journal of Scientific
Research (TJSR)

2148-5135 editor@tjsr.com

http://imjst.org/
http://www.reibci.org
https://www.jmest.org/
https://www.sryahwapublications.com/journal-of-travel-tourism-and-recreation
http://cjlscience.org
https://www.sryahwapublications.com/research-journal-of-library-and-information-science
https://iijsr.org/
https://www.wjpls.orges
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3 Results and Discussions

We firstly identified the ISSN existence and validity since this item is the journal’s
universal identification. A journal without an ISSN number can be discarded without
major concerns. The ISSN Portal was used for this number identification. According to
the ISSN Center, the quality of a journal can be validated by means of the UlrichsWeb
Global Serials Directory (http://ulrichsweb.serialssolutions.com), a quality control sys-
tem for serial publications managed by the ProQuest Company. Secondly, some lists for
predatory journals were consulted, including:

1) https://beallslist.weebly.com/;
2) https://predatoryjournals.com/journals/;
3) https://archive.fo/9MAAD#selection-283.0-293.73;
4) http://kscien.org/predatory.php

These four lists are the most extensive lists to locate a predatory journals (Table 2).

Table 2. Representation and visibility of journals (Items 1, 2, and 3)

ISSN Portal
ISSN

Ulrichs
web

Bell’s
list

Predatory
journal

Scholarly
OA

KScien
List

Own
website

2528-9810 Yes No No No No No Yes

2334-2501 Yes No No No No No Yes

2458-9403 Yes No No No Yes Yes Yes

2642-908X Yes No No No No No Yes

0972-0847 Yes No No Yes Yes Yes No

2637-5915 Yes No No No No No No

2200-9833 No No No Yes Yes Yes Yes

2454-2229 Yes No No Yes Yes Yes Yes

2706-9516 No No No Yes Yes Yes Yes

2148-5135 Yes No No Yes Yes No No

The journals 2528-9810 and 2458-9403 claim that their publishers Naci Kalkan of
Bitlis University, but the institution and the name of the publisher do not even appear on
alleged pages of the journals. The journals 2334-2501, 2642-908X, 0972-0847, 2637-
5915, 2148-5135 do not present any information beyond the name, country of publica-
tion, and means of communication (online). The journals 2200-9833 and 2706-9516 do
not actually exist, as can be seen from the lack of registration on the ISSN Portal.

Wedid not identify anyperiodical in theBell´s list; five journals are on theStopPreda-
tory Journals list and the KScien List. The list of journals from Scholarly Open Access:
Critical analysis of scholarly open-access publishing (List of Standalone Journals) was
the most efficient, with 6 titles identified.

http://ulrichsweb.serialssolutions.com
https://beallslist.weebly.com/
https://predatoryjournals.com/journals/
https://archive.fo/9MAAD#selection-283.0-293.73
http://kscien.org/predatory.php
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Concerning the web domains of these journals, only 3 did not have their own names.
Most have their own names, but just browse a little to identify that the editorial is very
vague and the existence of an exorbitant number of editors, It is evident that part of this
editorial board is either fake or was recruited by young researchers (Table 3).

Table 3. Indexing of journals (Items 4, 5, and 6)

ISSN DOI Call
open

Number 2019 n
=
articles

General
editor

Plagiarism Google
scholar

ORCID

2528-9810 No Yes Uneven 40 No Yes No No

2334-2501 No Yes Even 48 No No Most No

2458-9403 No Yes Uneven 327 No Yes Most No

2642-908X No Yes Even 19 Yes No Most No

0972-0847 No No Uneven 0 Yes No No No

2637-5915 No Yes Even 20 No Yes Minority No

2200-9833 No No Uneven 0 No No No No

2454-2229 No Yes Uneven 41 Yes No Most No

2706-9516 No Yes Uneven 5 Yes No Yes No

2148-5135 No No No 0 No No No No

Source: Survey data, 2020.

Other checks in the journal’s webpage are necessary, such as:

1) check in the previous volumes and issues if the articles presented were not published
in another journal;

2) check the number of articles published per volume, issue, and year;
3) the journal submissions webpage;
4) identify if the journal has a Digital Object Identifier (http://www.doi.org), and check

if it belongs to the journal in CROSSREF;
5) check the durability of the magazine on the web.

According to these criteria, we will analyze the websites of the journals that have
sent us an e-mail (Table 4).

The payment of fees for submission and publication of articles is one of the main
characteristics of a predatory journal. In our research we found that these values varied
between $25 and $300).

Regarding the indexing status of the journals, none were identified in mainstream
databases for the academic community (see Table 4, 5).

Because they are not in databases, some predatory journals use a fake metrics system
to validate their impact. In this scenario, some non-existent scientific indicators were
found, such as the Universal Impact Factor.

http://www.doi.org
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Table 4. Analysis of the journals’ website (Items 1, 2, and 3)

ISSN Website characteristics

2528-9810 Journal created in 11/2019 editions were missing, the volumes published in the
journal have no temporal regularity, and the number of published articles varies
from (1) to (7) studies in a single volume. Some articles consulted revealed that
part of its contents had already been published in other journals. The editor of the
journal was not on the editorial board of the journal’s website, what was included
were the members of the editorial board, authors with few publications in
databases like Google Scholar, WoS and Scopus. The authors of the articles have
generic names and without ORCID

2334-2501 Journal created in 2014, without DOI, submissions open to April 2020, volumes
published regularly, but on different areas of knowledge; without editorial
advice; without plagiarism checker information, most of the articles were
indexed by Google Scholar, authors without ORCID

2458-9403 Journal created in 2014; without DOI and ORCID, publications have
irregularities in the number of articles (high number of publications, equal to
(327) papers); without editor-chief; indexed by Google Scholar, but not all
articles. This is an important feature of - predatory journals, as they reveal the
APC, thus the number of publications shows that the journal has already
obtained financial returns

2642-908X Journal created in 2019, a few published volumes, without temporal regularity; it
has an editor, but a simple check on the editor’s curriculum at his
institution-revealed that he does not mention the journal, without DOI and
ORCID; without plagiarism; most papers are indexed by Google Scholar

0972-0847 The journal presents little information; does not offer direct access to papers,
previous numbers, DOI, ORCID, plagiarism checker, and content indexed in
Google Scholar. It has an editor-chief, but he is a politician and not a scientist,
according to information from Wikipedia

2637-5915 Journal created in 2017, located in India, regularity in published volumes (5);
without DOI and ORCID; little indexed is in Google Scholar; plagiarism
checker; submissions always open; without information about the general editor,
only information from the editorial board

2200-9833 Journal created in 2014, volumes have temporal irregularity, closed in 2017,
requesting submissions by email, without plagiarism checker, indexed in Google
Scholar, no numbers published between 2018 and 2019

2454-2229 The webpage contains general editors, ISSN validated by the ISSN portal;
created in 2016; irregularity in the number and papers of published without
plagiarism, partially indexed by Google Scholar; without DOI and ORCID

2706-9516 Journal created in 1984, information on the editorial board until 2010,
submissions for the second issue of 2019; only 5 articles published in 2019,
without DOI and ORCID; papers without the same format style; edition is open,
indexed by Google Scholar and plagiarism has not been identified

(continued)
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Table 4. (continued)

ISSN Website characteristics

2148-5135 Journal indexed in WorldCat, it does not present any information about its
volumes and issues, editorial board, indexing, and identification metadata of
papers and authors

Table 5. Payments, spelling errors, fake metrics, and indexing in international databases (items
7, 8, and 9)

ISSN APC WoS indexing Scopus indexing Misspelling Fake factor impact

2528-9810 US$ 25 No No Yes Yes

2334-2501 No No No No Yes

2458-9403 US$ 45 No No No Yes

2642-908X US$ 300 No No Yes No

0972-0847 No No No No Yes

2637-5915 US$ 300 No No Yes No

2200-9833 No No No No No

2454-2229 US$ 50 No No Yes Yes

2706-9516 No No No No No

2148-5135 No No No No No

Source: Survey data, 2020

4 Practical Recommendations and Concluding Remarks

Themain characteristics of predatory journals are fast publication promises, irregularities
in the publication schedule and frequency, and no editorial guidelines, and editors lacking
academic. In this context, to help young researchers to publish in quality journals, we
suggest a ten practical recommendations steps to identify predatory journals:

1) Check the ISSN at (ISSN Portal), UlrichsWeb Global Serials Directory, these web
portals provide registration and history of the journals. Both systems are quite
efficient;

2) Check the lists of fake journals and predatory;
3) Check the domain of the pages of the journal: Every coherent journal has its own

page or is linked to some scientific institution, be it a publisher, university, associ-
ations, or research institutions. Always doubt when it is linked to blogs or pages
of institutions unknown to the academic world;

4) Check the update of the web page: A quality journal always has called for sub-
mission, or at least indicates when it will be receiving scientific papers; informs
previous editions, with basic information and in many cases access to articles; it
has information from the editor, the editorial board and reviewers; it is essential to
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consult some of these characters to see if they are real; also check if the articles are
on Google Scholar, most are not enough, but the entire collection; if you can, use
a plagiarism sniffer in recent articles, because that says a lot about the journal;

5) Check the constancy of the journal: quality journals publish based on international
standards, and follow recommendations from big databases;

6) Check if the Journal has unique digital identifiers. the journal must have a Digital
Object Identifier (DOI), as well as the authors the ORCID; these two identifiers
are factors of informative quality for the standardization of papers and names of
authors;

7) Check if the Journal is indexed on the bases academy prestige: Indexing on plat-
forms brings confidence to the journal; just being in the Directory of Open Access
Journals (DOAJ) does not guarantee that the journal is good, you need to obtain
more information, such as having a list of where the journal is represented; another
detail is whether it is in serious databases, directories, and repositories such asWeb
of Science, Scopus, and others;

8) Check if there are publication fees: That the journal is paid is not a problem, but that
to submit an article you have to make payments does not seem very logical; another
thing, with the payment system, the journal guarantees that it will be evaluated in
48 h, it also seems very dangerous, since this process is the most important of
the whole process and requires time; ensuring publication in weeks also seem me
very worrying, after all the process of managing and editing a journal is costly
and requires a good group of people to be of quality (editors, reviewers, librarians,
among others);

9) Check that the journal is well-edited: In this case, revisions come in and in many
cases in different languages, as many journals guarantee multilingual publications
in their calls; check what the standards are if any manager is used in the journal;

10) Consult an expert on the subject of the journal: Predatory journals are made to
deceive the researcher, easily and quickly, but we believe that a specialist can be
consulted; look for someone from your institution, with papers on the subject of the
alleged journal, and ask for his opinion, it canmake all the difference in recognizing
something unreal.

As a proposal for the continuity of this work, a tool is being developed that includes
a set of automatic methods for the identification of fake journals and predatory. Such
methods will compose a framework that gives information about a certain journal, or a
list of journals, such as title, ISSN, e-ISSN, or website, in an automatic way to class if
they are and predatory journals.
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Abstract. Strategies for dissemination to scientific journals on YouTube and
Instagram are proposed. It is characterized as exploratory and descriptive, with
a qualitative approach to the data collected. First, searches were made in inter-
national databases to find scientific production that would cover the theme of
dissemination in scientific journals through social media. Second, strategies for
scientific dissemination in social media were established. As a result, six fun-
damental guidelines for the use of social media were described, covering both
strategic and operational aspects: 1) Basic purpose of the use of social media;
2) Properties of the content; 3) Definition of the target audience; 4) Strategic and
operational aspects of the use of social media and production of content; 5) Ethical
and legal aspects involving the use of social media and production of content and;
6) Crisis management through a complaint or negative criticism about the posted
content. The fourth guideline also outlined eight steps for scientific journals. Also,
guidelines on the strategic use of YouTube and Instagram for the dissemination of
science by scientific journals were listed. It is concluded that there is an incipient
number of investigations that provide strategies for the use of social media by
scientific journals and that the use of these for scientific dissemination requires a
well-defined strategy to achieve the objectives proposed by the scientific journal.

Keywords: Social media · Scientific journal · Scientific communication

1 Introduction

In scientific communication, the dissemination of information occurs both formally, with
the publication of books, articles in journals, abstracts, and complete works in annals of
events, thematic or institutional repositories, among others. As much informally in an
informal way, without the evaluation of a commission of experts, with the dissemination
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through informalmeans like blogs, personal websites, academic social media (Research-
Gate or Academia.edu) or popular social media like Twitter, Facebook, Instagram, etc.
[1]. The latter being conceptualized [2] as scientific dissemination.

The profile of the target audience differs in the two communication processes [2]. In
scientific communication, the public generally has a specific background thatmakes them
familiar with the themes, concepts, and scientific process. In scientific dissemination,
the public does not necessarily have a technical-scientific background to understand the
entire production process in science and technology (S&T).

Both processes contribute to the expansion of the dissemination of science, as they
are not mutually exclusive. Even with the insertion of new means of scientific com-
munication, the importance of journals and articles has not been shaken [1]. Thus, this
research is guided by the questioning of how to stimulate the dissemination of scientific
journals in social media strategically?

Given the above, the goal is to propose dissemination strategies for scientific jour-
nals on YouTube and Instagram. For this purpose, the following section describes the
methodological procedures adopted in the composition of the bibliographic survey, as
well as the criteria used for the compilation of strategies.

Having said that, it approaches how the theme isworked in the scientific literature, the
suggested strategies following the type of social media, and the practical and theoretical
contributions.

2 Methodologic Procedures

This research can be characterized as exploratory and descriptive, with a qualitative
approach to the data collected. First, searches were made in international databases
to find scientific production that would cover the theme of dissemination in scientific
journals through social media. Second, strategies for scientific dissemination in social
media were established.

Scopus and Web of Science (WoS) were used for offering worldwide coverage of
scientific production. According to systematic searches carried out on July 27, 2020,
without period delimitation and with language specification in Spanish, English, and
Portuguese, the total of documents recovered in the combination of the terms scholarly
communication AND scientific journal AND social media, was in 54 documents, and
for the terms scientific communication AND scholarly communication AND social
media, in 121 documents (Table 1).

This was followed by the reading of the titles, abstracts, and keywords of 175 docu-
ments, to select those that came closest to the objective of the research. In this process, it
was also sought to eliminate documents that did not come from scientific journals, since
this delimitation was not applied at the time of searches.

With the total number of documents recovered by both combinations of terms, a new
duplicity check was performed, which resulted in 50 not duplicated documents to be
analyzed in their entirety on the main theme focused on strategies for dissemination of
scientific journals. After reading, the final portfolio consisted of 34 documents. Of these,
the most relevant were used to highlight the gaps that supported the reflection proposed
and sought in this work, strategies for dissemination of scientific journals on YouTube
and Instagram. This resulted in 13 research described in the following section.
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Table 1. Quantity of documents retrieved per database related to the terms scholarly
communication AND scientific journal AND social media and scientific communication AND
scholarly communication AND social media.

Terms Scopus WoS Total Not duplicated

Scholarly communication AND scientific
journal AND social media

40 32 72 54

Scientific communication AND scholarly
communication AND social media

99 67 166 121

3 Scientific Communication in Social Media

The use of social media in scientific communication has received attention from
researchers from different parts of the world, according to articles analyzed from the
systematic searches described in the section on methodological procedures.

There is research on: the use of Twitter to communicate and conserve scientific event
information, with instruction for the incorporation of hashtags and relevant user names
[3]; about automated Twitter accounts that distribute links to scientific articles deposited
in the arXiv preprint repository [4]; the use of Twitter and other social media to foster
research ideas, collaboration and academic activity [5]; the broader involvement with
scientific literature from tweets containing links to scientific articles [6]; the publication
of scientific research on Facebook and Twitter, specifically related to the Zika virus in
2016, with emphasis on the predominance of the English language [7]; the potential
or actual social impact of shared research on Twitter and Facebook social media [8];
the analysis of journal articles with high citation counts but low Twitter mentions and
vice versa, with the aim of obtaining an overview of the differences between citation
counts and Twitter mentions of academic articles [9]; and the methodology approach
to measure and visualize the diffusion patterns of scientific research literature, with the
aim of detecting when research articles spread beyond the academic community or lead
to exchanges with the general public [10].

The research focused on the use of social media by scientific journals was also
identified, the focus of this article. Social media with their function in scientific com-
munication by complementing the scientific journals, and their active use as a stimulus
to the demand for them. From research on 100 scientific and academic journal sites,
they found that 19 used social media such as Facebook, Twitter, and blogs. However, the
social media strategies of the sites were diverse about the content generated, including
in some cases, with most coming from outside the journal [11]. An exploratory study on
profiles of 30 scientific journals on Twitter, to analyze the management of profiles, iden-
tify the characteristics of the most interactive contents and proposing effective practices
that motivate strategic management. The results revealed outstanding practices and cer-
tain deficiencies in the strategic management of social profiles. Theymentioned ongoing
research on the generation of effective social media management standards for academic
journals based on ongoing analysis and regular quantification of results, to identify fields
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for improvement that can promote growing strategies and contribute to the creation of a
brand journal [12].

There is research on Altmetrics [13–15], with reflections on the journals, but with
a strong point in analyses of external mentions. They explored the use of Twitter as
an Altmetrics indicator to evaluate the social impact of a scientific journal [13]. They
described the presence and visibility online of selected journals from Korea, indexed in
the Web of Science in the Journal Citation Reports of the Science Citation Index 2016,
with the greatest online attention being located on Twitter, followed by Facebook [14,
15] analyzed the Altmetrics as to the limitations that hinder the visibility of science
carried out in Brazil and concluded with an emphasis on the need to valorize the activity
of scientific dissemination, especially in the democratization of society’s access to sci-
entific results, the construction of scientific policies that value “these activities in career
progression and evaluation of research projects.

In view of the panorama presented, in order to add to the research and practices
realized, it is presented in the next section suggestions of strategies of dissemination for
scientific journals in YouTube and Instagram, as well as the justification of delimitation
of these social media.

4 Strategies for Scientific Dissemination in Social Media

To guide the use of social media, some considerations are necessary, which can serve as
guidelines for the strategic and operational planning of the use of these platforms. The
first guideline deals with the basic purpose of the use of social media: the production and
sharing of content. According to [16, p. 61] “Social media is a group of Internet-based
applications, which are guided by the ideological and technological foundations of Web
2.0 and allow the creation and exchange of user-generated content”. Therefore, the use
of social media platforms presupposes the creation and sharing of content, as well as the
interaction between people who are part of the network. For this, the content needs to
have certain features, which refers to the second guideline.

There are some properties of content that need to be observed for it to fulfill its
purpose of disseminating science. It is possible to admit the effectiveness of good content
in face of the usefulness and relevance that leads to the intended audience. For this,
both the use of social media and the production of the content itself needs to be done
in a strategic, planned, and assertive way. In this sense, it is possible to use Content
Marketing, which according to [17, 147], “[…] is an approach that involves creating,
selecting, distributing, and expanding content, which is interesting, relevant, and useful
for a clearly defined audience with the objective of generating conversations about this
content […]”. The third guideline arrives, defining the target audience.

The use of social media, as well as the production of content, will only make sense
when it is clear what the profile of the audience you want to serve is. Based on this
perspective, we recommend the studies based on ethnography, a research method that
consists of participating observation and acting in the online environment, where differ-
ent “computer-mediated forms of communication are used as a source of data for the
understanding and ethnographic representation of cultural and communal phenomena”
[18, p. 3].
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In addition, it is necessary to pay attention to accessibility issues, as most social
media platforms provide specific resources tomake content more accessible. And finally,
it is necessary to avoid academic jargon and have special attention to the use of simple
language, clear and appropriate to the target audience.

The fourth guideline relates to the strategic and operational aspects of the use of
social media and content production. In this regard, the eight major steps (Table 2)
defined by [17, p. 151], which guide Content Marketing, can be adapted:

Table 2. Eight steps for content marketing in scientific journals based on [17].

Steps Description

1) Setting goals The focus and scope of the journal must be aligned and be
measurable through key metrics;

2) Mapping the audience The audience to be reached should be determined, from
whom are the people to be served by the content;

3) Content design and planning Raise and select the content ideas, as well as perform the
appropriate planning, paying attention to the relevance of
the themes, appropriate formats, and genuine narratives;

4) Content creation As the most important step, it requires you to invest time
and energy in the production of high-quality, original, and
rich content. In addition to establishing a schedule and
defining the people who will perform such activities, to
ensure the sustainability of content creation;

5) Content distribution Distribution through own channels (websites, blogs,
e-mails) or conquered media (YouTube, Instagram,
Facebook, Twitter, etc.) is required. It should be noted that
content produced on a given platform can be distributed
on other channels, provided that the necessary adaptations
are made regarding the formats;

6) Content expansion Identify relevant actions to leverage the content produced,
generate relevant conversations, and interact with the
audience;

7) Content performance
evaluation

It covers the assessment of strategic and tactical
performance indicators. The strategic scope is related to
the goals set in the first step, how close to achieving them,
or what still needs to be done to make this happen. Tactics
refer to the assessment of key metrics, with the aid of
social listening tools and data analysis;

8) Performance improvement From the tracking and performance evaluation of the
content, it is possible to define periodic improvements in
the approach of the themes, as well as in the creation,
distribution, and expansion of the content to be produced.
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The fifth guideline refers to the ethical and legal aspects involving the use of social
media and the production of content. In this item, [19, p. 175], they stress that it is
necessary to observe local legislation, for example, the Brazilian legislation on the use
of the Internet, the terms of use of each platform and copyright, and the recent General
Law on Personal Data Protection (Lei Geral de Proteção de Dados Pessoais - LGPD),
which deals with the issue of privacy of personal data available on the Internet.

Finally, the sixth guideline, also raised by [19, p. 177], deals with the guidelines for
crisis management through a complaint or negative criticism about the posted content.
In this context, it is necessary to value urbanity and diplomacy, but at the same time
maintain a firm stance regarding the message to be passed on.

Thus, in outlining the six fundamental guidelines for the use of social media about
scientific dissemination in journals, it seeks to point out that the production of authen-
tic, relevant, and high-value content is essential to achieve the established objectives
and obtain concrete results. This only happens when efforts are directed to serve a spe-
cific audience, defined from validated methodologies, as well as appreciate assertive
communication.

Thus, it is necessary to attend to the operational factors of content creation and pay
attention to the ethical and legal aspects, as well as to the crisis management orienta-
tion. Only after observing these guidelines, it is possible to define which platforms are
important for the strategy outlined by the scientific journal.

The selection of the social media to be used goes through a primordial question,
which refers to the presence of the target audience in the chosen platforms. According
to the Digital 2020 report July Global Statshot, there is an increase of more than 10% in
the number of users in social media worldwide if we compare with last year’s statistics.
“With more than 376 million new users since July 2019, this translates into almost 12
new users every second […]” [20]. However, the demographic distribution of this usage
is still not uniform across the globe.

Regarding the most used social media, the ranking is led by Facebook, followed by
Youtube, Whatsapp, already Twitter appears in the last place in a list that has 16 social
media. However, the positioning of this ranking may vary according to the country
analyzed, as in the Digital in 2020 report, presented in January 2020, in which in the
Brazilian scenario the ranking of the most used social media has another configuration,
with Youtube in the first place, followed by Facebook, Whatsapp and Instagram - this
time Twitter appears in 6th place [21].

Thus, based on the information mentioned, it seeks to guide the strategic use of
YouTube and Instagram for the dissemination of science by scientific journals, to
contribute to existing practices, as well as bring new possibilities for action.

4.1 YouTube

With over 2 billion users worldwide, YouTube offers a platform focused on creating
audiovisual content, which, according to the Digital 2020 survey July Global Statshot,
remains the audience’s preferred format [20]. The interesting thing is to try to develop a
diverse editorial line, which pays attention to variations of exhibition time, themes, and
types of content.



Dissemination Strategies for Scientific Journals 151

In Brazil there is Science Vlogs Brasil, a quality seal for scientific publishers, which
ensures that a video with this seal it is conveying serious scientific information, with
recognized sources that are representative of the current scientific and academic con-
sensus, being constantly analyzed by peers in a favorable network of mutual help and
constant communication [22]. It has the purpose of giving reliability to the dissemina-
tion of scientific knowledge, as well as helping in the fight against misinformation. By
joining as a member, the channel can participate in a support network that has important
collaborators such as doctor Dráuzio Varella, paleontologist Pirula, and E-farsas.

Regard the types of content that can be developed, some examples are listed: Inter-
views;Webinars; Videos; Tips and tutorials; Reviews; Questions and Answers; Dissemi-
nation, coverage, and transmission of in-person events; Online events; Live events; Calls
for publication, among others.

4.2 Instagram

In a social media strategy, the platform can be used to make the journal better known to
the public, since it has a significant potential to attract new followers. Ideally, the account
should be registered as a content creator or business, because only then is it possible to
access and follow the profile metrics, such as the growth of the follower base, public
profile, interactions with content, among others.

Another relevant point is to pay attention to the four formats of native content of the
platform: stories, feed, reels, and IGTV. The stories have the purpose of sharing short
content, which is available for up to 24 h. The types of content can be a record of the
backstage work of the magazine and its collaborators, disclosure of events and calls for
publication, interactive content such as question boxes, tests and polls, lives and/or live
interviews.

The feed gathers the main publications of the account and supports three types of
content: images, videos of up to 1 min, and carousel posts, which work as a kind of
album with a limit of 10 images per post. With creativity, it is possible to develop in-
depth and useful content on a given theme, provided it does not exceed the limits of
2,200 characters in the legend.

IGTV works as an exclusive profile video channel. With a different format than the
feed, the videos can be produced in the vertical position (with the proportion of 9:16) or
horizontal (with the proportion of 16:9), with display time that must vary between 60 s
and 1 h. The types of content for YouTube (item 4.1) also apply to IGTV and there is
the possibility of organizing them in series.

Finally, the latest feature, reels, has the purpose of distributing short audiovisual
content (from 15 to 30 s) in which followers can interact and recreate the content from
the audio replication. The challenge imposed by this format is to have the creativity
to produce relevant content, even with this time limitation. Short tutorials, quick tips,
events disclosure, calls for publication, and interview excerpts are some examples of the
types of posts that can be produced in reels.
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5 Final Considerations

Proposing dissemination strategies for scientific journals on YouTube and Instagram,
was the goal that guided the research addressed in this work. In which it is evident
that most of the scientific articles published bring research with the use of social media
by the researchers themselves, which indirectly reflects in access to scientific journals
through disseminated articles. However, an incipient number of investigations provides
strategies for the use of social media by scientific journals, since among the analyzed
articles we found only the research of [12] with direct suggestions of strategies.

It is important to emphasize that the use of social media for the purpose of scientific
dissemination requires a well-defined strategy to achieve the objectives proposed by the
scientific journal. Thus, six fundamental guidelines for the use of social media have been
described, covering both strategic and operational aspects: 1) Basic purpose of the use
of social media; 2) Properties of the content; 3) Definition of the target audience; 4)
Strategic and operational aspects of the use of social media and production of content;
5) Ethical and legal aspects involving the use of social media and production of content
and; 6) Crisis management through a complaint or negative criticism about the posted
content.

Also, in the fourth guideline, eight steps were outlined for scientific journals: 1)
Setting goals; 2) Mapping the audience; 3) Content design and planning; 4) Content cre-
ation; 5) Content distribution; 6) Content expansion; 7) Content performance assessment
and 8) Performance improvement.

The sequence of this research will consist of investigating which scientific journals
are using YouTube and Instagram as a dissemination channel and whether the practices
are aligned with the guidelines described for the strategic and operational planning of
these platforms.
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Abstract. The digital humanities have acquired more and more visibility and
their field of action has expanded due to the increasing digitalization and the
large volume of data arising from these processes. Collaborative researches on the
impact that is in line with the dimensions of open science impact the scientific
production chain. It aims to identify which aspects of open science are approached
in the publication regarded to digital humanities. To achieve the general objective it
indicates some specific objectives: it identifies the scientific production about open
science and digital humanities indexed in the databases Web of Science (WoS),
Scopus, and Scientific Electronic Library Online (SciELO) and; it describes how
open science is approached in each paper from the corpus and how it is related
to digital humanities. It uses the bibliographic manager Zotero to organize the
bibliographic data and it uses the software Atlas.ti to the qualitative analysis and
applies the datamining tool Sobek andVoyant Tools in the data. From the 13 papers
analyzed, only 3 do not use projects or programs related to digital humanities to
present the discussion. The data mining tools do no show the relation between
digital humanities and open science. It shows the importance of data management
and the necessity to have guiding documents. It also points to the relevance of
metadata pattern, to work to make the data suitable to FAIR principles, to train
researchers and citizens to promote collaboration among different institutions and
people that have a diverse background to value open science.

Keywords: Digital humanities · Open science · Data mining · Bibliometric ·
Scientific production

1 Introduction

DigitalHumanities (HD) is a comprehensive field of research,which has been considered
by some as a set of practices, by others as a new field of study or a new discipline, or
just a new look for research in the Humanities [1].

Digital Humanities gained visibility with the publication of the book A companion
to Digital Humanities, edited by Susan Schreibman, Ray Siemens, and John Unsworth,
released in 2004. However, its origin dates back to research developed in the 1940s
and 1950s by Father Roberto A. Busa, who created the Index Thomisticus, which is
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considered the first application of computing to linguistic studies in the works of São
Tomás de Aquino [2].

According to Dalbello [3], the HD timeline begins with the introduction of compu-
tational methods in the literary, philological, and philosophical fields in the 1950s and
continues with a focus on searchable multimedia files and structured texts in the 1980s
and 1990s, in addition to editing project texts and electronic collections from the past
decades [2000s].

The field of research in Digital Humanities has grown exponentially due to the
increasing digitization of documents, which has generated a largemass of data, expanded
the number of collaborative research, and changed the scientific production chain. How-
ever, Digital Humanities projects are not restricted only to accessibility and dissemina-
tion of knowledge. Still, they also concern about the ways of creating and disseminating
them [4], the convergences between Digital Humanities and Information Sciences [5–8].
Bibliometric studies on the subject are examples of studies that have been developed
[9–11].

This same chain of scientific production has changed due to the movement in favor
of Open Science. This movement has been consolidated in many countries since the
movement for Open Access, whose decisive landmark was the Budapest Declaration
published in 2002. Open Science aims to share and access publications and research
data, promote the scientific process’s opening, assist in the transfer of knowledge, expand
the social and economic impacts of science, and reinforce the social responsibility of
science [12].

Thus, Open Science is a movement that proposes new forms of collaborative, inter-
active, and shared production of information, knowledge, and culture [13]. This move-
ment has gained more and more visibility and has been extended to the most diverse
investigation areas.

In this context, it is important to observe in publications on Digital Humanities how
the theme of open science has developed. Therefore, this article’s general objective is
to identify which aspects of Open Science are being addressed in publications referring
to Digital Humanities, in the Web of Science (WoS), Scopus, and Scientific Electronic
Library Online (SciELO) databases.

The specific objectives are:

a) Identify the scientific production on Open Science and Digital Humanities indexed
in the Web of Science, Scopus, and SciELO databases from 2014 to 2020;

b) Describe how Open Science is approached in each of the articles of the research
corpus and how they relate to the Digital Humanities.

One of the motivators for the growth of research and publications on Open Science is
believed to have been the development of the movement for open access to knowledge,
which had its starting point in the Budapest Declaration of 2002. However, all changes
require a period for their maturation, which can be seen in this research that aims to
analyze when and how open science came to be among the proposals and projects
related to Digital Humanities.
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2 Methodology

To identify scientific production in the area of Digital Humanities and relate it to Open
Science, the expression [(“digital humanities” AND “open science”)] was defined as a
search strategy, but as the databases also have articles published in Portuguese and Span-
ish, the strategy for the search expression [(“humanidades digitais” OR “humanidades
digitales” OR “digital humanities”) AND (“ciência aberta” OR “ciencia abierta” OR
“open science”)].

The SciELO Network was opened in 1998, with the creation of the SciELO Brazil
Collection. The project was an initiative of the Fundação de Amparo à Pesquisa do
Estado de São Paulo (FAPESP) and the Latin American and Caribbean Center on Health
Sciences Information (BIREME/PAHO/WHO). In 2002, the project started to be finan-
cially supported by the ConselhoNacional deDesenvolvimento Científico e Tecnológico
(CNPq) [14]. Currently, the SciELONetwork has national collections from the following
countries: Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Cuba, Spain, Mex-
ico, Paraguay, Peru, Portugal, Uruguay, South Africa. They are also under development
three new collections: Ecuador, Venezuela, West Indies. As it is an open-access program
for international cooperation in scientific and academic communication, it is believed
that its coverage is representative of the present study.

The Scopus and WoS databases are international databases maintained by the major
information companies Elsevier and Clarivate Analytics. Both strategies were applied in
the Scopus, Web of Science (WoS), and Scientific Electronic Library Online (SciELO)
databases on July 20, 2020. The searchwas carried out in the title, keyword, and summary
fields. There was no application of a filter concerning the publication date, as it is a recent
topic. Thus, it would be possible to obtain a greater number of records for analysis.

Both strategies returned the same results since the database’s index not only articles
in English but also in Spanish and Portuguese. A filter was applied to these results so
that only scientific articles were retrieved. Thus, 21 articles were retrieved, 9 articles
from the Scopus database and 10 from the Web of Science. The year of publication of
these articles corresponds to the years 2014 to 2020. The 2 articles retrieved from the
SciELO database were published in 2020.

The bibliographic manager Zotero was used to collect, store, and organize the arti-
cles retrieved in the bibliographic survey. After the organization, 8 duplicate files were
excluded. Thus, 13 articles remained for analysis.

Of the 13 articles that make up the research corpus, 30.77% are found only in the
Scopus database, and another 30.77% only in theWoS. 23.08% are found in Scopus, and
WoS databases, and another 15.38% are found in Scopus, WoS, and SciELO databases.
Table 1 shows the distribution of articles by database.
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Table 1. Number of articles per database

Database Number of articles

SciELO, Scopus, WoS 2

Scopus, WoS 3

Scopus 4

WoS 4

Source: The authors (2020)

Regarding the publication date, 2019 was the year with the highest number of pub-
lications (5), 2017, 2018, and 2020 have 2 publications, and 2014 and 2015 have 1
publication per year.

For qualitative analysis of this research’s corpus, the software ATLAS.ti1 was used,
a software for qualitative data analysis, which allows analyzing texts, audios, photos,
videos, and working with documents in different file formats [15]. The Sobek,2 text
mining tool, was developed from an algorithm initially created by Schenker in 2003 and
modified by the Research Group Gtech.Edu at the Federal University of Rio Grande do
Sul to make the more accessible tool to educational practice, analyzing relevant words
in a text and representing them graphically [16]. Canadians Stéfan Sinclair at McGill
University and Geoffrey Rockwell at the University of Alberta developed the Voyant
Tools3 app. The application allows you to work with text or text collections and perform
basic mining functions. One advantage is that it allows you to work with documents in
different formats, supports large volumes of texts, allows the interaction between tools
that facilitate navigation and exploration of different scales, among other options useful
to the researcher [17].

3 Presentation and Analysis of Results

The research was carried out in 13 articles, of which 5 were written in English, and
another 5 in German. 2 articles were written in Portuguese and 1 in Spanish. Regarding
the country of publication of the journal, it was observed that Austria is the most pro-
ductive country with 3 publications. Germany and Brazil have 2 publications, and the
other countries only 1 publication (Sweden, USA, Spain, Switzerland, England, and one
International4 publication), as can be seen in Graph 1.

1 https://atlasti.com/.
2 http://sobek.ufrgs.br/#/.
3 https://voyant-tools.org/.
4 ERCIM News magazine is registered with the ISSN as an international publication, as it is
a publication of the European Research Consortium for Informatics and Mathematics, which
includes research establishments from different European countries [18].

https://atlasti.com/
http://sobek.ufrgs.br/#/
https://voyant-tools.org/
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Graph 1. Publication by country

The journals were analyzed concerning Qualis Capes (Quadriênio 2013–2016). And
about the impact factor (Journal Impact Factor) provided by the Journal Citation Reports
of theWebofScienceGroupand the journals thatwere not identified in the Journal Impact
Factor, were analyzed to verify if they were on the list of the Emerging Source Citation
Report, of Web of Science Group, both Clarivate Analytics [19]. Regarding CiteScore,
which is a metric that indicates the impact of the survey. CiteScore is developed by
Scopus, Elsevier’s database [20].

Table 2. Analysis of qualis, impact factor, emerging source and citescore of journals

Periodicals Number of
articles

Qualisa Journal impact
factor

Emerging
source
citation
report

CiteScore

Bibliothek -
Forschung und
Praxis

1 * * Yes *

Cataloging and
classification
quarterly

1 A2 * Yes 1.2

ERCIM news 1 * * Yes *

Estudos históricos 2 B1 * Yes 0.1

Information
research

1 A1 0.763_2019 1.7

(continued)
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Table 2. (continued)

Periodicals Number of
articles

Qualisa Journal impact
factor

Emerging
source
citation
report

CiteScore

Literary and
linguistic
computing

1 A1 1.125_2016 N/A

Mitteilungen der
Vereinigung
Österreichischer
Bibliothekarinnen
& Bibliothekare
(VÖB)

3 * * * 0.3

Profesional de la
Informacion

1 A1 1.580_2019 * 2.1

Publications 1 B5 * Yes 1.8

Zeitschrift für
Germanistik

1 * * ** N/A

aQualis from Literary and Linguistic Computing refers to the area of Linguistic and Literature
assessment. The others belong to the Communication and Information area.
* There was no information about the journals in the sources consulted
** This journal is indexed in the collection: Art & Humanities Citation Index

It was observed that the German-language journals do not present information in
Qualis Capes, which can be justified by the linguistic barrier, since Qualis Capes reflects
where teachers and researchers in the area have published the results of their research
[21].

To analyze the corpus of this research, the software ATLAS.ti was used, a software
for qualitative data analysis, which allows the analysis of texts, graphics, audios, and
videos. After reading the articles in advance, 25 categories were established for marking
and coding during the reading. The categories were grouped into Families, as assigned
by the software.

For the Digital Humanities Family, 16 categories were established (Fig. 1) for mark-
ing and analysis. Figure 1 shows 17 nodes (1 representing the Digital Humanities Family
and the others representing the 16 categories).

Open science was also the subject of research in the articles. Thus, the Open_Science
Familywas designated, divided into 9 categories (Fig. 2) formarking and further analysis.

All articles were analyzed for their insertion in the area of Digital Humanities and
Open Science. Thus, Table 3 presents the 13 selected articles, their authors, and the
projects and programs related to Digital Humanities that are described and addressed in
the publication.
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Fig. 1. Digital_Humanities family

Fig. 2. Open_Science family

Regarding the type of authorship, it was observed that 07 articles are of unique
authorship. The other articles have shared authorship distributed as follows: 3 articles
have 3 authors and only one article published by 2 authors, 4 authors, and 8 authors.

Concerning projects and programs, only 03 authors (Knöchelman 2019; Steinerova
2018; Baum 2017) do not use projects or programs in Digital Humanities for their
discussions. However, they present relevant questions regarding the themes of digital
humanities and open science.

3.1 Text Mining

The texts were gathered by language. In this way, 4 sets of texts were obtained in .txt
files: German (brought together in a single document the 5 texts in German); Span-
ish (only a text in Spanish); English (brought together the 5 texts in English) and
Portuguese (brought together the 2 texts in Portuguese).
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Table 3. Authorship and projects related to digital humanities

Article Year Authors Project/Program

01 2020 Rollo, MF Program Memória de Todos

02 2020 Ferla, LAC; Lima, LFS; Feitler, B Projeto Implementação da tecnologia
de Sistemas de Informações
geográficas (SIG) em investigações
histórícas (2012-2013); Projeto
Pauliceia 2.0; Projeto de avaliação e
edição de verbetes da Enciclopédia
Virtual Wikipédia

03 2019 Lahti, L; Marjanen, J; Roivainen, H;
Tolonen, M

Bibliographic data science

04 2019 Knöchelmann, M

05 2019 Anglada, LM Collection of Museu do Prado;
Transcribe Betham; eBird e Mapa
Literali Catalã

06 2019 Stigler, J; Klug, HW Project Konde (acronym for
Kompetenznetzwerk Digitale
Edition)

07 2018 Hagmann, D PHAIDRA repository and excavation
“Molino San Vincenzo”

08 2015 Blumesberger, S Projekts e-Infrastructures Austria

09 2014 Wells, JJ; Kansa, EC; Kansa, SW;
Yerka, SJ; Anderson, DG; Bissett, TG;
Myers, KN; Demuth, RC

The Digital Index of North American
Archaeology (DINAA)

10 2019 Wuttke, U; Spiecker, C; Neuroth, H Project PARTHENOS (acrônimo de
Pooling Activities, Resources and
Tools for Heritage E-research
Networking, Optimization and
Synergies)

11 2018 Steinerova, J

12 2017 Bassett, S; Di Giorgio, S; Ronzino, P Project PARTHENOS

13 2017 Baum, C

To identify relevant information in the texts, it was decided to analyze them using the
text miner Sobek. However, the system is adapted only to the English and Portuguese
languages. When applying the German and Spanish texts, the results were inconsistent
since the most frequent words considered by the system were connective.

For this reason, we sought another text mining tool that was open access and that
allowed text mining in other languages. Thus, the tool chosen was Voyant Tools.

When applying the English texts in the Sobek software, the following result was
obtained:
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Fig. 3. Sobek mining result English – 15 results

It is possible to observe that the most prominent words are Data, Humanities, and
Information. The combination of terms emphasizes the discourse and practices between
these elements and the other agents involved, such as disciplines, sciences, researchers,
digital (which can refer to the object, the environment, among others), and publication.

Fig. 4. Voyant Tools English mining result – 15 results

In Voyant Tools, it is observed that the keywords are represented in blue. The most
relevant word is open (with 255 occurrences), and it has a strong connection (represented
by the thickest line) with the terms science (182) and humanities (170). Between the
term research (156) and information (101), there is a stronger link, and with the term
researchers (43), the link is a little weaker. It is observed that the terms information,
researchers, digital, disciplines, social are presented in orange; that is, they are close
words, which the system calls co-occurrence.

An important piece of information evident in Voyant Tools and that did not appear
in Sobek was the link between the terms Open and Science, which is one of the objects
of this research.
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Fig. 5. Sobek Portuguese mining result – 15 results

In Fig. 5, which represents the mining of the Portuguese text in the Sobek software,
the prevalence of the term digital humanities and its connection with the terms heritage
and digital and the terms knowledge and digital, are observed. The term knowledge
also joins science and society. Another link that can be observed is between the digital
humanities, the humanities, and the community. The terms project and history have
isolated links to the term digital humanities.

The mining result on Voyant Tools (Fig. 6) showed two groups of results. The key-
word knowledge is linked to similar terms, such as production, sharing, creation, and
scientific. The link between human and digital keywords is strong, and this link is sur-
rounded by the words close together: are, axes, field, scientific, and community. Thus,
the system’s efficiency is questioned since co-occurrences are and axes are not relevant
to the results.

Fig. 6. Voyant Tools mining result Portuguese – 13 results

Figure 7 results in mining in German-language texts. Again, there is a certain
fragility since the keywords digitalen and digitale represent the term “digital” and have
a connection with digital co-occurrence, which has the same definition. However, most
of the other co-occurrences related to digital are tecnologien (technologies), zeitalter
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(time), geisteswissenchaften (humanities), verfahren (process/procedure), forschungsin-
frastrukturen (research infrastructures) and literaturwissenschaft (literary studies) are
relevant to the studies.

Fig. 7. Resultado mineração Voyant Tools Alemão – 14 resultados

Another keyword is daten, which means data. This is linked to digitaler (digital),
archivierung (archiving), Phaidra (an acronym for Permanent Hosting, Archiving, and
Indexing of Digital Resources and Assets), repositorium (repository) and are aligned
with the studies in question.

The German text was also applied to the Sobek miner, but the result was even more
inconsistent than found on Voyant Tools since the miner is only enabled for English and
Portuguese.

Figure 8 shows the mining result in Voyant Tools for the text in Spanish. However,
just as in Sobek, the result using this tool is inconsistent because the three keywords two
- “no” and “a” - do not bring a relevant meaning, as well as the co-occurrences linked
to them, which were sólo (only, unique), más (more) and hay (has).

Fig. 8. Spanich Voyant Tools mining result – 12 results

For this reason, it was decided to use the word cloud, which despite including the
articles and terms that would normally be excluded, presents the most relevant terms
in the text, such as: información (49 ocorrências), ciencia (24), bibliotecas (18), cam-
bios (18) ou cambio (16), digitales (12), abierta (11), investigación (11), centros (10),
humanidades (9), among others with less relevance.
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Fig. 9. Spanish Voyant Tools word cloud

The results using the Sobek software for the English and Portuguese languages were
consistent; however, the same consistency was not maintained for the other languages of
the research corpus. The Voyant Tools software, chosen for mining in other languages,
also showed inconsistencies, mainly in Spanish.

3.2 Digital Humanities and Actions for Open Science

Among the results found, it was observed that the first researches that address digi-
tal humanities and open science are the studies by Wells et al. (2014), in which the
project The Digital North American Archeology (DINAA) is presented, which aims to
develop models and approaches to publishing and index archaeological data inventoried
in historical and archaeological sites in large areas of North America [22].

In 2015, Blumesberger addressed the project to expand repository infrastructure in
Austria (Projekts e-infrastructures Austria). The author emphasizes the team’s work
in selecting objects for scanning, presenting selection reports, defining the necessary
metadata, uploading to the repository, and managing the objects until viewing. With the
information collected, the team created the Data Management Plan, a document that
brings considerations about all phases of the project, from creation to transfer of the data
package, also addressing data management in the repository, as well as the reuse and
visualization of objects. The group also discusses the use of Linked Open Data (LOD)
[23].

Basset, Di Giorgio, and Ronzino (2017) present the PARTHENOS project as a Hori-
zon 2020 project that aims to reinforce research in linguistic studies, cultural heritage,
history, archeology, and related areas. To make this possible, PARTHENOS is building
an interdisciplinary environment that allows humanities researchers to have access to
data, tools, and services based on common policies, guidelines, and standards [24].

In 2019, Wuttke, Spiecker, and Neuroth also brought actions on the Projeto
PARTHENOS. According to the authors, the most important areas for the project are
to define how long-term archiving will take place, the management of intellectual prop-
erty, its implementation, the development of common standards, services and methods
for interdisciplinary and subsequent use, data use, as well as additional training and edu-
cation. Throughout the article, the actions developed in work packages are presented,
and the most relevant packages are packages 4, 7, and 8. Package 4 has developed a
standardization kit consisting of documentation on the relevant human and cultural sci-
ences standards in digital media. This package can also be used for teaching, and in
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partnership with packages 7 and 8, develops communication and training materials on
the importance of standardization for the research process [25].

In 2018, Hagmann presented the PHAIDRA repository from the University of
Vienna, which stores long-term digital data from scientific research in an environ-
ment with sustainable standards. Thus, the author considers PHAIDRA ideal for storing
archaeological data, such as the data collected at Sítio Molino San Vincenzo in Tuscany,
Italy. TheUniversity ofVienna has been carrying out archaeological investigations on the
site since 2012. There is data collected in digital and analog format. These are scanned
for further processing. The author emphasizes the use of information and communica-
tion technologies (ICT) in the archelogy, which is a prerequisite for generating digital
data in archeology [26].

Returning to the year 2019, Lathi et al. present the project Bibliographic data science.
They analyze the science of bibliographic data as a study that derives from the area of
data science. The Finnish and Swedish National Bibliographies (FBN and SNB), the
English Short-Title Catalogue (ESTC), and the Heritage of the Printed Book database
(HPBD) are used for the analysis. These bibliographies cover more than 6million entries
for printed products in Europe and elsewhere. According to the authors of this study, it
is possible to demonstrate, through a qualitative approach, the history of the book [27].

According to the authors, efforts for large-scale automated harmonization can
improve overall reliability and commensurability between metadata collections, com-
plementing LOD and other technologies that focus on data management and distri-
bution. Bibliographic data science aims to fill an important gap in the area since
many bibliographic metadata present inaccurate entries, collection bias, and missing
information.

For Anglada (2019), Digital Humanities are a movement that affects information
centers’ life and evolution. According to the author, society is approaching when what
is not on the network is no longer important, so libraries and documentation centers
must shift their attention to the document so that it has easy access. Besides, the author
suggests promoting citizen participation, as is the case with the following initiatives:
Prado Museum Collection, the Transcribe Betham project, the eBird project and the
Literali Catalã Map [28].

The author suggests that it is possible to clearly observe the effects of open science
on the Digital Humanities since researchers need digital objects to be accompanied by
information about the processes that made them readable by the computer to be shared
and reused by different groups later.

Stiegler and Klug (2019) exhibit the Konde Project (an acronym for Kompeten-
znetzwerk Digitale Edition), which defines the prerequisites for establishing a platform
digital editions, which aims to develop and preserve cultural heritage. The authors claim
that digital editions are a product of the digital discipline of Humanities. Computer-
aided methods are used to create, research, and disseminate publications from reliable
scientific sources [29].

With the Konde project, Austria intends to become a leader in innovation in digital
publishing. To this end, it relies on the participation of researchers and professionals from
libraries, archives and museums to strengthen research centers and effect collaboration
between participants.
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Memória deTodos is the programpresented byRollo (2020) and aims to promote her-
itage education, literacy, digital skills development, and the democratization of access to
historical research tools and promote the collection, sharing, and preserving ofmemories
and testimonies [30].

For the author, theDigitalHumanities comprise the use of tools, information research,
organization, content storage, or even the programming and use of databases or comput-
ing tools in their entirety. However, these skills are scarce in the humanities community
itself. Also, according to the author, digital has brought a series of opportunities to expand
the contents, especially the immaterial contents that can be registered and preserved for
future generations.

The authors Ferla, Lima and Feitler present the Projeto Implementação da tecnolo-
gia de Sistemas de Informações Geográficas (SIG) technology in historical investiga-
tions (2012–2013) and the Pauliceia 2.0 Project that explore the possibilities of geo-
technologies in historical investigations. These studies were developed by Grupo de
Pesquisas Hímaco – História, Mapas e Computadores and had the participation and sup-
port of the Núcleo de Acervo Cartográfico do Arquivo Público do Estado de São Paulo
(Apesp) [31].

In addition to the previous projects, there was also the Project’s development for
the evaluation and editing of entries in the Wikipedia Virtual Encyclopedia, carried out
during the disciplines of Modern History I and II of UNIFESP, in which it was proposed
to change the entries in Wikipedia. This project supported the Brazilian team linked to
the Wikipedia Foundation, which offered lectures and provided guidance on the first
steps for editing the content.

To include the Pauliceia 2.0 project within the scope of open science, the project was
presented in 2017 in the auditorium of theArchive of the State of São Paulo and proposed
to discuss, receive criticisms and suggestions. Besides, this moment was used to request
empirical material to support the computational codes’ tests. In October 2018, a new
presentation was made to present the platform’s beta version, in which the community
was invited to help with the tests.

The authors Baum (2017), Steinerova (2018), and Knöchelmann (2019) that address
Digital Humanities and Open Science but do not use projects for the foundation will be
addressed from this point on.

Baum (2017), in your articleDigital gap or Digital turn? It addresses literary studies
and the digital age. For the author, digital has brought a series of advantages since, in
digital environments, codes, scripts, and annotation decisions can be disseminated and
even discussed and revised more easily through versioning. However, the author also
brings up crucial issues such as the gap between first and third-world countries caused
by technologies and socioeconomic issues, such as ethnicity, gender, nationality, and
education, which include access to digital literacy [32].

In the context of open science, Baum (2017) states that the ability to connect research
itself does not prove that everything presupposes digital processes or that everything is
subordinate. Mainly because there are some issues imposed by digital that are difficult
to reflect in the analog environment due to its high technical complexity, which requires
digital expertise and collaborative work in this sector. According to the author, the term
Open Science groups strategies and processes that aim at the digitalization opportunity



168 F. Führ and E. Bisset Alvarez

to make the components of the scientific process accessible and reusable, that is, to bring
new opportunities for science, society, and business.

Baum (2017) notes that literary studies are a major challenge for open science. It is
a vast and heterogeneous field with various authors and several individual researchers,
working groups, institutions, funding agencies, publishers, internet providers, and the
networked public. Thus, open access to specialized scientific literature should be
allowed, ensuring that it can be referenced and cited, in addition to promoting new
forms of specialized communications and the recognition of collaborative research and
publications.

In the articlePerceptions of the information environment by researchers: a qualitative
study (2018), Jela Steinerova seeks to understand how to research and academic practices
represent a challenge for improving information services and information infrastructures.
In her research, the author sought to identify the perceptions and uses of open access and
open science resources by researchers. Steinerova identified that researchers consider
open access advantageous, mainly due to the increase in citations and publication speed.
Still, they also express concerns about commercial influences and evaluations of digital
publications [33].

Steinerova also noted that many researchers agree with European open access poli-
cies, while others fear the lower quality of digital publishing. Transparency and open
access were identified as factors of open science and participation, collaboration, peer
networking, and information sharing. Technological determination has been identified in
the big data sciences, such as astrophysics, physics, genetics, and others. In the Human-
ities, the development of digital libraries and archives in cultural heritage was observed.
Besides, other open science factors were mentioned, such as policies, evaluation of
results, access to data, and publication.

According to Steinerova’s research, researchers’ social networks share data, infor-
mation, and publications. Open science was perceived as an advantage, especially open
access sources, in addition to interdisciplinary cooperation and advertising. Still, gaps
were also observed in the coordination of open science and access to publications and
data and concerns about commercial influences and access to finance.

Marcel Knöchelmann, in his article, Open science in the humanities, or: Open
humanities? (2019) states that open science has deficiencies in addressing the humani-
ties, so it is necessary to think about a discourse on open humanities. For the author, the
arguments for the need for this discourse are: the humanities are a by-product of open
science, as they do not have their own discourse; the fragmentation of discourses about
open practices in humankind requires a unification of these discourses and, mainly, the
inadequacies of current scientific communication practices, since there are differences
in the communication practices of scientific and human disciplines [34].

According to Knöchelmann the term open humanities has been used previously, but
that does not mean an open humanities discourse. For the author, the importance of an
open humanities discourse brings together thinking that the humanities need to be open
to the transfer of interdisciplinary knowledge, especially concerning digital humanities;
Humanities also need a transdisciplinary space in which to shape their digital and open
future, working to open up their practices, problems, and implementations. Another
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issue pointed out by Knöchelmann concerns the use of copyright licenses since they are
important for the authorship’s progressive understanding.

3.3 Emphasis on Open Science

Some articles in the corpus emphasize more than others some characteristic aspects of
open science. These aspects will be addressed in this session.

Basset, Di Giorgio, and Ronzino (2017) emphasize that because it is a project of
Program Horizon 2020, data management should be concerned with meeting the FAIR
principles (Findable, Accessible, Interoperable, Reusable); that is, the data must be
traceable, accessible, interoperable and reusable. Thus, the projects financed by the
Program must implement a Data Management Plan (PGD) to improve and maximize
access and reuse of the research data generated by the project.What reinforces the actions
of the European Union for the circulation of knowledge.

The authors state that the PGD PARTHENOS model is divided into three levels: the
first level includes a set of essential general requirements, regardless of the discipline;
the second level includes specific requirements, and the third level is project-based.
To assist in completing the PGD, a set of instructions for specific disciplines will be
provided. According to the authors, the PGD PARTHENOSmodel allows researchers to
freely access, mine, explore, reproduce and disseminate their data and identify the tools
needed to use raw data and validate research data, or to provide their own tools, taking
a significant step towards the realization of open science.

Wuttke, Spiecker, and Neuroth (2019) emphasize the FAIR principles and the values
of Open Science, increasing the cooperation between the existing research infrastruc-
tures, stimulating the exchange of both technical and semantic standards, and expand-
ing the disciplinary boundaries, making that the discussions come out of the walls of
the scientific communities and start to involve representatives of data centers, memory
institutions, and research associations. According to the authors, these actions are an
important contribution to the European Open Science Cloud (EOSC), which aims to
be an environment in which researchers can store, analyze and reuse data for research,
education, among other purposes. others.

According to Hagmann (2018), PHAIDRA is based on the Fedora Commons Repos-
itory and presents information on authorship, licensing, historical research framework,
among others. In addition to including more detailed versioning, classification and cate-
gorization information. All objects and collections have persistent identifiers (permanent
link, handle, and DOI), making it easier to quote. All of these actions allow data to be
reused. Besides, data records receive a Creative Commons Attribution 4.0 International
(CC BY 4.0) license concerning free and open access whenever possible.

For Lathi et al. (2019), LOD represents a crucial step in making the most of digital
resources by integrating web sources and open and reusable metadata.

According to Anglada (2019), the Open Science movement makes science faster,
more accurate, and reusable. For the author, there are three criteria for making Open
Science, it must be open, collaborative, and made with and for society. According to
the author, what is observed is that the Open Science and Digital Humanities movement
are a reflection of the profound changes in the investigation and research processes.
Thus, it is not a matter of making more scientific dissemination than establishing new
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relationships between people and science. Citizens can not only be interested in science,
but they can also contribute with their participation and contributions.

Stiegler and Klug (2019) state that the KONDE project has a consistent orientation
towards Open Science (Open Access, Open Data, and Open Source). The project also
guarantees long-term and free access to research data and allows laypeople to be actively
involved, if necessary, and scientifically, if indicated, in the sense of addressing citizen
science.

According to Rollo (2019), open science has enormous potential for transformation,
especially concerning the Digital Humanities work, since it widens the interconnections
between the humanities and society. According to the author, open science focuses
not only on open access, open innovation, citizen science, but also on the challenges
of archiving and storage, preservation and curation of data, and digital information
produced on a large scale society.

3.4 Challenges for Open Science

In 2014, Wells et al. emphasized that the financial issue is a source of concern, as the
financing of public goods, such as open data, usually requires public or philanthropic
support. The authors also point out that the project’s financial sustainability requires
lawmakers to understand that databases are America’s national heritage.

Another challenge mentioned by Wuttke, Spiecker, and Neuroth (2019) is the large
volume of data, tools, and digital methods that have not yet been adequately addressed
by scientific communities. The authors also emphasized that communities and project
participants have deficits regarding the FAIR principles and the EOSC concept.

Hagmann (2018) describes as a challenge the great diversity of data and obsolete
supports. Thus, the challenge is to make these archaeological data available sustainable
through effective long-term archiving. For this, the datamust be saved in formats suitable
for archiving, which allows the development of future research and the preservation of
this data.

Lathi et al. (2019) emphasize that the lack of open data availability is a major bot-
tleneck for bibliographic data science’s transparent and collaborative development. Fur-
thermore, they criticize, in a way, the term open science because, for the authors, this
terminology is not concerned with the humanities but with a grouping of scientific
disciplines.

4 Conclusion

Although the Budapest Declaration dates back to 2002 and the open science movement
was driven by it [35], publications were found that relate Digital Humanities to open sci-
ence only from2014. For the volume of publications only in 2019, greater expressiveness
was observed in the number of publications.

The languages with the largest number of publications are English and German, with
5 publications, andAustria is themost productive countrywith 3 publications. Regarding
Qualis Capes, of the 6 journals that appear on the Qualis list, 4 fall into stratum A.
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It was hoped that the use of the text miner would show the relationship between
digital humanities and open science, but this was not the case. In the analyzed corpus
(groupings of texts in German, Spanish, English and Portuguese) many times not even
the relationship between the humanities and the digital was evident. This may have
occurred because the number of keywords retrieved was small (around 15 results) or
due to some other unidentified error in the tool.

Regarding open science findings, the importance of the Data Management Plan
(PGD) became evident. For a PGD to be well prepared, there must be documents that
guide the researcher, in the different phases of each project, regarding the preparation
of a PGD for each area of knowledge, since each area has different specificities.

The standardization of metadata, the use of software that allows versioning of
research data, the adoption of permanent links, the attribution of Creative Commons
licenses, and, above all, thinking that the data generated must meet the FAIR principles,
or that is, data needs to be localizable, accessible, interoperable and reusable, facilitating
and making open science possible.

Besides, the creation and development of communication materials, the provision
of training aimed at training researchers and citizens, and the collaboration of profes-
sionals from different institutions with different backgrounds combined with citizens’
participation create a favorable environment for the valorization of open science.

The valorization of open science extends to the spaces that this physical and dig-
ital heritage occupies. It expands the importance and gives visibility to the spaces for
guarding and preserving memory, such as libraries, archives, and museums. Spaces
for education, property protection, democratization, collection, sharing, and memory
preservation. Essential spaces for the humanities and the advancement of science.
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Abstract. Health emergencies contribute to a greater sharing of research data
among the scientific community, however, there are other factors that can influ-
ence researchers to share or retain their data. The objective is to identify the
factors that can influence the perception and attitude of researchers in sharing
data sets. The specific objective was to present a framework with the identified
factors. Documentary and exploratory research using the method of content anal-
ysis and application of the institutional theory, the theory of planned behavior and
the research model for data sharing behaviors. The data revealed that indicators
of the Cognitive, Normative, Career, Resources and Social pillars influence the
perception and attitude of sharing data. It is hoped that the results will allow a
perception of the factors that influence researchers to share their data.

Keywords: Research data sharing · Data management · Open Science

1 Introduction

The pandemic caused by Covid-19 motivated the collaboration between agents of the
scientific community to share data and research results for the diagnosis, treatment,
and development of vaccines with the efficiency that the situation requires. These
resources were published in preprints, journals, institutional pages, and open access
data repositories.

In the health area, two dimensions of interest can be perceived: social and com-
mercial. Health is a sensitive and strategic area for society living with intense market
potential, profitable and competitive, supported by a structure marked by patrimonial
law (patents; publication in high impact journals) as well as by moral law (quotation,
recognition, and prestige among peers) [1, 2].

In this scenario, premises such as open science and open access to research data
contributed to the acceleration of discussions and collaborations by the scientific com-
munity. Open Science is an international movement of scientific practice based on open
publication, open metadata, open data, open source, open educational resources, open
peer review, impact and open metrics, open repositories, including data repositories,
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under FAIR Principles (Findable, Accessible, Interoperable, Reusable). This movement
provides the enhancement of the reproducibility of science, greater transparency of pub-
lic funding, reuse of data in line with society’s needs, considering the ethical and legal
aspects [1, 3–5].

Open Science seeks to promote the transformation, openness and democratization of
science and research. It is a complex concept that requires the adoption of new practices,
data sharing and research results, which requires a change in the culture of the actors
involved and the behavior of researchers in relation to the development of research, thus
enabling the expansion of social and innovation impact [6, 7].

The presented context reinforces the relevance of the collaboration between agents
of the scientific community, but also the conflicts and benefits that can emerge with the
sharing of data and research results.

It is necessary to identify the different factors that can influence researchers to share or
retain their data sets, which include, but are not limited to, institutional, cultural, ethical,
social and personal. Data sharing contributes to increasing the transparency of research
and, consequently, the credibility of its results, as well as maximizing the replication of
data, accelerating scientific collaboration, testing different hypotheses, reducing costs,
increasing citations, among other benefits. Once the data is retained, the benefits are not
enjoyed.

The general objective of this article was to identify factors that can influence the
perception and attitude of researchers to the act of sharing data sets, also proposing a
framework with the identified factors.

To achieve the objective and support this discussion, the e-cienciaDatos repository
was analyzed. It is a data repository resulting from the cooperation agreement between
libraries in the Community of Madrid composed of six universities: Universidad de
Alcalá, Universidad Autónoma de Madrid, Universidad Carlos III de Madrid, Universi-
dad Politécnica de Madrid, Universidad Rey Juan Carlos and UNED, members of the
Madroño Consortium.

This research presents an initial view of the institutional, cultural and individual
factors that can influence the researchers’ perception of data sharing and their attitude
between sharing or retaining their data sets.

From the results of this study, it is expected to contribute to the enrichment of theoret-
ical discussions about factors such as institutional demands and individual perceptions
that can instigate or inhibit the attitude of sharing data sets. The results can also be con-
sidered in the training of researchers and in the dissemination of products and services
on data management.

2 Methodological Procedures

This article uses documentary research of a descriptive nature, inwhich laws, regulations,
manuals, guidelines, audiovisuals, infographics, statements and reports made available
by the Madroño Consortium and its libraries, as well as questionnaires and interviews
applied to four librarians who work in the repositories. The questionnaire was composed
of 30 questions, 20 of which were closed and 10 open, the last ones following as a script
for the interview. The questions addressed aspects of the activities performed with data
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management and its life cycle, as well as the competencies and skills required to work
in the repositories, both in technical services and in user support and training. The
documentary analysis was performed between the months of January to May 2020.

With the application of the Content Analysis method and the Categorical Analy-
sis technique, six categories were defined: Cognitive, Normative, Regulatory, Career,
Resources and Social. Then, for each category, thirteen indicators were identified that
made up a framework [8–10]. The definition of the indicators was defined a posteriori.
In order to have reliable categories and indicators for measuring and benchmarking, the
search for them was conducted on themes, concepts and characteristics of the research
universes. The selection and delimitation of the indicators and categories was supported
by the Institutional Theory [11] Theory of Planned Behavior [12] and theModel for data
sharing behavior.

3 Framework for Data Sharing Perspectives and Attitudes

Institutional Theory comes fromsociological and organizational studies and helps to con-
nect different factors intertwined with institutions, infrastructure and people, in addition
to pointing out how actors perform acceptable behaviors to be legitimized in the face of
institutional pressures [11, 13].

The Institutional Theory contemplates three pillars [11] that served to define the
categories and organize the indicators selected for analysis. The three pillars are:

• Regulator: establishes rules, inspects them and establishes rewards or punishments in
an attempt to influence future behaviors.

• Normative: introduction of the prescriptive, evaluative and mandatory dimension in
social life, specify how its basic elements should be realized, defining legitimate
meanings to the values and rules adopted.

• Cognitive: presence and interaction between the actors, internalized understanding of
each actor based on his interpretation of the social reality in which he participates
together with the active cultural system.

The Theory of Planned Behavior (TPB) is “[…] a theory designed to predict and
explain human behavior in specific contexts […]” pointing as a factor to center that there
is “[…] the intention of the individual to perform a certain behavior.” [12].

The Theory of Planned Behavior presents a clear relationship of how an individual’s
attitudes, subjective norms and perceived behavioral controls influence his behaviors,
mediated by behavioral intentions [12, 14]. A central factor in the Theory of Planned
Behavior is the individual’s intention to perform a certain behavior [12]. It is notewor-
thy that the performance of a behavior is a joint function of intentions and perceived
behavioral control.

The Data Sharing Behaviors research model for scientists is a model proposed by
Kim (2017) which, according to the author, presents an extensive map of data sharing
behaviors of scientists [13]. To support his model, the author used as a basis Scott’s
Institutional Theory and Ajzen’s Theory of Planned Behavior. The model explains how
scientists decide to share their data and how the factors that involve sharing differ in
different forms of behavior.
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The elaboration of the framework presented in this research results from the
contribution of the combination of these three theories.

4 Results and Discussions

Data analysis, using the Categorical Analysis of the Content Analysis method and based
on the theories presented, resulted in the identification of six categories: Cognitive,
Normative, Regulatory, Career, Resources and Social, and 13 indicators: Cultural, Data
Management Plan (DMP), Open Science, FAIR Principles, Funding agencies, Repos-
itory, Rules and Laws, Benefits, Risks, Efforts, Support from librarians, Benefits to
society and Ethics, which made up the framework presented in Fig. 1.

Fig. 1. Data sharing perspective and attitude framework

As illustrated in Fig. 1, the framework is made up of three dimensions: Institutional
Dimension; Analysis Dimension; Researcher Dimension.

The Institutional Dimension is based on Scott’s Institutional Theory (1995) being
composed by the Cognitive, Normative and Regulatory categories, forming the pillars
of this dimension and include the indicators:

• Cultural: points out the relationship and interaction between the actors at institutional,
national and international level, highlighting the organizational system and social life
with the rights, rules and responsibilities;

• Data Management Plan (DMP): document requested by funding agencies and which
articulates aspects of data management by researchers;
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• Open science: encompasses open scientific practices and changing the behavior of
researchers related, among other aspects, to open data sharing;

• FAIRPrinciples: guidingprinciples inwhich they establish and regulate theprocedures
so that the meta (data) are Findable, Accessible, Interoperable and Reusable (FAIR),
in addition to requiring changes in terms of culture and research practice;

• Development Agencies: their guidelines are being articulated according to institu-
tional and social needs, involving the establishment of rules and how they should be
applied;

• Repository: formulates policies and guidelines related to data management, con-
ducting data sharing behavior and articulating the demand for other elements of the
proposed theoretical model;

• Laws and Norms: related to the researchers’ understanding of the legislation and
regulations of international management spheres, their country, the university and the
repository.

The focus of the analysis of the framework is the Analysis Dimension, where the
researcher is. The Analysis Dimension is based on Ajzen’s Theory of Planned Behavior
(1991) with the perception and attitude of sharing data from researchers in which they
are structured according to their context of performance, interweaving all 13 identified
indicators [12]. It has two dimensions of analysis:

• Perception: corresponds to the resources and opportunities available to the researcher
that impact his intentions and actions and will dictate the probability of sharing the
data sets; researchers’ perception of the ease or difficulty in carrying out the behavior
of interest;

• Data sharing attitude: corresponds to behavior, the act of sharing your data sets.
After assessing and perceiving the advantages and disadvantages of the scenario and
the social and institutional pressures, the researcher decides between the available
alternatives.

The Researcher Dimension is based on Kim’s Data Sharing Behavior model (2017)
[13] with the Career, Resources and Social categories composed of the indicators:

• Career Benefits: are the benefits perceived and expected from the sharing of data
resulting from the researcher’s work;

• Career Risks: are the risks perceived in the process of sharing your data;
• Career efforts: are the activities, time and energy spent on managing the data and
preparing it for sharing;

• Support from Librarians: corresponds to support from librarians in data management,
working with repositories, training researchers and guiding researchers on their data
needs;

• Benefits for Society: it is in line with the needs of making data available for the agility
to support a certain demand from society, speed in situational analysis and decision
making. It includes the scientific community as it contributes to maximize the reuse
of data;



Research Data Sharing 179

• Ethics: indicates the set of values of an area of knowledge and its appropriate behavior
or not along with the duties, principles and norms that are compatible with the groups
of researchers in their context.

The results show that the framework is suitable for explaining the data sharing
behavior of researchers in various fields of knowledge. The framework is going to val-
idated with application to university researchers. It can serve as an instrumental tool to
quantitatively measure effects in specific researcher populations or environments.

5 Final Considerations

This article presents theoretical and practical contributions to the study of institutional
and personal factors that can influence researchers in sharing their data sets. A framework
of factors that could potentially influence the attitudeof researchers in sharingor retaining
their data sets was developed and presented. The composition of these factors considered
elements such as: career, resources, cognitive perceptions, normative and regulatory
issues, and social aspects.

The presented framework provides a scenario of basic factors of probable influences
that can instigate or inhibit researchers of the various areas of knowledge. Therefore,
this study aims to contribute to the direction of future studies on various aspects of data
management.

The perception and sharing attitude of researchers may change depending on their
region of operation, policies, institutional norms and characteristics of their community.
It is likely that studies of the same nature will find different indicators, highlighting the
intrinsic particularities of each social context.
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Abstract. The present research analyzes the dilemma faced in Brazil about the
criminalization of fake news disseminated mainly on social networks. The growth
of social networks use around the world promotes more skillful ways of commu-
nicating and spreading true or false information in the information society. The
objective of this study is to examine the trend of fake news spreading, coined by
fake news, and the reaction of Brazil seeking to stop this dissemination through a
criminalization process, as a way to confront this phenomenon. This study inves-
tigates effects of fake news around the world including Brazil, seeking to exam-
ine social changes and the role of Brazilian government in confronting this phe-
nomenon. In Brazil, this battle starts even before a criminal process, as it begins
in the criminal investigation carried out by the Brazilian police. However, it is
through criminal proceedings that Brazil solves conflicts that arise from criminal
conduct defined by law. The dilemma is that no Brazilian law considers fake news
crime. In addition, the relationship between the information society and the spread
of fake news on social networks is addressed in the research, bringing a reflection
about freedom of speech and maintaining the individual responsibility of each
individual. Aspects about the challenges of police investigation concerning fake
news effects were addressed taking into consideration the issue of related crimes
commited on social networks, such as copyright infringement and defamation,
benefiting from the reach of information on digital communication networks.

Keywords: Fake news · Police investigation · Criminalization

1 Introduction

The social transformations that have outlined the current information society especially
due to the evolution of technological development encourage Brazil to reflect on changes
in procedures, aiming to adapt itself to aspects of the new scenario that has been built
from these social transformations. Technological development has been an important
lever for these changes.

Social networks are an open space for exposition of opinions and manifestations of
thought in general. It transports a large volume of information on the communication
networks, which is rapidly renewed due to this volume. The freedom of speech is an
important rightwarranted in democratic countries. At the same time, protecting themoral
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integrity and inviolability of constitutional guarantees are duties of the State and in the
case of Brazil ensured in its Constitutional Charter.

This study examines these social transformations and the mobilization of the State to
outline its role given the effects of these transformations. Faced with the phenomenon of
fake news, Brazil faces the dilemma of criminalizing fake news disseminated mainly on
social networks. The law proposal of turning fake news into criminal act is ongoing in
the Brazilian parliament [1]. About Brazilian police’s work activity, the modernization
of police investigation procedures and techniques and the criminal process is an urgent
need to engage in the fight against fake news.

These transformations in the information society brought changes in social habits
especially about advertising in public spaces such as social networks. With this portrait
of transformations the effects produced by them came, among them the emphasis on
individuality, that its fluid characteristic was labeled as modern and liquid [2].

The awakening of the world by a sort of thirst for knowledge coming from the
information absorbed deep in what was conventionally called modernity. Many social
transformations resulting from the confrontation with the possibilities of knowing, por-
tray amodern societymarkedlymodified by the reality of a post-war environment,which,
as described by Bauman [2], was follow by unprecedented growth in which wealth and
securitywere established.He also states that in this “fluidworld” individuals can exercise
their freedom of choice.

A democratic country has to deal with possible conflicts between modern liquid
behavior and the limit of individual freedom. In this context, there are legal instruments
that act to safeguard the maintenance of collective public order, such as the application
of a temporary or preventive prison sentence.

Among the challenges examined, the question of copyright, which ends up being
violated in various ways and constantly threatened by new means of improper dissem-
ination, characterizes a related crime, that is the crime of piracy. The evolution of how
intellectual creations were made available brought more modern means of publishing
works, but it also brought problems of copyright.

Among the list of challenges, perhaps the main one is the phenomenon of fake
news, and how this phenomenon is affecting both direct freedom of speech and the
inviolability of the individual’s moral integrity. In addressing the theme manifestations
of the country’s authorities on the subject are seen. Some public security initiatives
are presented, specifically regarding the modernization of criminal investigation, which
aims to combat cybercrime.

Throughout the Internet, wide dissemination of documents, images, audios, and
others are launched across borders. According to Castells [3], “what characterizes the
current technological revolution is not the centrality of knowledge and information, but
the application of this knowledge and information, in a feedback loop”.

The information technology revolution [3], does not refer only to the volume of
information and the speed that its reach has demonstrated, but to how much knowledge
has been produced from the expansion of information. This is a discussion about the
migration from an information society to a knowledge society. What to do with the
information is the object of social debate nowadays.
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2 Methodology

This research has exploratory nature. It seeks to examine social changes and the role of
Brazilian State struggling with the challenges of the information society arising from
these transformations, such as fake news. Thework followed themethod of bibliographic
research, having started with consultations on the Scopus andWeb of Science databases,
between the years 2018 and 2020, in Portuguese and English, in addition to published
literary works, thus seeking to approach the theme and identify important facts for the
analysis of the study. The second step was the examination of literary sources that
address the proposed theme, and with that constructed the review of the study literature.
Another step was to analyze research information that shows the incidence of fake news
in the world, and also analyze the draft law in Brazil which is an initiative aiming the
criminalization of fake news in the country. On the final, step the final considerations
were present.

3 Fake News as a Manipulation Tool

The spread of fake news has no boundaries. Fake news occupies a place of concern around
the world. This section discusses the problem of fake news worldwide and Brazil.

3.1 Fake News in the World

The discussion about fake news is present in democratic countries. The global movement
called Transparency International published the Global Corruption Barometer - Latin
America and the Caribbean [4], where it discusses citizens’ opinions and experiences
related to corruption.

This survey was carried out between January andMarch 2019, with over 17 thousand
people, and presents issues concerning the fight against corruption in 18 countries.One of
the survey’s questions asked participating people if they thought corruption had increased
in their countries in the past 12months.Half of the countries had rates above 50%.Table 1
shows which countries were those:

Table 1. Countries with higher than 50%.

Countries Percent

Venezuela 87%

Dominican Republic 66%

Peru 65%

Trinidad and Tobago 62%

Panama 56%

Brazil 54%

Chile 54%

Honduras 54%

Colombia 52%
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The countries that were below this index were: Argentina (49%), Costa Rica (49%),
Jamaica (49%), Guatemala (46%), El Salvador (45%), Bahamas (45%), Mexico (44%),
Guyana (40%) and Barbados (37%). The theme of this requirement dealt with the rising
sensation of corruption. One of Barometer’s published findings is that the spread of fake
news during elections is one of the causes of political corruption.

The Global Corruption Barometer brings in its first recommendation two points that
have been appearing together in discussions around the world: elections and fake news.
It proposes the defense by the integrated police in elections and control of fake news, as
an anti-corruption and democracy-strengthening measure.

Hendricks and Vestergaard [5] present fake news as an old phenomenon, mentioning
the visit of Benjamin Franklin to Paris in 1782, one of the leaders of the American
Revolution, to negotiate peace between England and the USA. He says that Benjamin
Franklin published a false report to mobilize public opinion in England and Europe. The
author presents fake news as a weapon to gain political power and advantages.

The concern with the dissemination of fake news has taken the peace of the world by
the fact that this practice interferes in the elections of the countries. Faustino [6], points
to the 2016 US elections as a great example of the spread of fake news. The author states
that the spread of fake news on social networks was responsible for the final result of
that election.

Faustino [6] points out the use of fake news as a political tool, whose objective
is the manipulation of public opinion, through social networks. To control the spread
of publications that violate rights, the United States of America counts on the Digital
MillenniumCopyright Act (DMCA). This regulation allows the removal of content from
the Internet that violates copyright, fake news and others.

The application of the DMCA takes place under the pressure of strong criticism,
as it is compared to a form of censorship. The 1996 Telecommunications Act exempts
Internet service providers from blame for content generated by customers.

Another example of fake news was during the period of the great earthquake in
eastern Japan, a lot of fake news were spread on Japanese Twitter [7]. During the 2017
German election, several false stories circulated on social media [5]. These stories were
polarizing and worked fostering division and distrust.

The United Nations Development Program (UNDP) published a report on its portal
that deals with “Accountability in the era of ‘disinformation’: going beyond transparency
inLatinAmerica and theCaribbean” [8].According to this report, the intentional creation
of the dissemination of false information promoted the breaking of the information value
chain in Latin America and the Caribbean. Many of these cases are related to facts
produced intentionally in the field of politics.

3.2 Fake News in Brazil

Accordingly to a research released by the Brazilian Federal Senate social networks
are responsible for influencing the vote of 45% of the population [9]. The research
points out that the contribution in influencing opinions comes from technological tools,
such as Facebook, WhatsApp, YouTube, Instagram, and Twitter. The result released in
this survey indicates that citizens are aware about the fake news problem, but 47% of
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Brazilians agree that it is difficult to identify the veracity of information coming from
social networks.

Galhardi et al. [10] concluded in their study that WhatsApp is the main channel
for sharing fake news, followed by Instagram and Facebook. Also according to these
authors, the phenomenon of fake news in Brazil during Covid-19 contributes to discredit
science and global public health institutions. This study reports the contribution on the
use of the Eu Fiscalizo smartphone app, created by researcher Claudia Galhardi, from
the National School of Public Health, of the Oswaldo Cruz Foundation (Fiocruz) to face
fake news in the contexto of the Covid-19.

Fiocruz is a public foundation linked to the Brazilian Ministry of Health. The launch
of Eu Fiscalizo had the objective of simplifying communication between society and
the government in the face of the proliferation of fake news in the media, especially in
social networks.

For Faustino [6], the 2018 elections in Brazil suffered from the same problem as the
North American elections in 2016. He states that in the 2018 presidential election there
were several instances of fake news involving the two main candidates of that election
Jair Bolsonado and Fernando Haddad. The Brazilian Electoral Court in some occasions
in these elections determined the withdrawal of content with the dissemination of fake
news.

Electoral disputes in Brazil always seem to be on the rise. Internet publications were
collected on operations carried out by the Brazilian Federal Police whose theme was
elections. In this search, 87 operations were found between 2010 and 2017. Table 2
presents these findings.

Table 2. Brazilian Federal Police operations on elections.

Years Operations Prisons Deponents

2010 2 5 0

2012 3 0 6

2013 1 0 0

2014 3 3 38

2015 3 3 0

2016 52 69 89

2017 23 14 11

The content of Table 2 shows the growth of Federal Police operations over the years.
This survey also shows an increasing number of arrests and people carried along to
provide further explanation.

In a survey conducted by the Ipsos institute in 2018 [11], 62% of interviewed Brazil-
ians admitted to having falsely believed that a news report was real until they discovered
it was false. The world average for this item is 48%, which means that Brazil is above
the average.
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When asked if people upon hearing the term “fake news” think that these are stories
inwhich themedia or politicians only choose facts that support their side of the argument,
the answer was only 25%. This index contradicts the result of several surveys that point
to the elections as an open field for taking advantage of the use of fake news.

The Reuters Institute produced a report for the year 2019 [12] which gathers infor-
mation about fake news. According to this report, WhatsApp takes the place of the main
social network for exchanging news. In this survey, Brazil appears with 53% of those
who responded to usingWhatsApp as the main source of news and discussion, alongside
Malaysia (50%) and South Africa (49%).

All this information pointed out in research and news show that the concern with
the phenomenon of fake news dominated the agenda of countries worldwide. It was no
different from Brazil, which has also been reacting to the phenomenon.

4 The State’s Duty in the Information Society

Disinformation has a detrimental impact on society, such as diverting the focus of truly
important problems. Faced with a negative impact scenario that spreads violence, confu-
sion, and false accusations, it is important to find the role of the State in the information
society.

4.1 Context of Application of Police Investigation to Combat Fake News

In the midst of all these transformations in the era of the information society, there is
the investigation by police forces that must collect and analyze information from social
networks, to curb fake news to preserve collective rights. In Brazil, the product of this
investigation is Police Inquiry.

As is known, it is thanks to the technology that information produced in the world
has beenmultiplying. The growth in this volume of information is largely proportional to
social networks. For Faustino [6], social networks promote relationships by generating
bonds in cyberspace.

The society that the modern world has produced has given each individual its own
space of protagonism, where each one can plead their private interests. Along this path,
the challenge of achieving satisfaction is in constant flux. Consumerism is no longer
about the satisfaction of needs, but of desire [2].

In this context of striking individuality, responsibility is also present. Reflection on
freedom, which stands for both good and evil, reveals this coexistence that needs to
be conciliated. It is not a question of incompatibility or contradiction, but ambiguity.
There is an implicit limit, decisively imposed on individuality, freedom does not overlap
society [2].

It is exactly between individual freedom and the collective social order that the
invisible limit of the use of information lies, which goes beyond public and private. The
State, through police investigation, will act in the incidents that exceed this limit.

On the path to follow and technological evolution, or revolution, resulting from the
transformations caused by the information society, the Brazilian State has been seeking
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to update the form of its procedures. An example of this update is the creation of the
electronic process.

For Greco and Martins [13], from the point of view of the observer of the operator
in the field of law, it is not possible to predict the advances that may occur in the field of
technology in the following years. Although the work of these authors was published in
2001, the same observation is valid, as technology is constantly evolving.

It is in this context that information is collected and produced for police investigation,
that is, the information from the police investigation is, at least in part, the product of
the information society. The State must focus on social changes. It is up to the jurist
to monitor the economic and technological revolution to recognize the changes arising
from these transformations and be able to adopt all necessary measures [13].

4.2 Project to Criminalize Fake News in Brazil

Since 1995, there has been a consultative body in Brazil that acts in the integration of
Internet-related activities in the country. It is the Internet Steering Committee (Comitê
Gestor da Internet - CGI). Resolution CG 003/2009 originated from the CGI’s regular
meetings, which establishes ten principles related to internet governance in Brazil that
came to be known as “The Decalogue of the Internet”.

Brazil was already showing signs of concern with the regulation of principles for the
use of the internet in the country. Brazilian law 12/965/2014 is known as Marco Civil
da Internet (Civil Milestone law for the Internet). The previous launch of the Internet
Decalogue served as a solid source for the emergence of the Civil Milestone law for
Internet, which establishes principles, rights, and duties for the use of the Internet in
Brazil.

The phenomenon of fake news results in a great demand that spreads quickly thanks
to social networks. As previously seen, the WhatsApp application stands out among
those that most provide fake news in Brazil. The theme led the president of the Superior
Electoral Court (Tribunal Superior Electoral - TSE), Minister Luiz Fux at the time, to
highlight in a lecture at the International Seminar on Fake News howmuch fake news are
harmful to the democratic environment and, above all, to elections [14]. In his speech,
he added the intention of being absolutely tireless in the fight against fake news.

The Brazilian Federal Police presented at the Parliamentary Commission of Inquiry
(Comissão Parlamentar de Inquérito - CPI) the Tentacles Project, which is an internal
initiative to improve the efficiency of cases involving cybercrimes. According to this
report, in the case of this police investigation, Project Tentacles avoided up to 582 police
investigations [15].

During the 2018 Brazilian presidential elections, the Federal Police signed a part-
nership with the United States Federal Bureau of Investigation (FBI), with work carried
out in Brazil and the United States, to jointly investigate cybercrimes. This measure also
included combating the use of fake news [16].

At the end of 2018, the General Law on the Protection of Personal Data (Lei Geral
de Proteção de Dados Pessoais - LGPD) came into force, placing Brazil in the group
of countries that have their own legislation to defend the privacy of citizens. Faustino
[6] states that freedom of speech and privacy are two constitutional principles that are
complied with in the LGPD because it deals with personal data.
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When talking about the anonymity and identity of the people behind the publications
on social networks, Faustino [6] states that the Brazilian Federal Constitution guarantees
freedom of expression of thought, but prohibits anonymity. This statement is in line with
Bill of Law 2630/20.

Today, Bill 2630/20, which establishes the “Brazilian Law on Internet Freedom,
Responsibility and Transparency”, is under discussion in Brazil [17]. This project aims
to establish rules on transparency in social networks.

The draft of this bill several times mentions “untagged content”, referring to the
prohibition of anonymity in the dissemination of information. The text proposed in this
bill makes it clear that the objective is to make the source of any dissemination of news
identifiable.

In addition to providing for the responsibilities and duties of application providers
in combating disinformation, the original text of this bill provides for several penalties
for application providers. Table 3 presents some of these sanctions included in article
28 of the project.

Table 3. Penalties provided for application providers.

Items Sanction

I Warning

II Fine

III Temporary suspension

VI Exercise ban

The gradation of the sanction will depend on some factors, such as how serious the
fact is, whether it is a repeat offender, and the economic capacity of the offender. In
the final provisions, there is still a provision to insert in the Administrative Improbity
Law, Law 8,429/1992, the act of disseminating or competing for the dissemination
of disinformation, through inauthentic accounts, artificial disseminators, or artificial
disinformation dissemination networks.

Given this, the aforementioned bill deals with the criminalization of the spread of
fake news. This bill has already been approved in the Federal Senate. He is currently
awaiting agenda for discussion at the Chamber of Deputies.

5 The Problem of Fake News in the Supreme Court of Brazil

In March 2019, after becoming aware of offenses against the Supreme Court (Supremo
Tribunal Federal - STF) of Brazil, which is the highest Court in the country, the presiding
minister at the time, Dias Toffoli, opened the criminal inquiry (Inquérito Criminal -
INQ) 4781 [18], known as the Fake News Survey. The purpose of this investigation is to
examine mainly the existence of fake news, but also slanderous denunciations, threats,
and others.
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The opening of this criminal investigation in the Supreme Court was surrounded by
controversy, mainly because there was no indication of act performed that would pose
a real threat to the Supreme Court. This was the object of the lawsuit of Arguition of
Non-Compliance with Fundamental Precept (Arguição de Descumprimento de Preceito
Fundamental - ADPF) [18], which questions the legality of the STF president’s act. The
ADPF 572 was proposed by the political party named Rede Sustentabilidade.

Another question ofADPF 572was the fact that the investigation is not subject to free
distribution, as determined by the Internal Regulation of the STF itself. The president
of the Supreme Court directly appointed Minister Alexandre de Morais to conduct the
investigation. ADPF 572 has already been judged by the plenary of the Court and the
decision was based on the fact that the action was not applicable [18].

The controversy was not only restricted to political parties but extended to the Leg-
islativeBranch and even to civil society. The article “Senators criticize STF for validating
fake news inquiry” [19] demonstrates the scope of this controversy. According to the
article, senators criticized the fact that the SupremeCourt opened the case, being a victim
and judges of the Court itself.

Also according to the matter, for senator Marcos Rogério (DEM-RO), the initiative
of the president of STF is a violation of the accusatory system. The main feature of
the accusatory system is the separation between prosecution and trial functions [20].
Although the Supreme Court has repeatedly reaffirmed in its decisions the adoption of
the accusatory system, this has not been an obstacle to open an internal investigation
that the Court itself will judge.

It is important to remember that in Brazil, legal scholars differ in terms of the criminal
system adopted by the country. There are basically three systems of criminal prosecution:
inquisitorial, accusatory, and mixed.

In the case of Instituto Politeia [21], journalist André Borges Uliano also attacked
the initiative of the president of the STF, claiming that it was illegal. In this matter, five
reasons are presented that justify the opening of the investigation to be abusive. Table 4
presents these reasons.

Table 4. Reasons that classify the opening of the INQ 4781 in the Supreme Court as absurd..

Reason Justification

1 The purpose of the investigation is undefined

2 Minister’s appointment violates free distribution

3 Lack of Supreme Court attribution for the case

4 Opening in the STF violates the accusatory system

5 The investigation violates freedom of speech

The article was broadcasted with the title “Understanding why the investigation
initiated by Dias Toffoli is illegal” [21]. However, since the Fake News Inquiry was
opened by the Supreme Court, the many opposing positions were frustrated.
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This episode of fake news in Brazil essentially involves politicians who maintain a
blog profile to interact with their voters. There are also entrepreneurs involved in the
defense of candidates in which they provided support.

The discussion about the legality of the Fake News Inquiry also involved Brazilian
President Jair Bolsonaro. Speaking at a live broadcast on 05/29/2020 [22], President
Jair Bolsonado stated that the Supreme Court Fake News Inquiry is unconstitutional and
has no legal basis. The president argued that political allies were being targeted without
justified reasons, as a possible result of retaliation conducted by the Fake News Inquiry.

This episode gave the topic of fake news the ability to bring together the three
Branches (Executive, Legislative and Judiciary) of the Federative Republic of Brazil
around it with differences of opinion.

6 Initiatives to Combat Fake News

The spread of fake news has driven public institutions, governments, the press, and
various sectors of society to adopt measures to face this phenomenon. As a result,
initiatives have emerged to combat the spread of false information.

The initiatives involve the public and private sectors, in addition to civil society itself.
Given that fake news are at the center of discussion around the world, it may be that the
development of measures to combat fake news are evolving.

6.1 International Seminar “Fake News and Elections”

Aiming at the integrity of electoral process, but also at the freedom of speech, the
Brazilian Superior Electoral Court created the Consultative Council on Internet and
Elections at the end of 2017. This Council was created to develop research and studies
aiming at elections of the following year [23].

As a measure to combat fake news, the TSE signed agreements in 2018 with political
parties whose commitment was to promote an environment of informational health. TSE
also entered into partnerships with political marketing experts, intending to promote
transparency in elections.

In 2019, the Brazilian Superior Electoral Court promoted the second International
Seminar “Fake News and Elections” (the first Seminar took place in 2018). This 2019
event was supported by the European Union and brought together experts on the topic of
fake news. This meeting of experts, which includes political figures, lawyers, journalists
and academics, discussed contemporary themes such as electoral law and the limits of
advertising, as well as freedom of speech versus crime against honor.

The fourth panel of debates took place under the theme “Tools to fight back fake
news”. In this theme, some initiatives were mentioned, such as the Comprova Project
[24], designed to combat disinformation in an election year that works with the voluntary
participation of journalists checking the news on social networks.

The result in the 2018 elections, with three months of work, was to identify 147
rumors, where less than 10%were based on real facts. Another initiative is fact-checking
agencies (that verifies statements given to the press) and Debunking (checking material
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that has no origin). These agencies are affiliated and audited by the International Fact-
Checking Network (IFCN).

As seen in that Seminar, the use of open-source research techniques allowed the
identification of 404 profiles with traces of discrepancies concerning common Brazilian
accounts, such as accounts that tweet in another language, but in the electoral period,
they publish in Portuguese. In the discussions of this fourth panel, it was clear that the
evolution of tools to combat fake news involve the use of Artificial Intelligence (AI).

Among the actions of the Superior Electoral Court in the fight against disinformation
in the elections, the monitoring of social networks is one of them. This work was rec-
ognized by the Mixed Parliamentary Commission of Inquiry of the Brazilian National
Congress [25].

6.2 CNJ Fake News Check Panel

On the initiative of representatives of the National Council of Justice (CNJ), of the
magistrates’ associations and the superior courts and the press, in April 2019, the Fake
News Checking Panel was created to make the population aware about the dangers of
fake news [26]. With this initiative, each partner contributes to the project with the tools
they have.

This initiative was responsible for the campaign of using the hashtag #FakeNewsNo
in the dissemination of posts on social networks, in videos and texts. 2 million tweet
impressions were recorded in one month of this campaign. Other hashtags were used,
such as #FakeNews and #FakeNewsPerigoReal.

This project counts on the participation of the Brazilian citizen through the e-mail
fakenewsnao@cnj.jus.br. The result of this work helps to subsidize the content checking
of the Courts involved. The project’s interest is to expand the benefit to other Courts.

6.3 Coping with Fake News in Healthcare

In the midst of the coronavirus pandemic called SARS-CoV-2 which caused COVID-19
the world has to deal with the spread of fake news another evil that is also harmful.
Content related to fake news has taken up a lot of space on social networks. From false
allegations about governments and celebrities, to fake news that Microsoft’s co-founder
Bill Gates was behind the spread of the virus and that Italians accused the Chinese of
bringing the disease to their country. There is no truth in any of this information [27].
The misinformation about COVID-19 ranges from conspiracy theories as a biological
weapon in China, to information that coconut oil kills the virus [28].

InBrazil, theMinistry ofHealth has taken the initiative tomake available aWhatsApp
contact number to combat Fake News on health [29]. The initiative aims to collect
suspicious messages from the population. Thus, viral information will be investigated
by technical areas. After analysis, responses classified as false or true are published.

A count of 84 news reports were analyzed during 2020 and had already been released
by theMinistry ofHealth. The news is publishedwith the label “THIS ISFAKENEWS!”,
when it comes to fake news, and labeled “THIS IS TRUTH!”, when they are true. Among
this news, 79 were classified as fake news against 5 news classified as true [30].
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7 Final Considerations

This work addressed the aspects of the information society and its relationship with
technological evolution that allowed the expansion of the reach of social networks, as
well as the effects that resulted from this evolution. One of these effects is the main topic
addressed, namely, the spread of false information on social networks, already known
worldwide as fake news.

The analyzed information suggests that fake news may be having a detrimental
effect on elections worldwide, acting as an instrument of corruption. For this reason,
the spread of fake news has posed a threat to elections in democratic countries. This
problem requires the defense of political integrity and the democratic system itself.

The analysis also indicates that Brazilians are susceptible to the diffusion of fake
news, making Brazil a fertile ground for the spread of fake news. This study presented
several aspects of how this theme invaded the Brazilian daily agenda.

The clash over fake news that has been developed points to the criminalization of
the practice of spreading fake news. The edition of the Project of the “Brazilian Law
of Freedom, Responsibility, and Transparency of the Internet” is currently the main
initiative to regulate fake news. However, the outcome of this attempt to characterize
fake news as a crime is still uncertain, until the law proposal that is being processed by
the Legislative Branch is transformed into law.

If, on the one hand, Brazil does not yet have a law that typifies fake news, the
challenges of police inquiry in the information society examined in this study reveal that
there is an urgent need to modernize police investigation procedures and techniques. It
was seen that there are already initiatives in this direction, such as the development of
projects to deal with cybercrimes that makes work more effective and the building of
partnerships with other international bodies, as was done with the FBI.

Fake news has left an institutional crisis trail in Brazil among the Branches of the
Republic. The expectation is that by regulating a law to deal with fake news these
divergences are pacified. This research identified some government initiatives to combat
fake news. They complement measures to combat fake news and outline the role of the
State in this confrontation.

Measures to confront fake news have been taken around the world. In Brazil, govern-
ment institutions, the press, volunteer journalists, and even a portion of the population
have been engaged in this activity.
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Abstract. Probabilistic topicmodels are extensively used to better understand the
content of documents. Due to the fact that topic models are totally unsupervised,
statistical and data driven, they may produce topics not always meaningful. This
work is based on the hypothesis that, since LDA takes into account the number
of occurrences of words, we could affect the quality of topics by semantically
normalising the text, where each concept would be represented by the same word.
We can find a formal description of lexemes found in text using a knowledgebase
and extract the several forms ofmentioning a lexeme to normalize a corpus.We use
topic coherence metric, as it represents the semantic interpretability of the terms
used to describe a particular topic, to quantify the influence of semantic corpus
normalisation in topics. The first tests on the semantic normalisation framework
of texts showed prominent results, and shall be investigated in depth in future.

Keywords: Corpus normalisation · LDA · Topic coherence · Ontology · Natural
language processing

1 Introduction

Extracting useful information from large collections of text documents has becomemore
challenging in recent years.

Understanding and modeling the content of documents can be very useful in many
applications, such as information retrieval, natural languageprocessing (NLP), document
classification, text summarization, etc. [2].

The foundation in statistics and its capability to be extended and combined with
other models make probabilistic topic model one of the most used algorithms to deal
with these problems [2]. Topic modeling is a form of finding latent semantic structure
within a collection of documents, and probabilistic models, such as Latent Dirichlet
Allocation (LDA), have become the standard method employed [6, 20]. The intuition is
that pairs of descriptor terms that co-occur frequently or are close to each other within a
semantic space are likely to contribute to higher levels of coherence for a specific topic
[20]. LDAmodel has been criticized for favoring highly frequent, general words in topic
descriptors [20]. Due to the fact that topic models are totally unsupervised, statistical
and data driven, they may produce topics not always meaningful [2].
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Higher interconnectivity between information sources has the potential of increasing
the utility of information. By connecting unstructured information in text documents
with structured semantic data available on the internet, facts from this hugeWeb of Data
can be used to enhance several tasks such as information extraction [25], information
retrieval [27, 28], text classification [10], feature extraction [13], etc.

The goal of this work is to present the first results on a text semantic normalisation
framework. Our work was based on the hypothesis that, since LDA takes into account
the number of word occurrences, we could affect the quality of topics by semantically
normalising the text, where each concept would be represented by the same word. If
the same concept is represented by two different words in different texts, the algorithm
would probably struggle more to find coherent topics. We can find a formal description
of lexemes (unit of meaning, composed of one or more words) found in text using a
knowledge base (KB) and extract the several forms of mentioning a lexeme to normalise
our corpus. The topic coherence measure is used to address the semantic interpretability
of the terms used to describe a particular topic [20], and it is the measure we used to
quantify the influence of semantic corpus normalisation in topics.

1.1 Contributions

• This paper proposes a framework to semantically normalise texts, and show
experimental results on topic modeling task using two widely used datasets;

• Topic coherence improvement compared to traditional LDA.

1.2 Organization of the Work

The work is organized as follows: Sect. 2 presents a background content of the methods
approached in this paper. Section 3 brings related work and compares our approach to
others in literature. Section 4 exposes the proposed method to semantically normalise
text and how it was applied to topic modeling. Section 5 presents the results and a
discussion. And finally, Sect. 6 concludes our work.

2 Methods

2.1 Topic Modeling and Topic Coherence

A topic is a probability distribution over words and documents are mixtures of topics.
Hence, a topic model can be considered a generative model for documents [24]. A more
formal description of the Topic Modeling problem using LDA model is described as
follows.

In LDA, it is assumed that there are K underlying topics from which the documents
are generated and that each topic is represented as a multinomial distribution over the V
words in the vocabulary. Therefore, a document is generated by sampling a mixture of
these topics and then sampling words from that mixture [6].

A document with Nwords d = w1, . . . ,wN > is generated by the following process:

1. The mix of topics θ is sampled from a Dirichlet distribution (α1, . . . , αk);
2. For each of the N words, a topic zn ∈ {1, . . .K} is sampled from a Mult(θ)

distribution, where p(zn = 1 ∨ θ) = θi;
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3. Each word wn is sampled, conditioned to the zn-th topic, from the multinomial
distribution p(k ∨ zn).

It is possible to think of θi as the degree that a topic refers to a document. So, the
probability of a document is the following mix:

p(d) =
∫

θ

⎛
⎝ N∏

n=1

K∑
zn=1

p(wn|zn;β)p(zn|θ)

⎞
⎠p(θ |;α)dθ (1)

Where p(θ;α) is Dirichlet, p(zn ∨ θ) is amultinomial distribution parametrized by θ ,
and p(wn|zn;β is a multinomial distribution over words. This model is parametrized by
the parameters α = 〈α1, . . . , αk〉 and a matrix β with dimensionsK × |V |. The per-word
topic assignment, per-document topic distribution and topics are all latent variables and
are not observed. The only observed variable is words within the documents, to infer the
hidden structure (latent variables) with statistical inference [26].

As a way of making it clearer, Fig. 1 depicts the word distribution over the topics and
a topic distribution over documents. As it was said before, a document is a distribution
of topics and a topic is a distribution of words.

Fig. 1. Word-Topic distribution on the left and Document-Topic distribution on the right. These
three topics represent the first three topics from a fifty topic LDA model trained on articles from
the New York Times [8].

The topic quality (quality means interpretable and meaningful), measured as topic
coherence, is based on the hypothesis that words with similar meaning tend to co-occur
within a similar context. Each topic distribution contains every word but assigns a dif-
ferent probability to each of the words. The words with the highest probabilities within a
topic are those that tend to co-occurmore frequently. So, the top 10 or 15 high-probability
words are usually used to interpret and semantically label the topics [26].

Researchers use severalmetrics ofmodel fit, such as perplexity or held-out likelihood.
However, such measures are only useful for evaluating the predictive model and do
not address the explanatory goals of topic modeling [8]. The task of quantifying the
coherence of a set of topics have been studied to remedy the problem that topic models
give no guaranty on the interpretability of their output [23].
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Many measures of coherence have been proposed recently, based on approaches that
include co-occurrence frequencies of terms within a reference corpus [16, 19, 23]. A
recent study [23] systematically and empirically explored the multitude of topic coher-
ence measures and their correlation with available human topic ranking data. Their
approach revealed a new coherence measure, called CV , which achieved the highest
correlation compared with all human ranking data. Hence, this study adopts the CV

coherence measure for topic coherence calculations.

2.2 Semantic Web

The idea of Semantic Web was described in 2001 by Tim Berners-Lee et al. as “A
new form of web content that is meaningful to computers”. In this new form of web
content, introduced as an extensionof the currentweb, information is given awell-defined
meaning, where computers and people can work in cooperation [4].

The SemanticWeb is based on the ResourceDescription Framework (RDF), a formal
language for describing structured information [15]. An RDF document describes a
formal specification of an arbitrary domain. This specification is modeled by a directed,
labeled graph where each edge represent a link between two resources, represented by
the graph nodes [17]. The link is expressed as RDF triples (subject, relation, object).
Uniform Resource Identifiers (URI) are used to identify RDF resources and relations.
To access and query RDF graphs the Protocol And RDF Query Language (SPARQL)
was developed [21]. The results of SPARQL queries can be new RDF graphs or sets of
resources.

The relationships and properties RDF resources may have can be specified by the
vocabulary description language RDF Schema (RDFS) [7]. RDFS allows to create cus-
tom defined vocabularies to organize knowledge. Since URIs enable to identify RDF
resources globally, it seems reasonable to combine vocabularies shared by different cre-
ators and across different domains. When shared, an RDF vocabulary can be denoted
as an ontology. An ontology is an explicit, formal specification of a shared conceptu-
alization and defines the terms used to describe and represent an area of knowledge
[14].

The concept of ontology brings us to the Linking Open Data (LOD) project. It aims
to identify datasets in the web that are available under open licenses, re-publish these
datasets in RDF and interlink them with each other [5]. The term Linked Data refers
to a set of principles to publish and interlink structured data on the web. One of the
ontologies available on the web is YAGO (Yet Another Great Ontology - https://yago-
knowledge.org/). YAGO is a large semantic knowledge base, derived from Wikipedia,
WordNet, WikiData, GeoNames, and other data sources [22]. Currently, YAGO knows
more than 17 million entities (like persons, organizations, cities, etc.) and contains more
than 150 million facts about these entities. SPARQL queries are used in this work to
query Yago Knowledge base in order to fetch alternative words for the same lexeme.

2.3 Named Entity Linking

Named Entity Linking can be described as the task of identifying lexemes in a text and
linking them to the entity they name in a knowledge base, such as DBPedia. Before going

https://yago-knowledge.org/
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too deep, an introduction of terminology and concepts is established. The term entity
refers to something which is cognitively representable. An entity mention refers to the
part of the text where a reference to an entity is made. It is also called lexeme, which is
the basic unit of meaning. The surface form is a specific syntactic representation of the
lexeme (the exact character string). A knowledge base entity refers to a representation
of the entity, usually identified by an URI [28].

Now, let K be a formal knowledge base, d ∈ D a document of the corpus D,W ⊆ d
the words of document d ,M ⊆ 2W the set of entity mentions, and m = (s, l, d , c) ∈ M
denote an entity mention in a document d with start position s, length l and confidence
score c ∈ [0, 1]. The named entity linking problem can be described as this [28]:

Definition 1 (Name Entity linking Problem)

• Anextraction function fex : W → M to extract the entitymentionsM fromadocument
set D.

• A mapping function fmap : M → 2W ∪ NIL to compile a list C ∈ 2K of potential
knowledge base entity candidates for every lexeme.

• A scoring function fscore : C → R to calculate a score, which indicates the degree of
certainty that the candidate URI is to be selected as the correct one.

• A selection function fsel : C → K to select the right candidate according to the
calculated scores.

The degree of ambiguity is indicated by the size of the candidate list C. Hence,
the disambiguation task is described by putting the mapping, scoring and selection
functions together. The entire context is observed when processing the analysis items in
the implementation of these functions. Just like in communication theory and linguistics
the context is essential when interpreting pieces of information, in NEL it is as well.
Examining context is crucial for NEL, because some context items can be very decisive
when interpreting the context information [28].

There are some options of automated entity linking, and one of them is DBpedia
Spolight (https://www.dbpedia-spotlight.org/) [18]. It is and open source project devel-
oping a system for automatic annotation of DBpedia entities in natural language text.
It provides an interface for phrase spotting (recognition of phrases to be annotated) and
disambiguation (entity linking) as well as various output formats (XML, JSON, RDF,
etc.) in a REST-based web service [9]. DBpedia Spotlight is used in this work as the tool
to find resources (URIs corresponding to formal descriptions of a concept) in text. These
resources have several information and metadata about the concept, as well as links to
other knowledge bases.

3 Related Work

There are related works of a type of topic modeling called of knowledge-based topic
modeling. The main difference with the known knowledge-based topic modeling [3, 12]
is that in this work the knowledge-based content is nor on the sampling neither on the
inference steps [11, 29], it is a preprocessing step, applied to the input text.

https://www.dbpedia-spotlight.org/
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Furthermore, there have been lots of works trying to solve different NLP tasks using
semantics [18]. Short text classification was dealt by [12]. They exposed the use of
DBpedia ontology to better represent short texts, so that semantically similar textswith no
words in common can have similar context [12]. Their approach consisted in three steps:
(i) identify concepts in text using DBpedia Spotlight and annotate them as resources; (ii)
select the concepts with higher similarity; and (iii) extract additional knowledge, like
categories, types or topics of identified concepts. The main dissimilarity between [12]
and this word is that they added the additional knowledge (additional words) to the text
and did not normalise the text. Moreover, they tested their hypothesis in a classification
task, and not in a topic modeling context.

[29] proposed a knowledge-based topic modeling based on multi-relational knowl-
edge graphs. They proposed a method that models document-level word co-occurrence
with knowledge encoded by entity vectors automatically learned from external knowl-
edge graphs. In other words, they do not consider only lexemes recognized in text, but
from triples in external knowledge graphs. Our work is different from [29] because they
add semantic knowledge into the generative process and not in preprocessing. Yet to
the best of our knowledge, this is the first work that semantically normalise documents
using a semantic replacement methodology.

4 The Proposed Method

There are two big steps that compose this method: (i) semantic corpus normalisation
and (ii) topic modeling. The first one is the main contribution of this work, where we
semantically normalised a corpus in order to benefit from the explicit semantics of Linked
Data to evaluate the effect on the coherence of topics; while the second is the method
used to show how semantically normalised texts affect semantic coherence of NLP tasks
such as topic modeling using small texts.

4.1 Corpus Normalisation

Figure 2 depicts the normalisation method architecture, where each box is explained in
the following paragraphs.

The normalisation is composed of two steps: (i) Resource extraction and (ii) Trans-
former. This first step is to find all lexemes in texts and associate them with resources
from DBpedia. Lexemes are annotated by the process of NEL, using the DBPedia Spot-
light annotation tool. Once we have the possible resources mentioned in the text and its
respective URIs, we can find additional knowledge related to this resource. We decided
to search in another knowledge base in order to find potential alternative surface forms,
such as other labels used to describe that resource. TheYagoKB is used in this step as the
authors found more options in alternate Name and label fields in this KB. The second
step is to create a replacement data structure, where all possible labels of a resource
would be replaced by only one. Finally, the last step is to replace them all.

Since the resource extraction is achieved by making HTTP requests and SPARQL
queries for each document separately, it is modularized and convenient to parallelize.
The documents are saved in a database, each one with an associated unique identifier.We
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Fig. 2. Normalisation Architecture. The yellow blocks refer to the resource extraction step, as the
blue block refers to the transformation step.

usedElasticsearch (https://www.elastic.co/) [1] as database.This identifier is used tokeep
track of which documents had already been processed. The RabbitMQ (https://www.rab
bitmq.com/) tool is used to coordinate the extraction, creating a queue of documents
to be processed. The resource extraction module runs in several instances (left side of
Fig. 2), in order to accelerate the extraction. Each instance consumes from the queue,
represented in the Fig. 2 asResource extractionMQ in order to knowwhich text it should
process next.

The extraction works in this way for each text: first, it annotates all resources found
in text using DBpedia Spotlight; second, for each resource, it makes a SPARQL query
to Yago Knowledge base searching for alternative labels and the labels registered for
that resource; lastly, it aggregates all possible labels for a resource and save them in the
database.

The transformer step, which is done once all resource extraction is over, collects all
resources and labels and organize them in a big mapping list. The mapping list maps
all possible labels of a concept to a main label, which is going to replace all possible
mentions of that concept. Once the mapping list is built, a regex substitution task is
performed in order to make all substitutions. A queue is used to manage all texts that
are being processed, similar to the resource extraction phase.

4.2 Topic Modeling

The first step to extract topics is the preprocessing one. The following preprocessing
is done: (i) remove invalid characteries and punctuation; (ii) lowercase; (iii) tokenize
(transform text into a word vector); (iv) remove stopwords (too common words that
do not aggregate meaning); (v) form bigrams (composed words, e.g. “United States”)
and (vi) lemmatize (remove word inflections, returning it to its root form, e.g. “said”
to “say”). Besides usual stopwords, a list of too frequent words is removed too. From
20-Newsgroup: from, subject, re, edu, use, not, would, say, could, \_, be, know, good,

https://www.elastic.co/
https://www.rabbitmq.com/
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go, get, do, done, try, many, some, nice, thank, think, see, rather, easy, easily, lot, lack,
make, want, seem, run, need, even, right, line, even, also, may, take, come; and from
Reuters: from, subject, re, edu, use, say, inc, -PRON-.

After preprocessing, the vocabulary ofwords is ready to compose theword-document
matrix that serves as input to LDA algorithm.

5 Results and Discussion

We used two very known corpus of NLP tasks: 20-Newsgroups (https://scikit-learn.org/
0.19/datasets/twenty_newsgroups.html) and Reuters (https://www.nltk.org/book/ch02.
html). The 20-Newsgroups has more than 18.000 newsgroups posts on 20 topics. Its is
divided in training and testing, although for this work we used both as an unique dataset.
As the news were from 20 topics, we also used 20 for the hyper-parameter of topics. The
Reuters Corpus contains more than 10.000 news documents totaling 1.3 million words.
The documents have been classified into 90 topics, and grouped into two sets, called
“training” and “test”. However, for this work we use both training and test set to extract
the topics. Also, as the original corpus was annotated in 90 topics, we used 90 for the
hyper-parameter of topics.

In Fig. 3 we can see the distribution of words per document in each corpus used.
There is a bigger variety of sizes in 20-Newsgroup corpus, as well as the document
length mean is higher before preprocessing. After preprocessing the remaining useful
words were similar between both corpora.

Fig. 3. Number of words per document by corpus. The red boxplot shows the counter of all words,
separated only by spaces. The blue one shows the preprocessed documents, where stopwords
and bigrams were built. This preprocessing is the same the documents are exposed before topic
modeling algorithm.

https://scikit-learn.org/0.19/datasets/twenty_newsgroups.html
https://www.nltk.org/book/ch02.html
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In Table 1 there are examples of both corpora. The 20-Newsgroup has a form of
e-mails, short texts and Reuters has a form of article documents. It can be seen on Fig. 3
that after preprocessing, 20-Newsgroup has lost more words than Reuters, because a big
amount of characters were not letters or digits, which are removed on the preprocessing
step.

Table 1. Document examples of each corpus.

20-Newsgroup Reuters

“From: Edwin Gans Subject: Atheism
Nntp-Posting-Host: 47.107.76.97
Organization: Bell-Northern Research
Lines: 1”

“AMERICAN CENTURY \&lt; ACT > RESTATES
EARNINGS\n American Century Corp said it\n has
restated its earnings for the fiscal year ended June
30,\n 1986 to provide an additional five mln dlrs to
its loan loss\n allowance, causing a restated year-end
net loss of 14,937,000\n dlrs, instead of 9,937,000
dlrs.\n The company said the change came after talks
with the\n Securities and Exchange Commission on
the company’s judgement\n in considering the five
mln dlrs collectible.\n In the note to its 1986
financial statement, American\n Century said it
considered the five mln dlrs collectible,\n making its
loan loss provision less than required.\n The
company said in spite of the SEC decision, it still\n
feels its allowance for possible loan losses at June
30, 1986\n was adequate and that it has considered
all relevant\n information to determine the
collectability of the five mln dlr\n receivable.\n But,
it said continued disagreement with the SEC staff\n
would not be in its best interest.

After a minimal analysis of the corpora used, the resources and possible labels were
extracted from text and saved into the database. With all possible labels saved, the
mapping list was built and used to transform the texts. The results for this experiment
are shown on Table 2. The topic coherence for 20-Newsgroup corpus decreased with
the corpus normalisation, as for Reuters corpus the coherence increased from 0.456 to
0.475.

Table 2. Topic coherence of the top 10 words in topic using CV measure.

Dataset Original corpus Normalised corpus

Reuters 0.456 0.475

20-Newsgroup 0.672 0.667
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As it can be seen by the results in Table 1, there is a positive effect on topic coherence
on Reuters corpus, while on 20-Newsgroup it seems to have decreased the metric. From
this results, we can leverage a number of hypothesis for these differences: (i) the size
of the documents matters, because in small texts it is more difficult to get resources
due to the fact that there is little context for the algorithm to disambiguate resources;
(ii) the nature of text, as 20-Newsgroup has an e-mail like writing and Reuters is more
article like; or (iii) the completeness of the knowledge base in specific topics. On the first
hypothesis on the size of documents we can say that when a document it too small, the
algorithm cannot be confident enough that a lexeme corresponds to a resource, so it does
not capture it. Although 20-Newsgroup has a higher length of documents, both corpora
are small, with a mean of less than 200 words per document. Also, by the Fig. 3 we
can see that the number of valid words decrease much more on 20-Newsgroup than on
Reuters corpus. Hence, we can infer that, although the total number of words is bigger
on 20-Newsgroup, the number of valid lexemes to the algorithm to extract resources is
very close to Reuters corpus. Besides that, as the context matters, and the context is the
set of words around a lexeme, it is very difficult to the NEL algorithm to link a useful
resource to the lexemes in text if only just a few words are valid.

This leads to the second hypothesis on the nature of text. It can be seen by Table 1
that the texts have very different natures. An e-mail like text is much more prone to have
symbols and initials or acronyms, as seen in the first text of 20-Newsgroup of Table 1.
On Reuters, it can be seen that the text is more fluent and without many symbols.

Related to the third hypothesis, we can explore in the future implementations a more
complete log to track the resources that exist in the KB or not. The authors noticed during
the execution of tests that many resources from Yago linked in the DBpedia page were
not available anymore.

6 Conclusion

In this work we presented a framework to semantically normalise texts using resources
from the Semantic Web. Our framework was tested in a topic modeling problem using
two known corpora in order to have the first results and take insights for improvements.

The framework for normalisation is capable of improving the topic coherence of one
of the corpora being tested.

So, the first tests on the semantic normalisation framework of texts showed promi-
nent results and shall be investigated in depth in future. The authors plan to test this
normalisation framework on a larger corpus from scientific articles or Wikipedia pages,
in order to improve the analysis on the first and second hypothesis.
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Abstract. While open science is growing in popularity and especially
publishing as open access is common and has proven its success in today’s
research, sharing of research data in terms of open data is still lacking
behind. INPTDAT provides a platform to share research data in the field
of plasma technology. In the course of this, the project QPTDat aims to
increase the incentives to publish, share, and reuse research data, follow-
ing FAIR principles and fostering the idea of open data. QPTDat iden-
tified the following main success factors: Authors need a secure proof of
authorship to guarantee that they are credited for their work; a proof of
data integrity, to ensure that reused data has not been modified or fab-
ricated; a convincing system for quality curation, to ensure high quality
of published data and metadata; and comprehensive reputation manage-
ment, to give an additional incentive to share research data. This paper
discusses these requirements in detail, presents use cases and concepts
for their implementation using blockchain technology and finally draws a
conclusion regarding utilisation of blockchain technology in the context
of open data, summarising the findings in form of a research agenda.

Keywords: Open data · Open science · Research data reuse ·
Blockchain technology

1 Introduction

In research fields such as plasma technology, data-driven science relies on research
data that is findable, accessible, interoperable and reusable [6]. FAIR research
data, as defined by [29], increase research data reusability [6] and is a first step
towards avoiding a phenomenon that is called a reproducibility crisis [1].
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The interdisciplinary data platform for plasma technology INPTDAT1 aims
to bring the FAIR principles to research in plasma technology. It provides data
publications with a unique digital object identifier (DOI), a plasma source cat-
alogue, faceted search options and API based access to (meta)data [2].

This paper proposes an architecture extending INPTDAT to a blockchain-
supported open science platform for plasma technology, adding aspects as proof
of authorship, data integrity, quality curation, and reputation management. The
presented solution initially focuses on plasma technology. However, the principles
are described in a sufficiently abstract way to be easily adaptable to further
scientific disciplines.

Open science is a term comprising several aspects – mainly open access, open
data, licensing, uniqueness and citation tracking (cf. [25]) – with the aim of open-
ing up scientific structures to make research available to a broader audience [20,
p. 9]. Open access usually means publication of research articles to be read free
of charge, while open data refers to the availability of data produced during
the research process. Open access has now been around for about two decades,
becoming quite successful (cf. [21]). Publishing open access has several advan-
tages for researchers, e.g. higher visibility and increased number of citations (cf.
[17]).

Open data specifically aims to foster the research process by increasing the
number of published research data sets in general and an earlier publication
of data during the research process. Additionally, the transparent publication
of original data intends to reduce publications with tampered data. However,
despite many programs and efforts supporting open science, the success of moti-
vating researchers to share their raw data is still limited, especially when address-
ing early publication of data in the research process.

As stated by [3], blockchain technology offers new possibilities to open sci-
ence. Providing de-centrality and information distribution, all participants are
aware of data and actions on the blockchain [11, p. 546]. This way, it equips
open science systems with transparency and independence from a single ruling
authority (cf. [23, p. 8]). Furthermore, blockchains use cryptographic functions
to store and chain data. These functions ensure that the data have not been
manipulated, changed or dismissed, but maintains integrity. It is even possible
to use a blockchain without making data instantly public (cf. [3, p. 14]), but it
still allows the author to proof data integrity when the data is published later
on.

This article provides a further research agenda towards a comprehensive
blockchain-based system for open science. On the path, it evaluates the feasibil-
ity of the sketched approach by providing a system architecture in Sect. 2, use
cases as starting points for implementation in Sect. 3, and challenges in Sect. 4.

1 https://www.inptdat.de – latest access: February 6, 2021.

https://www.inptdat.de
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2 Architecture

The proposed system aims to implement the ideas of open access, open data,
identification and citation tracking. The main focus is to design a system that
motivates researchers to engage in open data and research data sharing.

In this section, the main goal will be broken down into a few main require-
ments, giving further motivation to explore the blockchain-based approach.
Besides, it examines the current applications of blockchain in science. The sug-
gested architecture combines conventional systems for research data manage-
ment and web databases for accessing data sets with the proposed blockchain-
based system. It provides the basis for an open science system implementing the
requirements.

2.1 Requirements

The following requirements result from a literature review, focusing on open
science, open data and their combination with blockchain technology. Discussions
and workshops with researchers experienced in open science or from the domain
of plasma technology have validated and further refined these requirements.

The first requirement, aimed at encouraging the sharing of research data
early in the research process, is (1) ensuring authorship. Researchers are more
likely to share their data if they can prove authorship and when they are assured
to be associated with their data. Related to this point is the requirement that
(2) different access rights have to be available. E.g. data from a collaboration
with a commercial partner might need to remain private for a certain period or
permanently.

Several requirements are needed to guarantee a quality standard: On one
hand, (3) data integrity has to be ensured, meaning that data did not alter in
between its creation until its reuse. This covers the intentional manipulation
of data as well as unintentional changes. Important is that researchers can be
sure that data, when reused or cited in a future research item, has been in
the same form as at the time of recording. If a platform takes measures to
ensure data integrity, it is more trustable – (4) this includes critical metadata,
e.g. those needed for reproducibility. On the other hand, (5) published research
items themselves should meet defined quality standards. In this way, users of the
platform can trust the published content, as they can in a peer-reviewed journal
with a good reputation.

To function as a base for researchers to explore and reuse existing data,
(7) the system needs to follow the FAIR principles. One requirement on open
data is to (8) allow for proper citation of research data. Therefore, the unique
identification of research data is needed, which allows citation tracking (cf. [25]).

A system needs to give its users the right incentives to add their high-quality
content. Following the tradition of financial applications based on blockchain
technology, some researchers suggest establishing an alternative way to fund
and merchandise research (e.g. [15]). The approach presented here sees reputa-
tion as the main incentive for researchers. Work is submitted to conferences and
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journals to share knowledge, make an impact and eventually to increase repu-
tation. Therefore, (6) the system should add another mean to generate impact
and gain reputation.

Finally, there is an implicit requirement, leading back to the motivation to
use blockchain technology. Its mechanics provide transparency and security. The
system should provide proof of authorship, guarantee data integrity and qual-
ity and monitor reputation. All these points need a secure, manipulation-proof
implementation.

The requirements in summary:

1. Ensure authorship
2. Facilitate different access rights
3. Enable the validation of data integrity
4. Guarantee the integrity of significant information (metadata)
5. Ensure basic quality of data and metadata
6. Implement a robust reputation system
7. Published items must be searchable, accessible, interoperable and reusable

(FAIR)
8. Research data must be citable

2.2 Related Work

Leible et al. [16] give a systematic review of the general suitability of blockchain
technology for the field of open science. They conclude that open science can
benefit from various aspects blockchain technology offers, especially from its
tamper-proof recording of transactions and its decentralised nature, introducing
a new level of trust. Nevertheless, the review states to consider a blockchain
as one component of many. All of these have to be combined in a meaningful
manner to create successful solutions fostering open science.

Tennant et al. [26] conducted an extensive multi-disciplinary study about
innovations in the peer review domain. They see blockchain technology suitable
as an enabler for new approaches, such as new incentive systems and authen-
tication/certification methods for research data to prevent fraud and protect
authorship.

Specifically dedicated to the area of science is the Bloxberg-blockchain2 that
has been developed by Max Planck Digital Library in 2019. It offers smart con-
tracts for certification and verification of research data, governance and voting
and consensus mechanisms.

Current approaches to blockchain-based open science systems mostly target
subsets of these requirements or have a commercial background.

CryptSubmit [9] approaches the issue in research processes of not having
persistent evidence of data existence. Therefore, it creates this evidence using
trusted timestamps on the Bitcoin blockchain.

Focusing on the scientific publishing process, a blockchain-based system
including document submission, review and publication, including a reputation
2 www.bloxberg.org – latest access: November 6, 2020.

www.bloxberg.org
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management has been proposed by [27]. Pluto offers a decentralised research
network for publishing research data in general. It includes its verification, peer
review process and a token-based reputation system [19].

Frankl [7] presents a commercial open science platform specialised in cogni-
tive assessments. It offers blockchain-based data management and an app-based
data sharing marketplace, using a token-based incentivisation mechanism.

ARTiFACTS3 is a commercial blockchain-based platform to create a proof-
of-existence of research data. Also included are the possibilities to get citations
on work in progress and linkage of corresponding data via metadata. Research-
Hub proposed the ResearchCoin4 to represent the scientific reputation of an
individual. It resembles a currency, earned by community votes.

2.3 Related Concepts

For those new to the topics, this section briefly introduces two key concepts used
throughout this paper: blockchain technology and hash values of data.

Blockchain Technology combines cryptography, data management, peer-to-
peer (P2P) networking and consensus mechanisms. It creates a trusted envi-
ronment for the verification, execution and recording of transactions between
parties. In the context of “cryptocurrencies”, transactions mainly are of finan-
cial nature, while in other contexts, they can be used to add information to the
blockchain. One way to look at a blockchain is to regard it as a ledger with its
content organised in blocks, following an append-only logic. It is distributed and
synchronised among the network peers (called nodes). Cryptography – espe-
cially cryptographic hashes – ensures the ledger’s integrity. Some blockchains
allow deploying code, which’s execution can be triggered by transactions. Exe-
cutable code deployed to a blockchain is called smart contract. Smart contracts
can implement functions and data structures on the blockchain and enable the
creation of decentralised applications [31, p. 3 ff.].

To summarise, the main properties of blockchain technology in the context
of this paper are: (1) they work append-only, meaning that information once
stored on the blockchain, can usually not be altered or removed later on, (2)
they are handled by a P2P network, meaning that no centralised authority is
needed or even desired, and (3) smart contracts add additional logic, leading to
decentralised applications.

Hash Functions are mathematical functions taking input data of any length
and produce an output of fixed size. This output is called a hash or hash value,
comparable to a fingerprint of the input data. Hash functions are one-way func-
tions and always generate the same hash out of the same input data.

3 www.artifacts.ai – latest access: November 6, 2020.
4 www.researchhub.com/paper/819400/the-researchcoin-whitepaper – latest access:

November 6, 2020.

www.artifacts.ai
www.researchhub.com/paper/819400/the-researchcoin-whitepaper
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Hash values are of a certain length, while the input data is usually not limited.
Thus, in theory, different input data could create the same hash value. But since
hash functions aim for an even distribution of all possible inputs among the
possible hash values, a slight change to the input results in an entirely different
hash value. Therefore, the chance that two inputs lead to the same hash (this is
called a collision) is very low [12, p. 246 f.]. Also, it is practically impossible to
find a corresponding input which leads to a specific hash value.

2.4 Proposed Architecture

The proposed architecture is an open science system with a blockchain backbone.
It lies in the nature of blockchain-systems, that storage is expensive, due to its
redundancy. Therefore, blockchain-based systems strive to minimise data stored
on-chain, but to store most of the data off-chain. Usually, integrity of off-chain
data is secured by storing a hash of the data on-chain. This principle is also
used by the proposed system architecture (cf. Fig. 1) that handles data in three
different categories and stores them accordingly in different places: (1) research
data, stored on the researcher’s personal computer or affiliations research data
management system (RDM), (2) metadata, stored on a traditional web platform
(INPTDAT), and (3) secured data, meaning hash values of research data or
metadata, stored on the blockchain (BC Network).

Fig. 1. The proposed architecture, combining a common metadata database and a
blockchain-based solution

Six use cases have been identified to meet the main requirements. They will
be deployed as services implemented by smart contracts on the architecture. The
desired functionality will be shortly presented in the following, mapping the use
cases to the architecture. In the subsequent section, the use-cases are discussed
in-depth.
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In the RDM, researchers can store their data, e.g. retrieved from an exper-
iment. Although RDMs usually provide a user interface (UI), possibly a web
interface, all three data storage should allow interaction via the same user inter-
face (Web GUI). That way, users do not have to cope with several different
systems. The BC network offers the service to certify research data stored in the
RDM. Certification of data is then the basis for data verification by readers later
on (cf. Sect. 3.1). From this moment, authorship and integrity of the research
data can be proven; note that the data does not have to be made public imme-
diately. This can happen later, by publishing the record on the web platform
(INPTDAT).

Metadata databases allow fellow researchers and other interested persons to
find interesting data sets. Therefore, researchers should add relevant metadata
to the metadata database on research data publication (cf. Sect. 3.2). Next, an
automated curation process (cf. Sect. 3.4) should assure the data quality. If nec-
essary, this is complemented by a manual review process that can be supported
by the blockchain-based system (cf. Sect. 3.5). Besides, other reused research
data may receive additional reputation (cf. Sect. 3.6).

When readers identify interesting research data via the web interface, they
can request a copy. Depending on the configuration or author’s settings, a record
can be copied directly from the author’s RDM to the reader’s RDM (or personal
computer). Alternatively, the system prompts the author for the allowance of
data sharing (cf. Sect. 3.3). After a successful transfer, data can be again checked
for integrity, using a BC service and the data’s reputation can get increased by
a read.

3 Use Cases

Based on the general architecture, this section presents use cases meeting the
requirements. The detailed description of the use cases helps to evaluate if
the architecture supports them. The goal is to determine the degree, to which
blockchain technology is useful for their implementation. Directions for further
research are identified based on a discussion of the state-of-the-art and open
challenges regarding each use case.

3.1 Certification and Verification

The central use case for applying a blockchain-based solution is the certification
of research data. The aim is to certify that a specific researcher or a group of
researchers has possessed specific research results at that time. If researchers cer-
tify their data directly after collection, this establishes authorship. The sugges-
tion is to store authorship information on a blockchain. Thus, after certification,
it will be almost impossible to manipulate authorship.

Additionally, the certified research item has to be stored. However, placing
the research item itself on-chain is not feasible. First, the amount of data stored
on the blockchain needs to be as small as possible. Second, information stored
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on a blockchain typically is publicly available. Whilst, somewhat contradicting
the main idea of open data, sharing research data might not be desired under
certain conditions, e.g. very early on in the research process, before a proper
analysis. Therefore, usually, only the hash of the data is stored on-chain. Storing
a hash gives a sufficient compromise of a minimal amount of stored data and
security. Figure 2 shows this use case.

Researchers can proof their authorship by providing the research item and
the blockchain address where its hash-value was stored during certification. The
verification function compares the given information. It also confirms the exact
date of certification, because every stored block includes a verified timestamp.
The verification function further ensures data integrity: If research data got
modified after certification, verification would fail, since the hash-value of the
presented research data would not match the stored one. Ensuring data integrity
fosters research data sharing and reuse, as this avoids future investigations being
carried out based on altered or incorrect reference data.

At its core, this use case has been implemented many times before. Several
services exist, where users can prove authorship on certain data, e.g. by adding
a hash to a Bitcoin transaction (see e.g. OriginStamp [10]). This use case is also
the first use case implemented by Bloxberg (cf. [13]).

Fig. 2. When a user requests certification of a research item, the verify/certify service
is responsible for creating a trustworthy hash value of the research item. The hash
value will be stored tamper-protected on the blockchain.

Seeming relatively simple, a couple of design decisions imply further chal-
lenges. One challenge is related to authorship; a research item can have one
or several authors, whose identities should be validatable. At the moment, in
Bloxberg, authorship is just a text string that is hashed and stored together with
the hash-value of the research item. This simple solution has some disadvantages.
First, it is not possible to evaluate the provided identity. Thus it is not possible to
prevent someone from adding information under a false identity. Second, it is not
easily possible to include a unique identity. Third, if authorship would be stored
trackable on the blockchain, this can lead to issues related to the General Data
Protection Regulation (GDPR; for GDPR-issues regarding blockchain technol-
ogy, see e.g. [14]). These issues – identity and GDPR-conformity – are research
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objectives on their own and placed on the research agenda developed throughout
this paper. For now, the recommendation is to use an external identity-provider
that delivers a solution using a GDPR-compliant structure, see [30] for such.

Another challenge is tamper-resistance of the hashing mechanism. It must be
infeasible to generate data to match a certain hash-value. Otherwise, dishonest
researchers could add any hash-value to the blockchain and later fabricate data
around a core data-set. The created data would then result in the same hash
value stored on the blockchain and would, in consequence, be verified by the
system, even if it is not the data that has originally been certified. Until today,
SHA-256 is, correctly implemented (see e.g. [8]), seen as sufficiently tamper-
proof. Still, technical progress might imply that hash-algorithms that are seen as
secure today might not be secure in a few years from now (cf. [18]). A sustainable
blockchain solution might require the implementation of mechanisms that allow
for a later exchange of the used hash-algorithm.

Additionally, research items processed by the hash-algorithm have to be kept
private but still hashed with the correct algorithm. Privacy is hard to guarantee
if data has to be sent to the entire blockchain to get hashed. In turn, it is hard to
secure the intended execution of the hash-algorithm, if it is only executed locally
on the researcher’s system. An interesting but payment-oriented approach is the
usage of off-chain state channels as implemented by Perun [4].

3.2 Publication Process

The second use case covers the step of publication (see Fig. 3). It could be pub-
lishing research data that has already been certified but otherwise kept private
or the publication of research articles. When a (data) publication is accepted,
it will be published via the conventional metadata database (INPTDAT) and
becomes publicly available for search on the web.

When authors request publication, the proposed platform will forward the
request to the quality curator described in Sect. 3.4 (UC4). When the quality
control passed successfully, the research item is ready for publication. Metadata
usually supports the possibility to reuse data. In plasma science, e.g., metadata
should document the experimental setup and environmental conditions under
which the data has been collected. This information is critical for reproducibility
and to relate different pieces of work to each other. This importance implies that
essential metadata should be immutable afterwards. Therefore, on publication,
even metadata will be secured by a hash-value written to the blockchain.

The last step projects the classical citation of research articles to research
items. I.e. other research items that have been influential for the item to be
published are gaining reputation. Reputation is handled by the use case (UC5)
in Sect. 3.6.

This use case is straight forward and does not add significant tasks to the
proposed research agenda. A conventional web platform will implement the main
functionality. The contribution of blockchain technology in this use case lies in
the additional protection of critical metadata.
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Fig. 3. For publication, (1) validation of all relevant certificates (of cited or reused
work), (2) ensuring the quality of the research item, and (3) incrementation of the
related reputation counters (e.g. of cited work).

3.3 Access

A published research item (see Fig. 4) will be findable and (indirectly) accessible
via the conventional web database. The author can give access restrictions to an
item. It can either be publicly available, i.e. accessible without any constraints,
or available on request, meaning that a reader needs to request the item from
its author.

The system can directly resolve a link to the location of publicly available
items (e.g. on the author’s RDM); it is immediately possible to create a copy.
Otherwise, the author receives a request, e.g. in the web UI. If he or she grants
access, the requesting researcher gets a unique, one-time link for download. In
both cases, after completion, the verification smart contract validates the copy.
It will only be possible to access the copy after successful validation. Via the
reputation-service, the author receives a virtual incentive for his or her read rep-
utation. If verification fails, the system removes the copy and informs the author
and reader. Possible issues are that the item got corrupted during transfer, that
data integrity got violated, or simply that the host is off-line. The author will
have the opportunity to resolve the situation, e.g. by providing the item again.
If access fails continuously, this can have an impact on the item’s reputation. It
has to be validated manually. Ultimately, it might be de-listed.
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Fig. 4. The steps to resolve access to a research item.

As for the previous use case, access is a relatively straight forward imple-
mentation, that mostly depends on other use cases (namely verification and
reputation) or the conventional metadata database INPTDAT.

3.4 Curation

The quality of available research items is a crucial success factor for a platform
providing research data. If data is inconsistent or the process of its creation
not well-documented, it is not reproducible and its reuse value low. Including
such items on a platform will be frustrating for its users. They would have to
skip through a couple of data sets to identify the content of reasonable quality.
As the aim is to establish a platform with a strong reputation, positioning it
as a real alternative to commercial websites, to guarantee a certain level of
data quality is a primary requirement. Traditionally, a review process involving
human reviewers is the curation process of choice. While this process has its
clear advantages, it is usually lengthy and tedious. The presented approach aims
to support this process with automation, if possible.

This paper suggests an algorithmic analysis based on certain key-information
as metadata. Realistically, this can only result in a pre-check of research pub-
lications, e.g. monitoring the bibliography. When the object to review is data,
already available in a machine-readable form, the premises for (partly) automa-
tion are positive. The next section covers classical peer-review.

The automatic curation (cf. Fig. 5) is initiated by the publication use case
shown in Sect. 3.2. At this point, the integrity of the current data set is already
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Fig. 5. The suggested process to execute automatic data curation.

confirmed (cf. Fig. 3). Now, the system cycles through (cited) data sets that
have influenced the current research, to confirm their integrity, too. To do so,
the reused data sets and related blockchain transactions (those data sets’ cer-
tificates), have to be submitted. If this check succeeds, the curator continues to
check the metadata of the current data set.

In general, metadata gives further context to a data set and thus, e.g., mak-
ing it easier to find and interpret. Available criteria for metadata differ a lot
in different disciplines. A distinctive example exists within the COMBINE com-
munity, dealing with standardisation and modelling in clinical and biomedical
domains [28]. Here, comprehensive standards exist, e.g. to represent models used
for data generation and processing. Given such a basis, it would eventually be
possible to analyse models and data automatically.

Such achievements are usually results of decades of collaboration. It is one aim
of the research project “Quality assurance and linking of research data in plasma
technology – QPTDat”, to foster the process of generating a joint, comprehensive
metadata schema for plasma technology. Given such a schema would open up two
possibilities of automated checks: (1) metadata can be checked for completeness,
(2) metadata can be tested for soundness of the given metadata. The current
approach suggested within QPTDat is to use shape expressions (ShEx) [24] for
such a quality check.



Fostering Open Data Using Blockchain Technology 221

Usage of blockchain technology to support automated quality curation of
research data seems promising. Based on the certification and verification, it is
possible to prove the integrity of reused data sets. It is furthermore possible to
protect critical metadata from undesired alteration. Finally, the system allows
logging the status of a research item’s quality check.

A challenge is to develop a system for automated quality curation in detail
and its meaningful connection to the blockchain – due to computational com-
plexity, it would not be possible to run the check on the chain, meaning that
each node performs the calculation. A solution offering transparency and tamper-
resistance for the automated quality check is still desirable. However, even a com-
prehensive metadata schema will not fully replace a review by a human expert.
Therefore, consideration of mechanisms for human interaction is necessary.

3.5 Peer-Review

The automated quality curation described in the previous section is especially
interesting for the sharing of research data. However, substantial peer-reviews
of research articles are usually a strong advantage of traditional paper process-
ing offered by conferences and journals, guaranteeing the quality of published
research items. To publish articles, a peer-review is still necessary. Even though
peer-review is not a primary concern in the presented research project, it is still
briefly outlined here.

It is possible to trigger peer-review during the publication use case. The latter
will be stalled, until a result of the peer-review is available. First, suitable review-
ers, e.g. having a positive reputation and experience in the field, are selected.
Advantageous is a track record of good quality reviews submitted within the
desired time frame. Reviewers should also not have conflicts of interest with the
item to review. The system then notifies the reviewers and waits for their accep-
tance. The reviewers then have time to react and finish their review. After an
agreed time or if a reviewer resigns, it is possible to reassign. A sufficient number
of reviews leads to a verdict like accept, reject or request for changes.

Designing the peer-review-process with blockchain technology needs a clear
distinction between the parts of the process that require a blockchain archi-
tecture and those better supported by traditional technology. This distinction
depends, e.g., on the philosophy, one follows regarding open peer review [22].
One could choose to design a system, where only critical data, such as review
scores, are collected and stored on the blockchain, or a system where the reviews
themselves are stored, or even one where the complete review process is mod-
elled and managed via smart contracts. The Decentralized Science project is
currently working on a conversion of the classical peer review process onto a
blockchain. Preliminary results support the claim, that transparency and decen-
tralisation provided by blockchain technology is an enabler for the shift towards
open access [27].



222 S. Tschirner et al.

3.6 Reputation Management

The last main requirement is a robust reputation management system. Citations
of scientific articles and publication in journals of high reputation are still among
– if not the – most important reputation factors for scientists. This leads to three
implications: (1) Principle incentive for the researchers to use a blockchain-based
system for open science will be to gain additional reputation. (2) Designing rep-
utation management should probably centre around citations. And (3) a newly
designed approach allows to include further factors to represent researchers’ rep-
utation, factors that often might be less visible, as in the case of research data
sharing, the amount of data shared, quality and reuse of that data.

Finding a suitable, motivating, and fair new reputation index is a research
question on its own and out of scope for this article. Instead, the following four
factors are recommended as elementary values for a probable reputation index:

– Citations or number of reuses: How often research items of a researcher get
reused and cited by others.

– Reads: How many times their research items get downloaded and read.
– Number of publications: The number of research items published.
– Number of reviews: The number of reviews given for research items of other

scientists

An optional fifth factor could be the quality of the submitted/published
research items. Possibly, the number of citations/reuses already indicates this
factor.

The use case diagram depicted in Fig. 6 contains three independent tasks.
First and upmost, the retrieval of reputation scores, which itself could be an
array containing four values representing the factors mentioned above. The scores
are stored verifiable on the blockchain and can be accessed, e.g. for inclusion
in result lists on INPTDAT. The middle and bottom tasks are increments of
the reputation, based on reads or publications. During publication, even the
reputation score of the cited/reused research objects is increased.

An advantage is that a blockchain can store these values with high integrity
and that their accumulation is stored transparently. However, this system will
put a lot of stress on the tamper-resistance of the smart contracts that manage
the reputation counters. Here the scepticism expressed by Leible et al. [16] has
to be heard and accepted as a challenge.

The next challenge is to find the right representation of the reputation coun-
ters on the blockchain. Here, it will be particularly problematic to manage repu-
tation related to the researchers’ identity. If reputation scores are stored related
to research items, these have to be connected to the correct author, to allow
proper aggregation of reputation. If it is stored related to authors, its calcula-
tion and the items adding to it need to be transparent. Even ways to alter the
score calculation at a later date have to be considered. Be it that errors or fraud
have been revealed or for reasons connected to GDPR. It even has to be con-
sidered that attackers might generate arbitrary content to hide tampering with
reputation indicators.
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Fig. 6. The suggested process to execute automatic data curation.

4 Results

Compared to other work, describing possibilities to support science and publi-
cation of research results with blockchain technology in general, this work takes
a step closer to its implementation. The purpose is to investigate the potential
of blockchain technology to foster open data. Special attention was paid to the
opportunity of increasing the attraction of sharing research data, especially pre-
publication. For this purpose, the main requirements, which resulted from the
related QPTDat research project, have been listed. The main contribution of
this paper lies in the proposed architecture and use cases. These show a start-
ing point for the implementation of a blockchain system supporting open data.
The implication is that the application of blockchain technology in research data
sharing seems promising. The almost tamper-proof data structure and the trans-
parent and decentralised nature of blockchain networks have the potential to
replace common, centralised, and often commercial structures in the publication
of research results in favour of an open science approach. However, a complete
implementation is still pending, and additionally, quite some challenges still lie
ahead. An overview of the latter is given in the subsequent section.
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4.1 Research Agenda

Identity and GDPR are closely related. While knowing the researchers’ iden-
tity is needed, regarding their research items and, to some extent, even reviews
and reads, GDPR requires that identities and all related personal information
can be removed on request. Authorship of a research item is such personal infor-
mation. In this case, the nature of blockchain technology making it almost impos-
sible to remove or alter information once added to the blockchain, which is one
of the main reasons why this technology is feasible for proof of authorship and
integrity of research data, makes it harder to comply with GDPR.

A thorough discussion of the relation between blockchain and GDPR can be
found in [5]. One mentioned solution is to store the personal data off-chain, where
it could be deleted on request. Such external identity management would only
need to store a pseudonym on the blockchain. Editable off-chain storage would
handle the relation between identity and pseudonym. A consequent requirement
would be that each entry on the blockchain comes with a unique identifier so
that removing authorship from one research item would not revoke authorship
of other research items.

Even if there are already some solutions available, this topic is complicated.
Solving the issue of identity and GDPR-conformity might impact other advan-
tages of blockchain technology. The connection to reputation management seems
particularly problematic.

Hashing is the central underlying mechanism to prove the authorship and
integrity of research items via blockchain. There are two main issues. (1) During
implementation, it has to be made sure that the hash algorithm is exchangeable
in the future, in case the used algorithm becomes insecure. This would even-
tually require a complete re-hashing of all certified research data, which is a
challenge by itself. Due to its computational complexity, (2) the hash function
cannot be executed on the (complete) blockchain network (by using a smart con-
tract). However, this is not even desired, as that would mean that the research
data cannot be kept private (which is a requirement, e.g. for sensitive data pre-
publications). However, performing the hashing off-chain could increase the risk
of manipulated hash values entering the system, which eventually could cause
problems.

Another open question is how to perform complete integrity checks for
research items, including the integrity checks of reused data. First of all, a
basic technical solution would require an author to provide all reused data sets.
Additional details, e.g. certificates, would be needed to verify integrity via the
blockchain automatically. Specific challenges lie in the confirmation that data
has been reused soundly. E.g. that the considered data sample is representative
of the whole data set. This might currently be a limitation of automatic quality
curation, requiring human experts as reviewers.
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Details of Reputation Management. Regarding the reputation system,
basic general questions are: which data structure should be used to store reputa-
tion, how should it be managed on the blockchain and (how) should a reputation
index be calculated.

Security is a central topic that is part of almost all items on the research
agenda. Data structures and smart contracts will have to be developed and tested
very carefully to prevent tampering with the system. The proof of authorship
using hash values is a relatively well-explored field and thus security risks are
easier to avoid.

However, the situation regarding reputation management is quite the oppo-
site. Reputation has been identified as one of the key incentives to use the
proposed open science system. It must be impossible to manipulate reputation
scores. Therefore, very cautious development and testing of the related data
structures and smart contracts is mandatory.

Possible scenarios might be: attackers taking over reputation scores which do
not belong to them (a question related to the identity management), reputation
not being appropriately registered, faked research items or identities could be
used to gain additional reputation, to name a few.

Others. Two additional topics should be part of the research agenda: The
detailed design of the used blockchain itself and challenges in the area of peer-
review (as far as not included in the previous topics). However, this paper does
not discuss these topics. Instead, the usage of Bloxberg as blockchain is recom-
mended. Bloxberg provides basic functionality as well as a strong community
and network. With its scientific background, it is for the time being an excel-
lent choice for the proposed system. The Bloxberg consortium handles challenges
related to the blockchain infrastructure. The Decentralized Science project, men-
tioned earlier, covers the field of peer-review well.

4.2 Success Factors

Even a perfect technical solution cannot guarantee adoption by its potential
users. Without adoption, the main incentive, gaining reputation from the pub-
lication of research data, will be non-existent. Resembling the chicken or the
egg dilemma, this leads to the last two main requirements for the system to be
developed. (1) It has to be easy to use. In the best case, the system integrates
seamlessly with the researcher’s workflow. QPTDat aims to add the functional-
ity directly in a solution for research data management. (2) The researchers need
to see clear benefits of the solution. The aim has to be to design the final plat-
form useful right away. Combining the most important of the before mentioned
requirements: The system is easy to use, so researchers add their data. Added
data is of high quality and as such easy to find and reuse. Ideally, the quality
curator would help researchers to improve data quality. Finally, scientists will
reuse the published research data and increase their reputation from their data
publication – and, all of this is done on a transparent, decentralised platform,
open to everyone.



226 S. Tschirner et al.

5 Summary and Conclusion

This paper has presented requirements towards an open science platform aiming
to foster open data in plasma technology. The proposed architecture shows the
integration of such a platform with a blockchain structure. Several presented use
cases depict possible solutions to the blockchain integration and outline further
challenges. A summary of these challenges suggests the direction of future efforts
in research and development. These are the challenges that have to be faced to
finally fulfil the requirements and lead to an open science system that, with the
help of blockchain technology, fosters sharing of research data even early on in
the research process. The platform aims to increase willingness to share research
data by giving researchers the security of authorship, lowering the threshold to
reuse data, ensuring data quality and integrity, and eventually giving deserved
reputation for researchers sharing their research data. A brief analysis of security
issues implies that security of reputation management is a concern to be further
considered.

References

1. Baker, M.: Is there a reproducibility crisis? Nature 533(7604), 452–454 (2016).
https://doi.org/10.1038/533452a. http://www.nature.com/articles/533452a

2. Becker, M.M., Paulet, L., Franke, S., O’Connell, D.: INPTDAT - a new data
platform for plasma technology, October 2019. https://doi.org/10.5281/zenodo.
3500283. https://doi.org/10.5281/zenodo.3500283

3. Bell, J., LaToza, T.D., Baldmitsi, F., Stavrou, A.: Advancing open science
with version control and blockchains. In: 2017 IEEE/ACM 12th Interna-
tional Workshop on Software Engineering for Science (SE4Science), pp. 13–14.
IEEE (2017). https://doi.org/10.1109/SE4Science.2017.11. http://ieeexplore.ieee.
org/document/7964307/

4. Dziembowski, S., Eckey, L., Faust, S., Malinowski, D.: Perun: virtual payment hubs
over cryptocurrencies. In: 2019 IEEE Symposium on Security and Privacy (SP),
pp. 106–123, May 2019. https://doi.org/10.1109/SP.2019.00020. ISSN 2375-1207

5. Finck, M.: Blockchain and the General Data Protection Regulation: Can Dis-
tributed Ledgers be Squared with European Data Protection Law?: Study. Euro-
pean Parliament (2019)
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Abstract. Due to accelerated growth in the number of scientific papers,
writing literature reviews has become an increasingly costly activity.
Therefore, the search for computational tools to assist in this process has
been gaining ground in recent years. This work presents an overview of
the current scenario of development of artificial intelligence tools aimed
to assist in the production of systematic literature reviews. The pro-
cess of creating a literature review is both creative and technical. The
technical part of this process is liable to automation. For the purpose
of organization, we divide this technical part into four steps: searching,
screening, extraction, and synthesis. For each of these steps, we present
artificial intelligence techniques that can be useful to its realization. In
addition, we also present the obstacles encountered for the application of
each technique. Finally, we propose a pipeline for the automatic creation
of systematic literature reviews, by combining and placing existing tech-
niques in stages where they possess the greatest potential to be useful.

Keywords: Systematic review · Text mining · Automation

1 Introduction

It is remarkable that the scientific production keeps growing at an accelerated
rate. According to [9], at August 2018 there were 33, 100 active English-language
peer-reviewed journals, which published together 3 million papers per year,
resulting in an annual growth of approximately 5%. The large number of publi-
cations on certain topics means that writing literature reviews consumes many
hours of human work, since it requires the analysis of several texts. Although
information technology tools have facilitated the access to a myriad of jour-
nals around the world and have made the search process more streamlined, the
human effort to find potentially useful information when a large number of doc-
uments is retrieved is still too high. According to [22], an experienced reviewer
can evaluate on average two abstracts per minute and, in the case of more com-
plex topics, each abstract may require several minutes to be evaluated. This time
multiplied by hundreds or even thousands papers results in a total of many hours
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of work, when considering only the initial stage of selecting the relevant papers.
The evolution of Artificial Intelligence (AI) techniques observed in recent years,
especially in the subarea known as Natural Language Processing (NLP), allows
us to envisage scenarios in which these modern techniques and their associated
tools can be used to enhance the process of creating literature reviews, from an
automatic composition approach.

This paper aims to present an overview of the current scenario of the appli-
cation of AI techniques for the automatic creation of literature reviews. Fur-
thermore, we propose a general pipeline resulting from the combination of these
techniques, in order to highlight the challenges and possibilities currently exist-
ing in this area of research. The main contribution of this work is to present
the current possibilities for automating systematic reviews of literature and how
they can be put to work together to facilitate the reduction of the operational
workload of researchers during the conduct of a literature review.

2 Literature Review

Before thinking about automating a literature review process, it is necessary to
know how it is traditionally conducted. Therefore, this section aims to concep-
tualize and briefly describe how to manually create a literature review.

There are several types of literature review, each one with its own objectives
[7]. Among these types, the state-of-the-art and the systematic reviews (SR)
stand out, as they are better known. A state-of-the-art review considers mainly
the most current research in a given area or on a given topic. It often summarizes
current and emerging trends, research priorities and standards in a particular
field of interest. This review aims to provide a critical survey of the extensive
literature produced in recent years, along with a synthesis of current thinking
in the area. It may offer new perspectives on an issue or point out an area
that needs more research [5]. Systematic reviews are a widely used method to
gather the results of multiple studies in a reliable manner. According to [6],
as a research method, systematic reviews are undertaken according to explicit
procedures. The term “systematic” distinguishes them from reviews undertaken
without clear and accountable procedures. According to [7], a SR seek to gather
all available knowledge on a given topic with the guarantee of being transparent
in reporting their methods to facilitate other researchers to replicate that process.
Another function of a systematic review is to identify research gaps, in order to
develop new ideas [11].

There is no consensus regarding how many steps the production of a system-
atic review can be divided into. Several different proposals in this regard can be
found in the literature. While some authors propose only 3 steps, others like [21]
suggest 15 steps. In this work, we consider the 4 steps shown below. According
to [1], those steps are usually part of a review process:
– Searching: extensive searches are carried out to locate as much relevant

research as possible according to a query. These searches include scrutiniz-
ing electronic databases, scanning reference lists, and searching for published
literature.
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– Screening: it narrows the scope of search by reducing the collection to only
the documents that are relevant to a specific review. The aim is to highlight
key evidence and results that may impact on the policy.

– Mapping: the Evidence for Policy and Practice Information and Co-
ordinating Centre (EPPI-Centre)1 has pioneered the use of “maps” of research
as a method to both understand research activity in a given area and as a
way of engaging stakeholders and to identify priorities for the focus of the
review.

– Synthesizing: it correlates evidence from a plethora of resources and sum-
marizes the results.

The process of preparing a systematic review is both creative and technical. It
is worth mentioning that there is a natural dichotomy of tasks: creative tasks are
performed during the development of the core question to be answered and the
protocol to be applied, while technical activities can be performed automatically
following exactly the applied protocol [21].

There are some standards for the development of systematic reviews in a
traditional way that can serve as guides for the automation process, such as
the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-
Analyses) statement and the PICO (Patient, Intervention, Comparison, and
Outcome) framework. PRISMA consists of a checklist with 27 items and a four-
phase flowchart to help authors improve the reporting of systematic reviews
and undertake meta-analysis. It is focused on randomized trials, but it can also
be used as a basis for reporting SR from other types of research, particularly
evaluations of interventions. PRISMA may also be useful for critical appraisal
of published SR [16]. Regarding the PICO framework, according to [4], it can
be used to develop a well-formulated research question with a clear statement
of objectives. Some other standard models that are worth mentioning are PEO
(Patient, Exposure, and Outcome) and PIO (Patient, Intervention, and Out-
come). They are used to formulate the inclusion and exclusion criteria defined
to select relevant studies, in order to answer the research question.

3 Text Mining

Text data mining or text mining is a derivation of data mining that, instead of
working with numerical and structured data, works with textual data. The main
difference between regular data mining and text mining is that in text mining the
patterns are extracted from natural language text rather than from structured
databases of facts. Databases are designed for software applications to process
them automatically; text is written for people to read. There are no programs
that can “read” text as humans do and there is no evidence that they will exist
in the near future. Many researchers think it will require a full simulation of how
the mind works before we can write programs that read the way people do [8].
1 A specialist center for: (i) developing methods for systematic review and synthesis

of research evidence; and (ii) developing methods for the study of the use research.
https://eppi.ioe.ac.uk.

https://eppi.ioe.ac.uk
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However, there is a research field called computational linguistics (also known
as Natural Language Processing - NLP) that is making great progress in carrying
out small sub-tasks in text analysis. For example, it is relatively easy to write a
program to extract sentences from a paper or book that, when shown to a human
reader, appear to summarize its content [8]. The main methods of NLP used in
systematic reviews are text classification and data extraction. The classification
methods look for models that can automatically associate documents (abstracts,
full texts or parts of these texts) with previously defined categories. The data
extraction methods try to identify parts of the text or individual words/numbers
that correspond to a variable of interest [15]. Since scientific production is mostly
presented in textual form, AI techniques specifically aimed at processing textual
data have a wide field of application to aid in the production of literature reviews.

4 Automating the Creation of Systematic Reviews

Since the production of a SR are both creative and technical, it is expected
that all stages considered technical are subject to automation. Indeed, the idea
of automating the steps of a systematic review is not exactly new. According
to [10], the first paper to propose the use of Machine Learning (ML) to this
purpose was published in 2005. From that year on, several works were published
regarding the application of computational techniques in each of the SR stages.
One good way to observe the evolution of this idea is by reading systematic
reviews published on this subject. In 2015, while [11] published a review that
exclusively covers works of data extraction in SR, [18] dedicated to review papers
related to automatic identification of relevant studies.

There are several methods for implementing text mining and related tasks.
The methods currently considered the most relevant to support systematic
reviews are: automatic term recognition (ATR), text clustering, text classifica-
tion, and text summarization [20]. There is also a large amount of software appli-
cations specifically developed to assist in the production of systematic reviews.
The SR Toolbox2 website provides a list of various available tools for supporting
systematic reviews of literature.

It is important to highlight that all the technical steps of the review pro-
cess can be automated through some computational technique with the main
objective of reducing the human workload.

4.1 Challenges and Opportunities

After defining the theme of the research and the inclusion criteria, the first
technical stage of a SR is the search for correlated studies. Ideally, 100% of
the existing studies on the topic should be retrieved. Text mining can help by
suggesting possible query terms. Even if the researcher already has found some
documents that meet his/her inclusion criteria, he/she can always use a term

2 http://www.systematicreviewtools.com/.

http://www.systematicreviewtools.com/
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recognition service that suggest new terms and concepts to be used in a new
query [20]. According to [1], term extraction improves the search strategy by
creating additional metadata that can increase accuracy by automatically iden-
tifying key phrases, concepts or technical terms, within the documents. The
improvement in the set of search terms has the potential to expand the coverage
of the results, which may be sufficient in cases where the object of study is very
specific. Thus, the number of papers retrieved is relatively small, but the entire
literature is covered. In some other cases, the number of papers retrieved is very
high, which makes it even more challenging to find works that are really relevant
to the subject to be searched. Consequently, it is possible to think about meth-
ods that can be applied to the set of retrieved papers in order to find among
them those that are really relevant.

In a systematic review, the term screening refers to the manual process of
sifting through, at times, thousands of titles and abstracts that are retrieved
from database searches. In order to improve reliability, the titles and abstracts
are often screened by two people. This is a very labour-intensive task and adds
considerably to the review’s cost and time [20]. This is a stage where machine
learning techniques can be very useful, by means of filtering not only titles and
abstracts, but also full texts. According to [12], the first study to consider this
possibility was [3]. According to [20], there are two ways to use text mining
to automate this step: the first aims to prioritize the list of items for manual
screening so that the studies at the top of the list are those most likely to be
relevant; the second one uses the studies manually labeled (included/excluded)
as a training dataset, so that the system can “learn” to automatically classify
the other works. Apparently, conducting this step in a semi-automatic manner
can bring many benefits to the researcher. However, [15] highlights that the
main limitation of the automatic screening of abstracts is the fact that it is not
clear at what point it is “safe” for the reviewer to the interrupt the manual
screening. Even systems that, instead of providing a definitive and dichotomous
classification, provide classifications based on probabilities are not free from the
risk of loss. For example, a paper that has received a low probability may be
relevant, and if a researcher chooses to stop screening in a certain threshold of
probability, this paper may not be included in the results.

Another way to find relevant studies to a literature review is by citation
mining. As an example, the study of [2] proposes a method to systematically
mine the various types of citation relations between papers to retrieve docu-
ments that may be related to the topic searched by a specific systematic review.
The author’s proposal is conceptual and was conducted manually. This method,
according to this author, despite having potential for automation, had some limi-
tations related to the available databases API’s that made it impossible to create
a computational algorithm at that time. Currently, the existing databases API’s
provide more and more information about the indexed papers, which makes
it possible to write algorithms that can automatically retrieve related papers
through the citation mining technique. Moreover, [19] stresses it is possible to
think about the integration of the aforementioned content-based methods with
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the citation-based methods, in order to create a more efficient model for retriev-
ing relevant papers.

Once the set of relevant studies are identified and retrieved, the next step
is to extract the useful information present in each one of them. According to
[21], extracting data from texts is one of the most time consuming tasks in a
systematic review. Therefore, there are already several works whose objective
is to automatically extract data from texts. According to [15], when considered
specifically reviews of randomized controlled trial (RCT), there are only few
prototypes of platforms that make these technologies available, such as ExaCT3

[13] and RobotReviewer4. For basic science reviews, the NaCTeM (the United
Kingdom National Center for Text Mining) has developed several systems that
use structured models to extract concepts such as genes and proteins from texts.
Since the desired information can be present in several sections of the paper,
extracting it can become a complex cognitive task. Consequently, even partial
automation can reduce the time required to complete this task, as well as reduce
errors and save time [21].

One obstacle for achieving better data mining models is the lack of train-
ing data. ML systems need a dataset with manually assigned labels in order
to adjust model parameters. Associating labels with individual terms in doc-
uments to enable the training of data-extraction models is an expensive task.
EXaCT, for example, was trained on a small set (132 in total) of full-text papers.
RobotReviewer was trained by using a much larger dataset, but the ‘labels’ were
semi-automatically induced, using a strategy known as ‘distant supervision’. This
means the annotations used for training were imperfect, thus introducing noise
to the model [15]. Recently, [17] released the EBM-NLP dataset, which com-
prises about 5000 abstracts of RCT reports manually annotated in detail. This
may provide training data helpful for the development of data extraction models
[15].

The last step of a SR that can be assisted by text mining techniques is the
synthesis of information. According to [15], although the software tools to sup-
port the synthesis of revision data have been around for a long time (especially
for performing meta-analyzes), the methods for automating it are beyond the
capabilities of ML and NLP.

Furthermore, it is also possible to think about ways to automatically summa-
rize the texts that were selected for review, by extracting information from the
full texts of the papers and not just from their abstracts. For this, there is the
technique that creates automatic text summaries. According to [14], this tech-
nique either generates a summary for a single document at once or for multiple
documents together (MDS - multi-document summarization), by extracting the
most relevant information found within the texts. Automatic summarization is
quite important in systematic review processes, as it condenses the information
that was discovered and classified and thus provides a solution to the information
overload problem [20].

3 https://exact.cluster.gctools.nrc.ca/ExactDemo/.
4 https://www.robotreviewer.net/.

https://exact.cluster.gctools.nrc.ca/ExactDemo/
https://www.robotreviewer.net/
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The use of MDS methods offers the benefits of reducing the overwork on the
reviewer, as well as enabling an overview of a body of research. However, the
proper place and use of such summarization must be established for it to offer
the greatest benefit, regarding the current state of the art. This is partly an
issue for a system designer but also partly an issue of training and experience
for the reviewer. Thus, running a MDS on a large collection of texts from many
domains, on many subjects, would probably not be a useful exercise and would
indicate a lack of understanding about getting the most from summarization.
However, if the reviewer have previously produced a cluster or a classification of
documents, then it makes sense to apply the MDS, since documents in a cluster
or class can reasonably be expected to have something in common, consequently,
the results would be meaningful [20].

Finally, there are the Natural Language Generation (NLG) technologies,
which can be used to automatically write specific paragraphs of the review,
such as a description of the types of documents retrieved, results of the evalua-
tion, and summary of the conclusions [21]. Currently existing techniques are not
able to produce perfect texts like those written by humans. However, the auto-
matically generated text can serve as basis for the text to be written manually
by reviewers, e.g. avoiding errors in data transfers from multiple sources. Impor-
tantly, this kind of technology still has a lot to be improved. Thereby, in search
for more integrated tools to automate systematic reviews, researchers should be
aware of the new text generation methods that are emerging.

4.2 A Pipeline for Creating Systematic Literature Reviews

The intention of this paper is not to present a strict rule of how an SR should be
automated, nor to indicate specific tools or technologies for that purpose. The
objective here is just to highlight, based on what has already been presented in
the scientific literature on this topic, the stages of the literature review pipeline
with the greatest potential for automation. We try to indicate what should be
the focus of researchers on AI, when they go to work within this theme. Dis-
regarding the steps that naturally involve a creative process and, consequently,
must be performed by humans, the next paragraphs focus on the operational
tasks that are part of the reviewing process. In Fig. 1, we propose a pipeline that
combines several techniques used by different projects to automatically gener-
ate a literature review. This pipeline shows not only a sequence of technical
steps required for the creation of an automatic literature review, but also the
respective AI techniques that can be useful in each phase.

In the searching phase, computational techniques can help in suggesting
terms to maximize the amount of documents retrieved, however, the human
operator remains essential to carry out the process. Thus, this phase is consid-
ered to have a medium automation potential. In spite of that, the works found in
the literature propose techniques with great potential for increasing the degree
of automation in this stage. Machines usually perform this task better than
humans do. Besides, scientific databases are increasingly providing structured
data on references, which facilitates the automation process. In addition, it is
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Fig. 1. A pipeline for automatically creating systematic literature reviews

possible to work on the direct extraction of references from papers (i.e. PDF
files). Therefore, this is a step that deserves more attention and investment from
researchers.

As for the screening stage, we consider that it still has a low potential for
automation, currently. That statement comes from the fact that the conversion
of texts into vectors while preserving semantic relations is still incipient, among
other causes, due to the small number of positive training examples available.
Text classification methods are extremely dependent on a good conversion of
texts into vectors, since their accuracy in classification is highly impacted by
the extraction of text characteristics. Usually, ML-based classification methods
depend on training data to ‘learn’ patterns. In systematic reviews, the num-
ber of papers labeled as ‘included’ is less than the size of the set of ‘excluded’
papers, which makes it difficult to properly adjust ML-based models due to this
imbalance of sets. As previously mentioned, given the risk of losing potentially
relevant papers during the screening stage, researchers may not feel secure in
delegating the exclusion of much of the retrieved papers to an automatic clas-
sification process. Thus, we believe it is still necessary to develop new methods
for extracting more precise text characteristics, so that it is possible to consider
that automatic sorting as a secure time saver for researchers.

The extraction and synthesis steps present a great potential to be automated.
In these stages, computational techniques operate by extracting and organizing
important information from texts. Various techniques for extracting certain data
from texts are being developed and can be applied at this stage of automatic
creation of literature reviews. Especially for medical reviews, which are already
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more standardized, there is great potential for applying these techniques. Nev-
ertheless, as the natural language processing keeps evolving, it is possible to
imagine for a near future the extraction of texts for automatically creating liter-
ature reviews to be applied to some other areas of knowledge, such as the social
sciences.

5 Conclusions and Next Steps

Automating literature reviews is a promising research field because the num-
ber of published papers grows every year. The large amount of available texts
makes human work difficult in writing scientific literature reviews. For this rea-
son, the development of computational tools to assist researchers in this purpose
continues to arouse interest in the scientific community. It is important to high-
light that, due to the many limitations of the existing computational techniques,
there are still no definitive/standardized tools to help in the automatic creation
of systematic reviews.

In this way, the papers found in the literature only present specific/partial
solutions for certain stages of the construction of a systematic review. The super-
vised methods, despite being very useful in some of these phases, face the problem
of lack of data for training. Consequently, these techniques present less potential
for development in SR. As for the unsupervised methods, there are greater pos-
sibilities. Summarization, visualization and document clustering are examples
of tasks that can help researchers deal with the large number of publications
available, without relying on previously-labeled databases for training. For this
reason, the development of computational models that will contribute to the
reduction of human workload, especially during the operational stages of SR,
can provide more agility to the process of generating scientific knowledge. This
article brings together some existing initiatives aimed at this purpose. In the
stages of search, screening, extraction and synthesis, some computational tech-
niques have already been used in order to facilitate the reviewer’s work.

As for future work, the computational implementation of the proposed
pipeline will be carried out. Ideally, this implementation will use mainly unsu-
pervised methods to avoid relying on training data, which is still very scarce. We
intend to use existing algorithms for grouping, extracting and synthesizing infor-
mation, available in the literature, that best adapt to the scenario that is being
worked on. Our ultimate goal is to achieve a complete solution to automate the
operational steps of a systematic literature review. As a subsequent step to the
development of the prototype, we intend to test it in application scenarios from
different areas of knowledge, and make it available for specialized researchers in
these areas to qualitatively evaluate the results obtained.
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Abstract. Information creation runs at a higher rate than informa-
tion assimilation, creating an information gap for domain specialists
that usual information frameworks such as search engines are unable to
bridge. Knowledge graphs have been used to summarize large amounts
of textual data, therefore facilitating information retrieval, but they
require programming and machine learning skills not usually available to
domains specialists. To bridge this gap, this work proposes a framework,
KG4All (Knowledge Graphs for All), to allow for domain specialists to
build and interact with a knowledge graph created from their own chosen
corpus. In order to build the knowledge graph, a transition-based system
model is used to extract and link medical entities, with tokens repre-
sented as embeddings from the prefix, suffix, shape and lemmatized fea-
tures of individual words. We used abstracts from the COVID-19 Open
Research Dataset Challenge (CORD-19) as corpus to test the framework.
The results include an online prototype and correspondent source code.
Preliminary results show that it is possible to automate the extraction
of entity relations from medical text and to build an interactive user
knowledge graph without programming background.

Keywords: Knowledge graphs · COVID-19 · Information retrieval
software · Natural language processing · Personalized analytics

1 Introduction

Shannon’s Mathematical Theory of Communication [19] is understood as the
Information Science debut [4]. Ever since Shannon’s work the field has evolved
into a number of sub-fields, following the advances in society. One of such fields
is Information Retrieval, which was considered to be the Information Science
main core [17]. It started in the 1970’s and its focus was on the creation of
retrieval indexes and the physical allocation of information. As the technological
development took place the focus shifted towards information processing and
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efficient information retrieval, digitally speaking [5]. The use of knowledge graphs
to represent human knowledge, and therefore as a way into information retrieval,
has been receiving attention both from academia and industry. A knowledge
graph can be defined as a structured representations of facts, in the form of
entities and relations and its semantic description [10]. A knowledge graph is
composed by triplets in the form (head entity, relation, tail entity), Fig. 1 depicts
an example of a knowledge graph where on the left-side it is presented the triplets
and on the right-side the representation in a graph form.

Fig. 1. Example of knowledge graph. Extracted from [10].

The construction of knowledge graphs can be classified into two main groups:
(i) manually/curated or (ii) automatic/semi-automatic. The first group consists
of allocating domain specialists to annotate, in accordance with a set of rules,
the entities, relations and descriptions [22]. Manually constructed knowledge
graphs are time consuming and tends to advance at a slower pace than infor-
mation development. On the other hand, automatic/semi-automatic knowledge
graphs are built upon a workflow, usually starting from a text corpus, from
which entities and relations are inferred. Automatic/semi-automatic constructed
knowledge graphs are able to keep up with the information creation, at the cost
of (i) quality, that is, the entities and relations are not as accurate as when the
knowledge graph is manually annotated [9] and (ii) having to deal with engineer-
ing challenges, such as data acquisition and storage, text parsing, information
extraction, etc. While companies such as Google and Microsoft have the neces-
sary resources to solve these challenges, smaller organizations and independent
researchers are required to have programming skills in order to be able to use
the advances of research in the information retrieval through knowledge graphs
[18]. In other terms, the use of machine learning in information retrieval through
knowledge graphs results in an increase on the complexity demanded to make
use of such advances. The higher the complexity, the more limited is the number
of people capable of making use of the gains allowed by those advances [8,14].

The information accessibility and availability for possible users is one of the
tasks that Information Science is responsible for [15], as the general view of the
information process, from creation to utilization, is a core activity of the area
[2]. Domain specialists is a particular group of users, with real needs, that could



242 V. M. de Sousa and V. M. Kern

benefit from using knowledge graphs. They are not usually proficient in program-
ming/machine learning optimization skills and, at the same time, their informa-
tion needs are not fulfilled by regular knowledge frameworks, such as google [11].
Therefore, if: (i) domain specialists cannot assimilate, through human cognition,
the information in the same pace that the information is created [9]; (ii) regular
knowledge frameworks are not sufficient to fulfill the domain specialists infor-
mation needs; and (iii) domain specialists do not have the technical skills in
order to make use of algorithms that would allow them to process and interact
with a large amount of information. Then, it can be stated that a framework
that allowed domain specialists to create and interact with their own knowledge
graphs without requiring programming skills would be a step towards narrowing
the information creation and assimilation gap. The present work depicts the pre-
liminary results towards a framework that aims to assert the previously stated
problem. In other words, it is presented the preliminary work of a framework
that aims to allow domain specialist to make use of the advantages of Knowledge
Graphs research by creating its own knowledge graph.

The work is organized as follows. Section 2 presents the used methods in
order to achieve the results shown in Sect. 3. A discussion about the results is
found in Sect. 4 and, finally, Sect. 5 concludes the present work.

2 Methods

This section presents the methods that were used in order to create the presented
results. The Subsect. 2.1 depicts the search result for similar works, followed by
the Subsect. 2.2 that presents the general overview of the proposed framework.
Subsect. 2.3 explains the NLP technique that was used to build the knowledge
graph. And finally, Subsect. 2.4 is responsible for justifying the use of network
visualization.

2.1 Similar Works

In order to execute a search for similar works at least three search parame-
ters have to be defined: (i) Scientific Bases; (ii) Keywords; and (iii) inclusion
and exclusion criteria. Such definitions are as follows. (i) Searched Scientific
Bases are: Web of Science, Scopus, IEEE Xplore and Association for Comput-
ing Machinery Digital Library (ACM). (ii) Chosen keywords: Knowledge Graph,
text OR corpus and Graphical Interface OR Web Application. (iii) The inclusion
criteria is listed:

1. Present a framework to build a knowledge graph from text corpus;
2. Present a form of interacting with the knowledge graph;
3. Make the source code or the framework available for use.

And, finally, the exclusion criteria:

1. Not Present a framework to build a knowledge graph from text corpus;
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2. Not Present a form of interacting with the knowledge graph;
3. Not Make the source code or the framework available for use;
4. Not being an scientific paper;
5. Not being in English or Portuguese

The search resulted in seventy-two (72) retrieved papers, after removing
duplicate papers a total of sixty-nine (69) paper abstracts were read by the
authors. For each abstract it was attributed the inclusion and exclusion crite-
ria. Figure 2 depicts the distribution count of paper for each criteria combina-
tion. The papers placed within the black rectangle refers to the papers to which
were attributed at least one inclusion criteria and none exclusion criteria. That
is, these are the works considered to be similar to the present one. The work
myDIG: Personalized illicit domain-specific knowledge discovery with no pro-
gramming [11] was the only one that was classified as a similar work by the
criteria defined.

Fig. 2. Inclusion and exclusion criteria count

The work was developed at the Information Sciences Institute of University of
Southern California, and presents a framework that allows investigative domain
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specialists to build and interact with their own knowledge graphs from the web
pages. As one would expect, there are similarities and differences between myDIG
and the present work.

The main similarity is found in the problem to be solved. Both works acknowl-
edges that domain specialists struggle to keep up with the information creation.
At the same time, the advances of data processing with Machine Learning, that
would allow a way to narrow the gap between information creation and assimi-
lation, requires programming and machine learning skills, that is not commonly
found in domain specialists, restricting the number of domain specialists that
can make use of such advances.

On the other hand, the main difference is found in the user profile. Both
works have in mind domain specialists. However, while myDIG is focused in
a case where the user has a well defined idea of what she is looking for, the
present work focuses on the step where the domain specialist needs to have an
overview of the knowledge relation in his corpus, that is, an easy to assimilate
and interactive content summarization. Another difference is found in the input
data, myDIG uses web pages while the present paper works is build upon natural
language text. One final difference worth mentioning is related to the availability
of the framework. The myDIG paper indicated a GitHub repository with the
framework code, and therefore is was not attributed to it the third exclusion
criteria. However, when the authors of the present work read the full myDIG
paper it was explained that the engine that transform web pages into a knowledge
graph is maintained by a private company and its not available and therefore it
was not explained how it worked. This work on the other hand was built upon
open source technologies and is also completely available1.

Next sub-section presents the proposed framework that aims at allowing
domain specialists with no programming skills to benefit from machine learning
advances.

2.2 Proposed Framework - KG4All

Figure 3 presents the proposed framework, named as KG4All, that stands for
Knowledge Graphs for All. The image can be read starting from the left side
user icon and following the lines direction. The user uploads a corpus to a web
application. This web application then sends the text from the corpus to a back-
end. This stage is where the machine learning algorithms are used in order to
build a knowledge graph from the texts. Once the Knowledge Graph is created
the web application makes use of interactive tools, allowing the user to interact
with the knowledge contained in the corpus that was uploaded.

This work, as mentioned in the last paragraph of Sect. 1, presents preliminary
results of the process of building the KG4All. Specifically, it presents the first

1 Web interface code: https://github.com/viniciusmsousa/kg4all. Data Processing
workflow: https://github.com/viniciusmsousa/KG4All-data-processing-explained.
At the current stage these components are not connected in the application, as
explained in Sect. 3.

https://github.com/viniciusmsousa/kg4all
https://github.com/viniciusmsousa/KG4All-data-processing-explained
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results of the elements inside the black rectangle. That is, the corpus element,
highlighted with red in Fig. 3, has not been implemented yet.

Fig. 3. Proposed framework (Color figure online)

A few practical considerations should be made. The choice to build a web appli-
cation was made as the result of the following reasoning: The utilization of digital a
tool is necessary mainly due to the fact that large amount of data processing is only
possible through computers. Therefore, the real decision to be made is whether to
build an web application or a smartphones app. The authors have chosen to build
the web application for the following reasons. First, given the authors background
build an web application presented less technical challenges. And secondly, peo-
ple tend to be more productive on personal computers when compared to smart-
phones [1]. In order to build the presented framework the authors used the Shiny
R package [7], which is a framework to build web application using the statistical
programming language R [16]. Examples of others apps built with the framework
can be found in the maintainer official gallery web page2. The main advantage of
the framework is that it allows the creation of fully functional web application with
in a relatively simple structure. The en core sci sm model from the SciSpacy [13]
python package was the choice to build the NLP tasks, that are explained in the
Subsect. 2.3. Finally, as explained in Subsect. 3.1, the implementation was made
using the metadata file from the COVID-19 Open Research Dataset Challenge
(CORD-19) [3] and the raw data used for the results presented can be found in
the link3.

With that in mind the rest of this section presents the steps taken in order
to achieve the preliminary result, shown in Sect. 3.
2 https://shiny.rstudio.com/gallery/.
3 https://drive.google.com/drive/folders/1YAHpv4-93rqMy94CyP830fRzN81Cwk9 ?

usp=sharing.

https://shiny.rstudio.com/gallery/
https://drive.google.com/drive/folders/1YAHpv4-93rqMy94CyP830fRzN81Cwk9_?usp=sharing
https://shiny.rstudio.com/gallery/
https://drive.google.com/drive/folders/1YAHpv4-93rqMy94CyP830fRzN81Cwk9_?usp=sharing
https://drive.google.com/drive/folders/1YAHpv4-93rqMy94CyP830fRzN81Cwk9_?usp=sharing
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2.3 NLP

The objective is to allow the user to upload it’s own corpus into KG4All, then
from this corpus a knowledge graph is built. This section presents the text pro-
cessing tasks that are responsible to create the triplets set from the texts. In
other words, the Machine Learning block in the Fig. 3. The general task, i.e.,
extract triplets from natural language text, can be splited into two sub-tasks:
(i) Name Entity Recognition and (ii) Entity Linking.

Name Entity Recognition (NER) labels sequences of words in a text which
are the names of things, such as person, company, etc. [21]. For example take
the following natural language statement:

Armstrong landed on the moon.

After a NER processing this statement could be annotated as follows:

Armstrongperson landed on the moonlocation.

Since KG4All is implemented in the medical domain it is needed a source to
get medical entities definitions. The Unified Language Medical System (UMLS)
[6] provides just that. A few examples are shown in Table 1 and the full database
with the definitions and relations from UMLS used in this work can be found in
this link4.

Table 1. Examples of medical entities from the UMLS.

Entity type Entity name

Intellectual Product Clinical Trial Objective

Virus Avipoxvirus

Cell Component Azurophilic granules

Temporal Concept Priority

Bird Aves

Intellectual Product Report (document)

Population Group Donor person

Therefore, an example of a NER annotated medical text could look like:

The reportIntellectual Product on the AvipoxvirusVirus is the current priorityTemporal Concept.

The second sub-task is called Entity Linking which aims at finding a relation
between two entities [21]. For example, by reading the statement Armstrong
landed on the moon the human cognition interprets the semantic meaning
4 https://drive.google.com/drive/folders/1kEw1 rJA7pI5VycmaXBVwbN0XMWUM

sST?usp=sharing.

https://drive.google.com/drive/folders/1kEw1_rJA7pI5VycmaXBVwbN0XMWUMsST?usp=sharing
https://drive.google.com/drive/folders/1kEw1_rJA7pI5VycmaXBVwbN0XMWUMsST?usp=sharing
https://drive.google.com/drive/folders/1kEw1_rJA7pI5VycmaXBVwbN0XMWUMsST?usp=sharing
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and concludes that there is a link between the entities Armstrong and moon.
And this link is landed on. Finally, this knowledge can be represented in a
triplet form as:

(Armstrong, landed on,moon)

Entity linking aims at using algorithms to detect these relations. The algo-
rithms usually integrate three steps to link entities [21]:

1. Entity mention spotting: Detects mentions in the text of multiple entities;
2. Entity mention mapping: Lists the possibles entities from a formal knowledge

base;
3. Candidate Selection: Selects, based on a criteria, which candidates are indeed

linked with the mentioned entity.

Therefore, by completing this two sub-task it is possible to build a
knowledge graph from text. An example of the data processing workflow
developed by authors to create a KG from Medical text can be found on
this github page (prepared by the authors)5. It presents the use of the SciSpacy
[13] which is a open source python [20] framework dedicated to dealing with sci-
entific texts from medical domain. The framework allows a large range of tasks,
but the purpose of this research it was focused on the Named Entity Recognition
and Entity Linking.

Once the data processing workflow is completed it is possible to create tools
to allow the user to interact with the knowledge graph without having to program
anything, this is the topic of the Subsect. 2.4.

2.4 Knowledge Graph Visualization

Having the extracted triplets from the corpus the next step towards the proposed
framework is to allow a user to interact with the knowledge graph. As shown
in Sect. 1, a knowledge graph has a network structure, i.e., nodes (the entities)
connected by edges (the relations).

Producing and examining a network plot is often one of the first step in a
network analysis, since its overall purpose is to allow a better understanding of
the underling structure in the data [12]. Figure 1 is an example of how a network
can be visualized in order to reveal the underlying structure of the data. The use
of aesthetics can enhance certain feature from the data in a better visual form.
Color the nodes to indicate different types of nodes and change the edge size to
depict the relation strength or count are two ways to do so. Therefore, the first
interaction element implemented in the KG4All is the tool that allows the user
to view a network graph from the knowledge graph extracted form the corpus,
by selecting a document of interest.

In summary, this section started demonstrating, in Subsect. 2.1, the research
gap in allowing domain specialists to benefit from the advances in the machine
5 https://github.com/viniciusmsousa/KG4All-data-processing-explained/blob/main/

01DataProcessingExplained.ipynb.

https://github.com/viniciusmsousa/KG4All-data-processing-explained/blob/main/01DataProcessingExplained.ipynb
https://github.com/viniciusmsousa/KG4All-data-processing-explained/blob/main/01DataProcessingExplained.ipynb
https://github.com/viniciusmsousa/KG4All-data-processing-explained/blob/main/01DataProcessingExplained.ipynb
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learning and natural language processing research in order to interact with a
large number of documents. Second, Subsect. 2.2, presented and explained in a
high level a possible way towards fulfilling the gap previously mentioned with the
KG4All framework. Thirdly, Subsect. 2.3 explained the tasks of entity recognition
and entity linking, which are the tasks that the presented work relies upon. And
finally, the current sub section justified the choice of using network graphs to
create an interactive knowledge graph as kick start to the web application. The
next session presents the results obtained as this research evolves.

3 Results

This section presents the functional prototype of the KG4All framework. As
stated before the KG4All source code is open source, currently it is present
in two github repositories6 due to the fact that the Web Application is not
integrated with the Machine Learning back end yet. And the application can be
accessed throught the link viniciusmsousa.shinyapps.io/KG4All7. The prototype
current main features are: (i) detects the relations within the abstracts from the
COVID-19 Open Research Dataset Challenge (CORD-19) [3] and (ii) connect
these relations to the UMLS relations mapping. The following of this presents the
domain implementation and test corpus in Subsect. 3.1. Next, the web interface
components in Subsect. 3.2. The triplets display component in Subsect. 3.3 and
finally the interactive graph in Subsect. 3.4.

3.1 Domain Implementation

The Covid-19 pandemic breakout in early 2020 and changed most people’s life.
The subject became an important topic in the international organizations agen-
das. Due to the fact that this research was taking place during the pandemic peak
in Brazil the authors decided to implement the proposed framework in the Med-
ical Domain. Specifically, it was chosen to develop a data processing workflow
that works with medical texts, based in the Unified Medical Language System
[6] and tested it to generate the results using the abstracts of papers related
to the coronavirus extracted from the COVID-19 Open Research Dataset Chal-
lenge (CORD-19) [3], which is the result of a response coordinated by the White
House to make available the scientific publications related to the coronavirus.

3.2 Web Interface Components

Figure 4 presents the KG4All Web Interface, i.e., the interface that the domain
specialist interacts with. It is composed mainly by three components marked in
the figure. Component 1 is the search bar that allows the user to search for a

6 Web application: https://github.com/viniciusmsousa/kg4all. Data Processing:
https://github.com/viniciusmsousa/KG4All-data-processing-explained.

7 https://viniciusmsousa.shinyapps.io/KG4All.

https://viniciusmsousa.shinyapps.io/KG4All
https://github.com/viniciusmsousa/kg4all
https://github.com/viniciusmsousa/KG4All-data-processing-explained
https://viniciusmsousa.shinyapps.io/KG4All
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desired document using words. Component 2 presents the triplets extracted from
the abstract of the document selected in component 1. And finally, component
3 presents the interactive graph visualization of the relations.

The Subsect. 3.3 explains the KG4All’s triplets component.

Fig. 4. KG4All Web Interface (‘Influenza Virus: A Brief Overview’)

3.3 Triplets Component

The triplets are shown in component 2 of the KG4All. Figure 5 is a zoom in
component 2. Each row each represents on relation found in the text. The relation
in itself is in the columns head name, relation type and tail name. The other
columns of the table presents additional information about the relation. We
highlight that the column entitled relation count depicts the number of times
that the relation occurred in the whole corpus.

Fig. 5. Triplets component (‘Influenza Virus: A Brief Overview’)

For example, from the first line of the figure it can be seen that the entity
Influenza (head entity) is a process of (relation) the Influenza Virus (tail
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entity). Next step in to connect this entities with other entities found in the
corpus, through the UMLS. This is presented in the Subsect. 3.4.

3.4 Interactive Graph

The last implemented component is the interactive knowledge graph, presented
in Fig. 6. One might note that there more relations in the graph than in the
triplets table. This is due to the fact that the graph shows the relations found
in the abstract with the relations found in the whole corpus that involves the
entities from the selected text. This allows the domain specialist to have a gen-
eral view of how the selected text is related with the whole corpus. It is worth
mentioning that even though it is not implemented, the authors are studying
ways to explicit the document from which the additional relations are from.

Fig. 6. Interactive knowledge graph (‘Influenza Virus: A Brief Overview’)

As is expected in network visualizations KG4All use some aesthetics to add
more information to the relations. The nodes color demonstrates to which group
each node belong to. For example, Influenza is classified by the UMLS as a
Disease or Syndrome. On the other hand influenza A virus is classified as
a virus. Another aesthetics used in the interactive graph is the edge (or link)
size. It proportional to the number of times that the relation was present in the
corpus.

Section 4 presents considerations about the results, improving directions that
are in the authors workflow.

4 Discussion

A few considerations about KG4All itself. First, the current implementation
uses a selected dataset to create the interactive knowledge graph, however this
is a temporary implementation. Once the upload interface and the integration
between the web interface and the back end model is done, KG4All will have
an upload interface where the users will be allowed to upload their own medical



Interactive Domain-Specific Knowledge Graphs 251

corpus. Second, there are two factors that impacts KG4All computing cost: (i)
The model used to detect the medical entities and (ii) the size of the corpus
that is submitted to the data processing pipeline. The model that is current
being used is the en core sci sm [13] and once it is loaded it uses 132 MiB of
memory. And the dataset used to create the prototype, with 81.354 medical
abstracts, used around 10 GB while running on win10 with intel i7. It is worth
noting that in practical use the authors expect smaller corpus, for instance,
the result OS a search in scientific articles database. Third, the use of machine
learning algorithms to extracted the triplets cannot guarantee that all the entities
relations present in the text will be extracted. How ever, as shown in the SciSpacy
paper [13] the amount of relations detected are not insignificant, providing a
reasonable summarizing of the knowledge present in the corpus. And, finally,
there are both some implementations as well as corrections to be made on the
current state. For example, a way to explicit from each document the entity
was extracted, when it is a relations that is not in the selected document is a
implementation to be made. In some cases there are overlapping of the edges
name, which is a correction in the back log.

Besides the practical differences from the myDIG [11] work, explained in
Subsect. 2.1, the authors believes that KG4All complements the myDIG, in the
sense that the same issue, gap between domain specialists information assimi-
lation and creation, is being addressed. And contributing for a different group
of information users by focusing in an open source tool for knowledge graph
creation and interaction.

5 Conclusion

The present work has argued that there is a gap between information creation
and assimilation. This gap impacts the domain specialists, a group that the tra-
ditional information tools does not satisfies their information necessities. It has
also been argued that the research advances in the field of information retrieval
through knowledge graph using machine learning algorithms is evolving and pro-
vides ways to narrow the information gap. However, such advances are relied on a
high level of computational and mathematical complexity. This high complexity
results in the need of programming and machine learning skills in order to make
use of the advances. Such skills are not commonly found in domain specialists.
It was presented the KG4All prototype, which is a framework that will allow
users to upload their own corpus and interact with a knowledge graph created
from the corpus without the need of programming skills. The domain that the
KG4All is implemented is the medical one, due to the fact that the Covid-19
pandemic took place while this research was taking place. There are other works
proposing solutions to the same problem however with a differences in the target
domain specialists user profile, and therefore, the present work contributes to
the research on how to make the advances in knowledge graph through machine
learning usage.
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Abstract. Technological Surveillance systems stand out as a structured
way to assist organizations in monitoring their internal and external tech-
nological environments, in order to anticipate changes. However, since the
volume of digital data available keeps growing, it becomes increasingly
complex to keep this type of system running without proper automation.
This paper proposes an automated MapReduce-based method for tech-
nological Surveillance in Big Data scenarios. A prototype was developed
to monitor key technologies in specialized portals in the Furniture and
Wood sector, in order to illustrate the proposed method. The proposal
was evaluated by industry experts, and the preliminary results obtained
are very promising.

Keywords: Technological surveillance · MapReduce · Big Data ·
Ontologies

1 Introduction

Throughout history, technological changes have created, transformed and
destroyed markets. The monitoring of the main technological trends plays a key
role in increasing the competitiveness of companies. However, the accelerated
pace of technological development and the steady reduction of time between dif-
ferent innovation cycles increase complexity and the efforts required to maintain
an up-to-date picture of the whole technological scenario [23].

In search of solutions, a wide variety of approaches to technological monitor-
ing have been proposed. They range from interviews, through simple keyword-
based Internet searches, to sophisticated text mining systems in search of hidden
patterns [7]. Among those, Technological Surveillance (TS) has gained promi-
nence. TS seeks to establish a monitoring process that ranges from collecting
data to communicating insights about it to decision makers. That allows organi-
zations to have an overview of the technological changes from different sources of
information. Nevertheless, maintaining a functional and active monitoring sys-
tem to evaluate real Big Data scenarios composed of patents, scientific papers,
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books, and spreadsheets, to name a few, is still one of the biggest challenges
faced by organizations.

In this sense, the objective of this work is to propose a method to identify
the use of existing technologies in Big Data scenarios, especially in those envi-
ronments densely populated by large volumes of data. In a nutshell, we intend
to answer the following research question: how to automatically identify a set of
technologies of interest whose use is increasing in popularity on Web portals?

The remainder of this work is organized as follows. In Sect. 2, a theoreti-
cal framework of reference is given, which depicts the concepts of technological
surveillance, and also talks about information, domain, Big Data scenarios, and
the MapReduce model. Section 3 presents the methodological procedures used
to develop this work. In Sect. 4, the proposed method is described, along with
the prototype developed to implement it and the experimental results achieved.
Finally, Sect. 5 presents the final considerations and suggestions for future works.

2 Theoretical Framework

2.1 Technological Surveillance

Technological Surveillance (also known as Technological Vigilance or Techno-
logical Watch) arose from the need to monitor the internal and external envi-
ronments of organizations in a structured and systematic way, in order to map
possible changes in technological scenarios.

Table 1 presents the most relevant TS definitions in the context of this work.
They converge in terms of the proposed/existing stages of the surveillance pro-
cess, raging across collecting information, analyzing it, and communicating the
results obtained to interested parties. Palop and Vicente [21] point out the key
reasons that lead organizations to adopt a TS system: (i) the need to antici-
pate changes in order to avoid competitive disadvantage, especially in scenarios
where technology can be a differential; (ii) cost reduction; (iii) the progress of
the organization in relation to the market; (iv) the need to innovate; and (v)
new possibilities to establish cooperation with other organizations. In summary,
it can be stated that Technological Surveillance is a method used to monitor and
evaluate different sources of information, mostly of which to be used as an input
for patent registration processes. That is, it searches for evidences that could
signal changes in the technological scenario in which an organization is inserted.

In the literature, proposals for automated technological monitoring are pre-
sented by using patent bases [17,29], such as the database of the USTPO (US
Patent and Trademark Office) [9,18], scientific papers [1,11], and publications
available on Web portals [26]. The techniques used by the authors are mainly
focused on the extraction of terms from text documents, by means of calculating
the TF-IDF (term frequency–inverse document frequency) and applying the LDA
(Latent Dirichlet Allocation) algorithm for topic modeling [17,18,29]. Besides,
several techniques for document clustering are applied, notably the k-means algo-
rithm [9,18], in order to detect and recognize outstanding technologies.
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Table 1. Definitions of technological surveillance.

Definition Authors

Method of collecting, analyzing, disseminating, communicating
and using information for decision making, including
competitive intelligence or similar terms

Palop and
Vicente (1999)
[21]

A structured system to coordinate the activities of information
retrieval, analysis and dissemination, both inside and outside
the organization, according to an organizational plan and
strategy

Salgado Batista
et al. (2003) [4]

Technological surveillance goes through the stages of diagnosis,
research and capture of information, analysis of information,
valuation of relevant information, information dissemination
and communication, by offering guidance to decision making

OVTT [20]

A technology surveillance model consists of a set of processes:
identification of needs, a definition of sources and means of
access to information; search, processing and validation of
information; and valuing of information, results, measurement
and improvements

AENOR [3]

A systematic process that aims to identify, organize and
correlate the results of technological prospecting in order to
make them useful to the organization’s strategies

ABNT [2]

However, these proposed methods limit their field of monitoring, since most
organizations are immersed in Big Data scenarios, in which they need to store
and monitor a large volume of data in a variety of formats, such as text doc-
uments, database content, audio, video, spreadsheets, patents, clicks, physical-
device data, internal systems data, Web portal content, event records, news-
website content, social-media content, scientific publications, among others.

2.2 The Information and Its Sources

From the point of view of Information Science (IS), according to Buckland’s view
[5], information in the process of Technology Surveillance can be understood as
knowledge and the analyzed documents as “things” that can reduce uncertainties.
Therefore, the ability to evaluate the quality of the documents and correctly
delimit their sources is fundamental to this process, being one of the factors that
most impact surveillance results, according to León et al. (2006) [16].

According to quality criteria presented by Muñoz et al. (2006) [14], sources of
information can be divided into formal, such as articles or books, and informal,
such as talks or visits to fairs. A TS system should work with formal sources
of information. As far as processing is concerned, sources of information can be
classified as “electronically available” and “not electronically available”.



A Method for Technological Surveillance in Big Data Environments 257

The quality of information sources can be analyzed by means of applying spe-
cific criteria and indicators. In her book “Information Sources on the Internet”,
Tomaél (2008) [28] lists as possible criteria to be used: information architec-
ture and its intrinsic aspects (content versus user need), the credibility of the
information source (contextual handling aspects), and information representa-
tion (conciseness and consistency) and its sharing aspects.

2.3 Domain

The concept of domain was introduced in the IS context by Birger Hjørland
(1995) [12]. Before that, it was already widely used in Computer Science, in
which was disseminated in the mid-1980s [19]. A domain is a group that shares
an ontology, undertakes common research or work, and also engages in discourse
or communication, formally or informally [27].

The analytical domain paradigm of Information Science states that the best
way to understand the concept of information in IS is studying the domains
of knowledge as communities of thought or discourse, which are part of the
division of labor of society [12]. According to the domain analysis, if we wanted,
for example, to develop a software application for Brazilian Geography analysis,
we should not focus on certain users, but instead call a geographer specialized in
Brazilian Geography to help us. Going against this premise, this research used
information produced by experts from a particular industry sector to model
ontologies containing the key technologies and critical resources to their area.

2.4 Big Data

The information of interest in Technological Surveillance systems are usually
collected from different sources and possess different formats. TS systems need to
deal with thousands of unstructured digital documents, as well as huge volumes
of data that, due to the high level of information digitization, keep growing. In
this work, we consider these configurations as part of Big Data scenarios.

Among the several existing Big Data definitions found in the literature, two
stand out: the definitions 3 “Vs” and 5 “Vs”. The 3 “Vs” definition was adopted by
authors such as [13] and [15], which characterize it as being: variety, and velocity.
The definition of the 5 “Vs” adds two new features to them: veracity and value
[30]. There are still other definitions composed by more “Vs”, and even other
letters. Actually, there is no consensus at all about the concept of Big Data. In
Technological Surveillance scenarios, data is only useful if it has value and can
be checked for accuracy. Consequently, in this work we adopted the definition of
5 Vs to define Big Data scenarios.

Unlike traditional database management systems (DBMSs), such as MySQL
or Oracle, which were built to work with structured data in the form of rela-
tional tables, Big Data data often varies in structure. Therefore, operations as
text mining are often common and required to process or retrieve information.
Partitioning data across multiple computers or nodes may also be required to
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manage the large volume of data or allow it to be processed and analyzed in an
acceptable time frame.

2.5 MapReduce Processing in Big Data Scenarios

MapReduce was conceived in Google as a solution to optimize its Web search
engine in 2003, based on the paradigm of functional computing and programming
languages such as LISP. Between 1999 and 2004, Google engineers developed
dozens of algorithms to process data in order to generate more data. In 2008,
the model was already scaled, processing 20 petabytes daily [6]. According to
Dean and Ghemawat [6], the programming model MapReduce is an associated
implementation useful for a wide variety of real world tasks and was designed
to handle large datasets. Its structure enables parallel processing in large collec-
tions of data through computer clusters. Currently, it is the main programming
method used to work in Big Data scenarios.

Through it, it is possible to elaborate simple algorithms capable of being exe-
cuted both in a personal computer and in distributed environments composed of
thousands of computers, allowing the construction of scalable solutions. Other-
wise, the processing would be sequential, possibly presenting performance prob-
lems in environments with large volumes of data. Conceptually, the Map function
receives a collection of input data and applies a function on them, generating
a new collection. The Reduce function receives a collection of input data and
applies a function on them, providing a reduction in the size of the collection.

Figure 1 presents the application of the MapReduce model for counting
words. The input sentences are splitted into words, for which the value 1 is
assigned during the Map step. In the Reduce step, similar words have their val-
ues summed and assigned. As a result, a list is generated with the words and
the total number of their occurrences in the input text.

Fig. 1. MapReduce example.
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3 Methodological Procedures

This work is an applied research, as it aims to generate knowledge for the appli-
cation of methods aimed at solving a specific problem involving local interests.
Regarding the objectives, among the classifications proposed by Gil [10], this
work conducts an explanatory research, which seeks to understand the causes
and effects of the phenomena under study, in a structured, quantitative and lat-
eral way in experimental methods. To overcome the limits of the quantitative
research [8], this work also makes use of a qualitative approach. When validating
the proposal with specialists, a qualitative evaluation of the result is necessary.
Quantitative approaches are also used in the data analysis process, during the
experiments.

This work uses experimental and bibliographic procedures, too. The biblio-
graphical research seeks to explain a problem from theoretical references pub-
lished in documents, such as books, periodicals, scientific papers, without the
elaboration of hypotheses. This approach is important mainly in the theoretical
foundation, by bringing knowledge to the authors and structuring the basis for
the construction of the remaining knowledge of this work. According to Gil [10],
the experimental research consists in determining a study object, selecting the
variables that would be able to influence it, and defining the ways of controlling
and monitoring the effects produced by the variables on the object.

The elaboration of this research takes place through the definition of a
research problem and a research question, in order to establish the paper’s goals.
In addition, in order to support the early research process, topics like technol-
ogy surveillance, information, domain, Big Data, and MapReduce are studied.
Besides, an analysis of related works is carried out to compose the necessary
theoretical basis of the work, which is used to objectively interpret and analyze
the subject, as well as produce conclusions based on proven theories.

During the analysis of the related works, opportunities for improvement are
identified. Subsequently, they are included in this work’s main proposal. To vali-
date it, a functional prototype is built, by using MongoDB technology as the data
repository, Protegé as the software tool for ontology modeling, Python as the
programming language for capturing, parsing and analyzing data, and Javascript
as the programming language for implementing the MapReduce model. To vali-
date this prototype, we present the results obtained from specialists who pointed
out the correct alignment of the results in relation to the market.

4 The Proposed Method

Table 2 summarizes the proposed method for Technological Surveillance in Big
Data scenarios. It aims to automatically identify key technologies and assess
their popularity in large volumes of documents collected from formal sources of
digital information.

It is based on the TS cycle proposed by Sánchez Torres and Palop Marro
(2002) [22]. The main steps of the proposed method are: (1) Planning. Iden-
tification of the needs and objectives of the organization; (2) (3) Collection
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and Organization. Gathering and filtering of the data, in order to select it and
eliminate what is not necessary; (4) Intelligence. Qualification of information
and its alignment with the organization’s strategies; and (5) Communication.
Dissemination of the results within the organization for the purpose of decision
making.

The proposed method (Table 2) delimits a series of activities required to
enable the automation process. The Planning step requires human interven-
tion, which involves experts, decision makers, and anyone else interested in the
outcome of the process, as it must be aligned with the strategic objectives of the
organization. At this stage, a domain analysis is applied, by means of delineat-
ing the domains of interest and the technologies that should be monitored. The
sources of digital information, such as Web portals, are also evaluated by using
criteria indicated by Tomaél (2008) [28]. Finally, the technological knowledge of
the domain is modeled in the form of ontologies, used to represent the terms to
be located in the collected texts. For example, if there is interest in monitoring
technologies related to energy production, the Energy domain could be modeled,
by creating classes such as Renewable Energy and Non-renewable Energy. The
Renewable Energy class, in turn, could aggregate subclasses like Solar Energy,
Wind Energy, or Biomass Energy, which would represent the searched terms.
This approach is not only useful because it maintains the hierarchy of concepts,
but also because it facilitates the grouping of terms by levels of abstraction, i.e.,
the superclasses.

Table 2. The proposed method for technological surveillance.

Step Main Features

1. Planning Domain analysis. Ontology modeling. Assessment of
digital sources of information

2. Collection Web Crawlers. Web Scrapers. Query APIs.
Gathering of digital data

3. Organization Data wrangling. Storage in non-relational databases
4. Intelligence MapReduce application. Identification of key

technologies. Technology counting. Construction of
time series. Creation of charts

5. Communication Report generation. E-mail sending. Business
Intelligence tools. Website feed

The Collection step is responsible for automatically collecting publications
from predefined sources and make them available for the next step. It demands
the construction of web robots, known as Web Crawlers [25]. Web crawlers gather
data through a process known as Web Scraping. Moreover, publication data
can also be collected either through APIs (Application Programming Interfaces)
provided by the content portals, or by the directly collecting of digital documents
from specialized repositories. All the collected data are stored in its raw form.
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During step 3, Organization, a data wrangling process is performed. This
process consists of extracting content from the collected publications, such as
titles, dates, entities, among others. Each piece of extracted content is converted
to a structured data type, like text, date, time, or numeric, in order to allow its
further manipulation. Subsequently, they are organized and indexed in appropri-
ate databases. In addition, the duplicated documents are removed in this step.

The texts extracted from the collected documents still represent a challenge
for the analysis process, mainly due to its high dimensionality. Much of the infor-
mation contained in the publications are useless. Some words are not relevant
to the TS process. Therefore, it is essential to identify and extract useful data
from the texts. Figure 2 shows an example of text reduction during the content
extraction process. On the left is the original document collected. On the right
side are the data stored in the database, after the data wrangling process. In the
end, the reduced data refer to technologies identified with the analyzed scenario.

Fig. 2. Dimensionality reduction.

In Big Data contexts, moving large amounts of data for processing is quite
computationally expensive. MapReduce functions possess the advantage that
they can be executed in parallel on each cluster node where the data is. In
this sense, the Intelligence step uses a MapReduce algorithm to identify key
technologies, in order to enable the TS system to cope with Big Data. The
algorithm generates a data subset with less dimensionality, which contains the
technologies found in the source publications.

Once the volume of technologies has been quantified, it is possible to build
time series that correlate the mentions of the technologies identified with their
publication dates. Next, graphs that summarize the calculations performed can
be generated to facilitate the analysis of the specialists.
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Finally, the communication stage aims to satisfy users’ information needs
through the generation or automatic update of by-products of technological
surveillance. In the previous steps, data were collected, analyzed and trans-
formed, making them more understandable. Now, the interpretation of the final
users must be facilitated by the enrichment and formatting of this new informa-
tion, through the generation of reports containing the produced charts. Other
examples of TS by-products are: (i) sending alerts by e-mail, (ii) updates to a
specific BI system, (iii) and updates to a certain section of a website dedicated
to the mining subject.

The proposed method defines a clear sequence of steps to create an automated
system, which is designed to monitor a set of technologies of interest in electron-
ically available information sources. This monitoring also includes checking how
popular these technologies are on the Web. In the next section, we present a
prototype that implements the proposed method and runs it on a given set of
information sources.

4.1 Prototype

The purpose of the prototype is to validate the proposed method by implement-
ing the proposed activities. The Furniture and Wood sector was chosen as a
scenario because it is one of the key sectors in the economy of the Brazilian
state of Santa Catarina. This sector is also included in the Industrial Develop-
ment Program of Santa Catarina (PDIC 2022) [24], which is developed by the
Federation of Industries of the State of Santa Catarina (FIESC). The architec-
ture and main steps of the prototype are presented in Fig. 3.

The main technologies used for this prototype are Python language (along
with its libraries) and MongoDB database. Python language ecosystem offers
a set of libraries to work with data processing and visualization. MongoDB
is a multi-platform open source database designed for documents classified as
NoSQL. In it, documents are stored in JSON-style format. MongoDB was cho-
sen because of its ability to scale horizontally, by adding new instances in other
computers. Moreover, it possesses orientation to documents, since it allows the
modeling of the various data collected during the TS process, such as scien-
tific publications, patents, documents come from trade show and events, etc.
MongoDB makes the representation of those documents closer to the analysts’
reality, i.e. flexible for analysis. Besides, it provides the possibility of data pro-
cessing through Map and Reduce functions.

Planning. In the Planning stage, a domain analysis was carried out on the Fur-
niture and Wood sector, present in the PDIC 2022 notebook. Moreover, a dis-
cussion with FIESC specialists was held. Subsequently, it was modeled a domain
ontology containing the key technologies listed for the this economy sector. Each
technology was connected to a superclass that is used to group similar concepts.
The ontology modeling was done in the Protegé tool, and the output was an
OWL (Web Ontology Language) file. The selection of information sources was
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Fig. 3. Prototype architecture.

based on interviews with FIESC specialists, and also by reusing those already
monitored by the FIESC Observatory, such as the Web portals: For Mobile1,
Furniture News2, Mega Movers3, Wood Business4, and Woodworking Network5.

Collection. A set of web crawlers was developed in the Python language to
collect publications from the selected web portals. The main Python library
used was BeautifulSoup6, which offers specialized functions to access web pages
and capture the desired content. Web crawlers work in two steps. First, they
browse the websites where the publications are listed, collect their links, and
store them. After, they visit each URL to scan the documents. Their titles,
texts, and publication dates are collected and stored in a specific collection in
the MongoDB database, as shown below.

Organization. The content extracted from the URLs visited are stored as
documents in a collection called “crawled_news_urls”. These documents contain
metadata, e.g. an indicator of whether the content of a given document was
extracted or not and its URL source. The content captured in the second stage
of the Collection stage constitute another type of document, and are stored in a
collection called “publications”. Code snippets 1.1 and 1.2 below show examples
of each type of document.

1 http://www.formobile.com.br.
2 http://www.furniturenews.net.
3 http://www.megamoveleiros.com.br.
4 http://www.woodbusiness.ca.
5 http://www.woodworkingnetwork.com.
6 Python package used to analyze documents in HTML and XML formats.

http://www.formobile.com.br
http://www.furniturenews.net
http://www.megamoveleiros.com.br
http://www.woodbusiness.ca
http://www.woodworkingnetwork.com
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1 {
2 "_id" : ObjectId ( "5 b4f f6202e77ca12b95c98c8 " ) ,
3 portal_name" : "Wood Business " ,
4 "domain" : "FurnitureAndWood" ,
5 " porta l_ur l " : " https : //www. woodbusiness . ca/ industry−news/news/Page−8",
6 "news_url" : " http ://www. woodbusiness . ca/ industry−news/news/the−new−bioeconomy−adding−value−to−

biomass −4655" ,
7 " ext rac ted " : 1
8 }

Code Snippet 1.1. Sample document from the “crawled_news_urls” collection.

1 {
2 "_id" : ObjectId ( "5 b4f f9272e77ca132655b833 " ) ,
3 "portal_name" : "Wood Business " ,
4 "domain" : "FurnitureAndWood" ,
5 " porta l_ur l " : " https ://www. woodbusiness . ca/ industry−news/news/Page−2" ,
6 "news_url" : " http ://www. woodbusiness . ca/ industry−news/news/ canfor−appoints−dianne−watts−to−board−

of−d i r e c t o r s −4980" ,
7 " t i t l e " : "Canfor appoints Dianne Watts to board o f d i r e c t o r s " ,
8 "pub_date" : ISODate ( "2018−06−08T00 : 0 0 : 0 0 . 0 0 0Z" ) ,
9 " text " : " ‘We are exc i t ed to have Dianne j o i n our board and look forward to the exper ience ,

knowledge and f r e s h pe r spe c t i v e that she w i l l bring , ’ sa id Don Kayne , ( . . . ) company . "
10 }

Code Snippet 1.2. Sample document of “publications” collection.

Intelligence. At this stage, we applied the MapReduce algorithm to identify the
key technologies present in the documents collected. The algorithm is written in
JavaScript and considers the ontologies terms and their relationships. A Python
function was used to convert the OWL file content into a JSON-based dictionary
within the JavaScript code.

The Map function converts the publication texts to lowercase and use a
regular expression to look for technology mentions in them. As an output, this
function returns the publication date, the founded technology and its superclass,
and the number “1”, which indicates that at least one term was found in the
analyzed document. Then, the Reduce function adds the same terms found and
returns the total value associated with the label “term_count”.

The execution of this algorithm was done in the MongoDB environment,
and generated a new collection of documents called “TechnologyMapping”. Each
document of this collection has a format as shown in the code snippet 1.3. In
it,"pub_date" is the month in which the document was published, “technol-
ogy” means the key technology found, “superclass” means the ontology class to
which the technology belongs, and “value” is the document number in which the
technology was mentioned that month.
1 {
2 {
3 "_id" : {
4 "pub_date" : "2017−03−01" ,
5 " technology " : "Composite Wood" ,
6 " supe r c l a s s " : "Biotechnology "
7 } ,
8 " value " : 1 .0
9 }

10 }

Code Snippet 1.3. Output from the MapReduce Processing.
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With the publication date and the amount of technology mentions obtained,
we built a monthly time series by highlighting the number of documents in which
a key technology appeared over the months. It is known that a process is station-
ary when the characteristics do not undergo changes over time, i.e. a process that
develops randomly in time and oscillates around the mean. The stationary time
series is the inverse of a non-stationary time series, in which growth or fall trends
occur and, then, the mean and variance are related to time.

In order to know the unit root thesis for each time series constructed (formed
by the number of documents that mention a technology monthly), the Aug-
mented Dickey-Fuller Test was performed, which helps in detection of non-
stationary time series, and verifies if the series used follow a steady stochastic
process. This type of process would indicate that there would be no significant
variations in the number of key technologies mentioned, and there could be a
mature technology. On the other hand, a non-stationary series may indicate a
tendency for growth or a drop in interest in a particular key technology.

Finally, graphs of the series were constructed and a polynomial of order 2 was
adjusted, in order to facilitate the visualization and analysis of the specialists.
The difference between the values y0 and y1 was calculated, representing the
number of mentions, in percentage, in order to give an idea of the size of the
variation and whether it was positive or negative.

Communication. In order to communicate the results to specialists, the system
creates a report containing a summary of the main data, such as the number of
documents captured, the ten most mentioned technologies, and the associated
charts.

4.2 Experimental Results

During the initial stage of Planning, an OWL file containing the ontologies
modeled for the Furniture and Wood sector was produced. This file comprises
key technologies organized in the form of sheets. These technologies are (in
alphabetic order): 3D printing, Additive Fabrication, Additive Manufacturing,
Augmented Reality, Automation, Automation and Robotics, Biomass, Biotech,
Biotechnology, Certifications, Composite Wood, Construction Wood, Distinctive
Design, Engineered Wood, Hardboard, Health and Safety, High Density Fiber-
board, Information and Communication Technology, Information Technology,
Liquid Wood, Medium Density Fiberboard, Medium Density Particleboard, Mul-
tifunctional Furniture, Nanotechnology, Optimized Furniture, Rapid Prototyp-
ing, Robotics, Sensory Design, Single Households, Smart Furniture, Strategic
Design, Virtual Reality, Waste Management, and Wood Frame.

In the Collection stage, web crawlers were constructed to scrape publications
dated between June 1st, 2017 and June 1st, 2018. Table 3 shows the quantity
of publications collected from the portals For Mobile, Wood Business, Furni-
ture News, and Woodworking Network. After collected, these publications were
organized and saved as MongoDB documents, as detailed above.
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Table 3. Number of publications collected in each portal.

Portal Publications collected

For Mobile 30
Wood Business 190
Furniture News 198
Woodworking Network 2500
Total 2.918

During the Intelligence stage, we synthesized indicators such as the number
of documents in which the monitored technologies were mentioned (Table 4) and
the volume of documents that quoted each class of the key technologies of the
ontology (Table 5). In this way, it is possible to see which key technologies and
classes were most cited in the period.

Table 4. Number of documents in which the technologies were cited in the period.

Key technology Number of documents

Automation and Robotics 132

Wood for building 72

Biomass 31

Composite wood 31

Information and Communication Technologies 28

Virtual Reality 18

Health Safety 12

MDF 8

3D Printing 7

HDF 6

Nanotechnology 6

Augmented Reality 6

Waste Management 3

Strategic Design 1

Further details are presented in the Figs. 4 and 5, which show the total of
documents that mentioned each key technology and the ontology-defined classes
over the monitored period of time.
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Fig. 4. Total of documents that mention the key technologies, per month.

When analyzing Fig. 4, one can observe that “Automation and Robotics”
had a significant increase of citations between February 2018 and April 2018,
experiencing a dropping ever since. In both Fig. 4 and 5, it is possible to notice
that the volume of citations of most of the terms that oscillate do not show a
visible tendency.

There are obvious difficulties related to the evaluation of trends by means of
using exclusively the visual graphic presented in Fig. 4. To overcome that, the
behavior of each monitored key technology was separately evaluated, in order to
verify if its time series presented only oscillations around the same axis, tending
to be stationary, or if it would be possible that it might have some kind of
tendency associated.

As a tool for supporting specialists, the Augmented Dickey-Fuller Test, was
applied. When considering a p-value > 0.05 and accepting the null hypothesis
(H0), we concluded that the series has a unit root and is non-stationary. On
the other hand, for a p-value <= 0.05 we reject the null hypothesis (H0), i.e.
indicating that the series has no unit root and is stationary. Thus, it is possible
to have a support to assess whether the key technology is becoming popular or
not. In Fig. 6, it is possible to see an example of monitoring of Biomass term.
The x-axis represents the months. The y-axis represents the count of documents
in which the term was identified (Table 6).
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Fig. 5. Total of documents that mention the ontology-defined classes, per month.

Table 5. Number of documents in which the ontology-defined classes are present.

Classes Number of documents

Furniture and wood 254
Biotechnology 31
Waste Management 31
Information and Communication Technologies 31
Wood for construction 14

Table 6. Augmented Dickey-Fuller Test result for the monitored term “Biomass”.

General output Critical values

Variation in Y axis: +65.22% 1%: −4.223
ADF Test: −2.453971 5%: −3.
p-value found: 0.127079 10%: −2.730
p-value > 0.05: It accepts the null hypothesis (H0);
the data has a unit root and is non-stationary
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Fig. 6. Number of documents with ‘Biomass’ term (x: months; y: total of docs).

5 Final Considerations

This paper proposed an automated method for the identification of key tech-
nologies in specialized information sources. The proposed method is based on
the Technological Surveillance methodology of Sánchez Torres and Palop Marro
(2002) [22], and comprises 5 steps: Planning, Collecting, Organization, Intelli-
gence, and Communication. A prototype was developed in order to validate this
proposal. Key technologies of the Furniture and Wood sector were identified and
quantified from 2,918 publications collected from four specialized Web portals,
suggested by Furniture and Wood specialists.

The proposed method for identifying the use of existing technologies in Big
Data scenarios, by means of the structured reports, graphs and tables generated
by it, is the answer to our research question. That is, now we can automatically
identify a set of technologies of interest with increasing popularization in Web
portals.

As for future works, we suggest the creation of a sub-step of the Collection
phase, which is capable of recommending new possible key technologies to be
monitored based on text mining techniques. Although this feature would make
the process richer, it would not rule out the human intervention. Another possible
evolution would be to extract geographic data from the collected data, in order
to check the dispersion of technologies on the map, as well as their intersection
with data come from other sources of information.
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Abstract. The present work raises an investigation about the feature
importance to estimate the COVID-19 infection, using Machine Learn-
ing approach. Our work analyzed 175 features, using the Permutation
Importance method, to assess the importance and list the twenty most
relevant ones that represent the probability of infection of the disease.
Among all features, the most important were: i) the period comprised
between the date of notification and symptom onset stand out, ii) the
rate of confirmed in the territory of health units in the last 14 days,
iii) the rate of discarded and removed from the health territory, iv) the
age, v) variables of the traffic flow and vi) symptoms features as fever,
cough and sore throat. The model was validated and reached an accu-
racy average of 78.19%, whereas the sensitivity and specificity achieved
83.05% and the 75.50% respectively in the infection estimate. Therefore,
the proposed investigation represents an alternative to guide authorities
in understanding aspects related to the disease.

Keywords: Feature importance · Feature engineering · Machine
learning · Prediction model · COVID-19

1 Introduction

In December 2019, a new coronavirus, called SARS-CoV-2, was recognized in
the city of Wuhan, China, and spread quickly to other countries in the world. In
January 2020, the World Health Organization declared a Public Health Emer-
gency of International Importance, and in March, the COVID-19 pandemic. At
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the beginning of October 2020 there are already more than 33 million confirmed
cases and more than 1 million deaths from the disease [14].

When infecting the human body, there is a period of latency, followed by an
infectious period. During this period, the infected person can transmit to others
through coughing and sneezing. The virus mainly affects the respiratory tract
and the first symptoms appear after the incubation period. The main symptoms
include fever, cough and fatigue, which appear on average after 11 days of con-
tamination. Other symptoms, such as mucus production, headache, hemoptysis,
diarrhea, dyspnoea, lymphopenia can also appear. The main clinical diagno-
sis is pneumonia [2,13,20,24]. Furthermore, the risk of symptomatic infection
increases with age. Thus, older individuals are more likely to have symptomatic
infection and worse outcomes [2].

Laboratory diagnosis is an important tool for diagnosis, as well as for follow-
up, evaluation and evolution of the case. The recommended diagnostic test is the
real-time polymerase chain reaction (RT-PCR) of nasal and oropharyngeal swab
samples. Other serological tests can be used to detect immune responses, such
as class M (IgM) and class G (IgG). However, it is important to use resources
rationally in conducting diagnostic tests [26].

Towards the rational use of the infection spread of detection capabilities, arti-
ficial intelligence techniques have been used to predict the diagnosis of COVID-
19. The algorithms are managing to predict the stage of COVID-19 by means
of several features such as age, comorbidities, symptoms, diagnosis and outcome
[7].

In order to create a model, we developed a investigation to assess the main
features that can determine Covid-19 infection. To conduct our research, we
collected and analysed data from the public health system in the capital of
Santa Catarina, a state in southern Brazil. The set of features are composed of
several variables from symptoms to demographic data.

Furthermore, we modeled a machine learning algorithm to estimate the infec-
tion of an individual. In our work, we conduct several experiments with 175 fea-
tures to label the 20th most important features that represent the high Covid-19
infection likelihood.

1.1 Contributions

Among the contributions of our work, we can highlight:

1. The verification of the high importance of the features of confirmed, discarded,
and removed by region of health, as well as the features of symptoms (fever,
cough, and sore throat), all along the time of the notification date.

2. An intensive feature importance investigation results in findings that also
highlighted the importance of traffic load, which reflects the people’s isolation
level.

3. The accuracy of the predictive model with an average of 78.19% of correctness
in determining whether the individual is infected with Covid-19.
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The remainder of this paper is structured as follows: In Sect. 2, we describe
the more relevant related works on the effort to determine the Covid-19 infection;
Sect. 3 introduces the methodology applied to feature engineering; Sect. 4 detail
the experimental assessments; Sect. 5 outline the discussion about results and
finally, in Sect. 6, we present our final remarks and future work.

2 Related Work

COVID-19 had a significant impact on the life and economy of several countries
[10]. In addition to collapsing economies, the moral values of nations have been
strongly affected by the pandemic [21]. All the impact, economic and social,
motivated the Pan American Health Organization to seek to better understand
the signs and symptoms of Sars-cov-2, in order to disseminate this knowledge.
From now, the challenge of the pandemic is to find the best model that elucidates
the initial growth trajectory and the epidemiological characteristics of the new
coronavirus [19]. In this sense, the application of Forecasting models has been
useful to deal with the dynamic behavior of this virus [22].

Sars-cov-2 is a respiratory virus transmitted through droplets of saliva, sneez-
ing or by close contact. In their study, [25] described 69 cases of COVID-19 in
China, where it was identified that 15% of individuals had fever, cough and dys-
pnoea. However, a survey conducted in the United States, showed that 50% of
patients affected by this virus did not have a fever, however cough and dysp-
nea were reported by 88% of people with the virus [3]. Still, in other studies,
reports of symptoms were difficult to measure objectively, such as anosmia (loss
of smell), hyposmia (decreased smell) and ageusia (loss of taste) [11].

In addition, infected individuals may never develop symptoms, others may
have mild symptoms or develop moderate to severe Sars-cov-2 disease [15]. In
order to understand the symptoms that best represent the pandemic, researchers
around the world try to understand the behavior of the virus [11]. A group of
researchers from Spain found five patterns of skin infection that may be asso-
ciated with COVID-19. These patterns were repeated in patients with varying
demographic characteristics, in different periods and with different severities of
the disease. Among these patterns are maculopapular rashes (47% of cases), vesi-
cles or pustules (19% of cases), hives (19% of cases) and other vesicular rashes
(9% of cases) and livedo or necrosis (in 6% of cases) [8].

A preliminary analysis by the World Health Organization (WHO) shows
that in relation to gender, there is a relatively uniform distribution of infections
between women and men (47% versus 51 respectively), however, it seems that
men have a higher rate mortality rate (58%) in relation to women [15]. Never-
theless, due to the need to know the outbreak of COVID-19, some studies are
being carried out considering exogenous factors such as the social environment,
climatic variables, pollution and population density [22]. Other studies point
to the role of room temperature in the survival and transmission of viruses.
According to the WHO, several environmental factors can influence the spread
of communicable diseases that can cause epidemics. The underlying theory is
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that the number of cases and the spread of previous infectious viruses demon-
strate seasonal patterns, affected by the climate, and therefore Covid-19 is likely
to be similar in this respect [12].

Therefore, the prediction of a pandemic can be made based on several param-
eters, such as the impact of environmental factors, incubation period, impact of
quarantine, age, sex and many more. The difficulty in predicting the number of
cases of a pandemic is the fact that the number of cases to be studied does not
match the total infected population. [17]. Considering the importance of knowing
this difficult epidemiological scenario in a short-term horizon [22], Forecasting
models have had a positive impact to mitigate the pandemic [21].

Forecasting techniques assess past situations, which allows for better predic-
tions about the situation that will occur in the future [21]. These models allow
managers to develop strategic planning and carry out decision making in the
most assertive manner possible [12]. Since in addition to the concern with public
health, the danger of the pandemic is also with the supply of food, medicine,
and other supply chains needed by the population. Statistical analyzes such as
forecasting allow governments not to focus only on underlying decision-making
methods such as personal judgment [17].

To understand the nature of the coronavirus and predict its spread, the anal-
ysis models must be trained on a large volume of the data set. The ideal amount
of the data set plays an extremely important role in training the task and affects
the performance of the proposed algorithms [12]. The forecasting of COVID-19
cases is a challenging task, since Forecasting models are impacted by the effect
of a small data set [22].

3 Methodology

The main goal of our work is to analyze which features most contribute to the
diagnosis of suspected cases of COVID-19 using the classification technique with
Machine Learning. The methodology steps that can be seen in Fig. 1 are: 1)
data selection and extraction, 2) data pre-processing and feature engineering, 3)
hyperparameterization and feature selection and 4) model validation. Each step
is detailed further next.

3.1 Data Selection and Extraction

In the first step, the database used has been set corresponding to 1,930 reported
cases of COVID-19 in the period between 02/15/2020 and 05/25/2020. The
database was extracted from the Health Department of Florianópolis, capital of
the State of Santa Catarina in southern Brazil and is available1 to be analysed.

According to the [9], the database comes from three sources: 1) anonymized
data on suspected and confirmed cases resident in Florianópolis; 2) demographic
data of the 49 health regions that make up the municipality; and 3) data on the
mobility represented by the traffic flow in the municipality.
1 https://github.com/avgandre/covid florianopolis/tree/master/dados/Dione.

https://github.com/avgandre/covid_florianopolis/tree/master/dados/Dione
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Fig. 1. Methodology flow

The database contains individual data on the diagnosis (confirmed or dis-
carded), sex, age (in years), and age groups (under 10 years old, 10 years old
under 20 years old, 20 years old under 40 years old) years old, 40 years old to
under 60 years old, 60 years old to under 80 years old, 80 years old or more), skin
color (white and not), date of onset of symptoms, in addition to the following
clinical data of symptoms of the disease: pain throat, dyspnoea, fever and cough.

There is also data on health regions in the city of Florianópolis. There are
49 territories and 104 sub-territories that correspond to regional divisions of the
city.

Furthermore, the database contains the following demographic data for
health territories the total number of inhabitants and by sex; the number of
persons aged 1 year, 2 years and so on up to 100 years or more; the number of
people by skin color (white, black, yellow, Brazilian, indigenous and ignored); the
number of people by years of schooling (from 1 to 17 years completed or more,
in addition to literate, non-literate, literate through youth and adult literacy
programs and with uninformed schooling); the total income per household, the
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Table 1. Conversion of categorical features

Categorical feature Factors Method New features

Race/Color White; Yellow;
Black; Parda;
Unknown

One-hot-encoding Race Col0 to Race Col4

Age range <10;
10 <= years <20;

20 to 80 step 20;

>80

One-hot-encoding Age range0 to
Age range5

Screening method 3 methods One-hot-encoding Screening method0 to
Screening method2

Fever Yes; No One-hot-encoding Fever0 to Fever1

Cough Yes; No One-hot-encoding Cough0 to Cough1

Sore throat Yes; No One-hot-encoding Sore throat0 to
Sore throat1

Dyspnea Yes; No One-hot-encoding Dyspnea0 to Dyspnea1

Health territory 48 regions FeatureHasher Health territory0 to
Health territory19

Health subTerritory 104 subregions FeatureHasher Health subterritory0 to
Health subterritory19

average income of the households, the total income of the heads of households,
the average income of the heads of households, the total income per person and
the average income per person, the proportion of males, persons with 60 years
of age or more, of people with non-white skin and of people with 10 years or less
of education, as possible indicators of vulnerability.

Regarding mobility features, the database provides data on the average daily
traffic on four major avenues in the city. The time window for calculating the
average considers it starts on the day of symptom detection until the thirteenth
day before, that is, it is a window delayed in time.

3.2 Data Pre-processing and Feature Engineering

Initially, all records with the value ‘Missing’ in the attributes of symptoms (Sore
Throat, Dyspnea, Fever and Cough) and Diagnosis were removed. Then, the cat-
egorical attributes were converted to numerical ones, using the One-hot-encoding
technique for Race/Color, Age group, Screening Method and symptoms, and Fea-
ture Hashing [23] for Territory and Subterritory. The Table 1 has the conversion
process result detailed:
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Another procedure performed was the creation of new attributes. As sug-
gested by [9], the number of infected people (with a positive diagnosis and up to
14 days after the onset of symptoms) in each health territory was calculated.

Moreover, according to the principle of the SIR model of epidemiology [4],
it was proposed to include the number of people discarded (with a negative
diagnosis) and the number of people removed (with a positive diagnosis and
more than 14 days after the onset of symptoms).

Furthermore, it was included the rate of people infected by the number of
inhabitants of their respective health territory, as well as the rate of discarded
and removed rate. Finally, the data were normalized, transforming them to values
within the range [0, 1] and, thus, establishing a common scale.

3.3 Hyperparameterization and Feature Selection

The database was divided into training and test basis, 70% for training and 30%
for testing. As there is an imbalance in the amount of data between the discarded
and confirmed cases, the first being a larger amount, the sample was balanced
using the Undersampling technique.

In the training stage, cross-validation was adopted as a way to assess the
model’s generalization. According to [18], the technique consists of dividing the
database into k folds, one of which is selected at a time to be the test set and
the other k−1 are used as a training set. The test is repeated until each of the
k folds is used as a test set. In the end, the accuracy is given by the average of
the accuracy obtained for each of the k folds.

Hyperparametrization was performed using a random combination of param-
eters with 10 iterations in each tuning process. Accuracy was chosen as the
maximization score.

After defining the parameters of the algorithm, the feature selection was
performed considering the values of permutation importance as a criterion for
assessing the degree of importance [1]. The criterion used was to select only
those features with a value greater than zero. In this way, the features with
values above this threshold remained in the model and the rest were removed
from the database.

3.4 Model Validation

In the last step of the process, with the algorithm trained and configured with
the best parameters that fit the model, the algorithm was validated with the
test base to assess its prediction capacity.

Steps 3 and 4 were repeated 100 times and the results for each were stored.
Then the data were used to calculate the mean and stantard devation of evalu-
ation metrics and permutation feature importances.

The experiments were initially tested with three algorithms: Random For-
est and Support Vector Machine (SVM). The equipment used to carry out the
experiments had: i) Intel (R) Xeon (R) Gold 6126 CPU @ 2.60 GHz CPU with
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12 CPUs, ii) 32.0 GB of RAM, iii) 250 GB of hard disk and iv) Linux Ubuntu
16.04. The entire implementation was developed in the Python programming
language, version 3.7.

4 Experiment Assessments

We carried out experiments to analyze the evaluation metrics that measure the
accuracy, in addition to ascertaining the features that had the most contribution
to the performance.

The specific parameters of the Random Forest and SVM are presented in
Table 2 and Table 3, as well as the possible value ranges. Through them, the
best configuration is adjusted by means of a random search of hyperparameters.

Table 2. Random forest hyperparameters

Parameter Value

criterion [entropy, gini]

n estimators [5...100]

max depth [None, 1...5]

min samples split [2...5]

min samples leaf [1...5]

min weight fraction leaf [0.0...0.5]

max features [’auto’, 0.1...0.5]

Bootstrap False, True

Table 3. SVM hyperparameters

Parameter Value

C [0.025...1.0]

degree [3...25]

gamma [’scale’, ’auto’, 0.1...2.0]

shrinking [True, False]

probability [False, True]

decision function shape [ovo, ovr]

And the parameters described in Table 4 relate to the general settings of the
environment.

In the experiments, the metrics used in the analysis of the proposed model to
assess performance were accuracy, sensitivity and specificity. The data samples
were obtained by running the algorithm repeatedly and they are presented below
in the form of average and standard deviation.
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Table 4. General settings

Parameter Value

Execution amount 100

Folds 10

Training/Test 70/30

RandomizedSearchCV interactions 10

Features selection threshold Above zero (>0)

Among the two algorithms used, Random Forest was the one with the highest
efficiency, as shown in Table 5. Therefore, it was extensively explored in this
study.

Table 5. Metrics from accuracy score

Random forest SVM

Metric Training (M ± SD) Test (M ± SD) Training (M ± SD) Test (M ± SD)

Accuracy 0,80682 ± 0,02279 0,79755 ± 0,02198 0,76733 ± 0,02285 0,75328 ± 0,02542

Sensibility 0,83802 ± 0,03916 0,84141 ± 0,04320 0,80397 ± 0,05217 0,80015 ± 0,05508

Specificity 0,77561 ± 0,02779 0,77332 ± 0,03545 0,73069 ± 0,05110 0,72740 ± 0,04980

The Fig. 2 shows the comparison between the evaluation metrics of the two
algorithms: Random Forest and SVM. The data presented are only from the
Test Set.

Fig. 2. Metrics from test set
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The Random Forest algorithm performed better compared to SVM. It had
an accuracy of 0.80682 ± 0.02279 (mean ± standard deviation) on the training
set and 0.79755 ± 0.02198 on the test set. The sensitivity was 0.83802 ± 0.03916
and 0.84141 ± 0.04320 in each of the two bases, respectively. The specificity was
0.77561 ± 0.02779 in the training base and 0.77332 ± 0.03545 in the test base.

The main features selected by Random Forest with their respective Permuta-
tion Importance percentages are shown in Table 6. The results presented below
are in the form of average and standard deviation for the set of executions.

Table 6. Features permutation importance of accuracy score

Position Feature Permutation importance (M ± SD)

1a Notification date 0,05412 ± 0,03538

2a Confirmed rate territory 14 days 0,03016 ± 0,01456

3a Fever1 0,02783 ± 0,01964

4a Fever0 0,02638 ± 0,01992

5a Cough0 0,01575 ± 0,01256

6a Cough1 0,01505 ± 0,01299

7a Confirmed territory 14 days 0,01100 ± 0,00677

8a Symptoms start date 0,00454 ± 0,00488

9a Discarded rate territory 0,00247 ± 0,00303

10a Sore throat 1 0,00166 ± 0,00226

11a Removed rate territory 0,00140 ± 0,00195

12a Sore throat 0 0,00140 ± 0,00202

13a Age 0,00123 ± 0,00165

14a Discarded territory 0,00115 ± 0,00161

15a Age above 91 0,00108 ± 0,00253

16a Removed territory 0,00105 ± 0,00164

17a traffic mean 0,00098 ± 0,00142

18a traffic mean lag2 0,00088 ± 0,00125

19a traffic mean lag1 0,00084 ± 0,00125

20a Screening method 2 0,00081 ± 0,00122

For a better visual understanding of the features importances, the Fig. 3 is
shown with the values of each variable.

Lastly, the response time of the algorithm had an average result of 17.49
and standard deviation of 4.87 s, considering the training step that involved the
hyperparameter tuning process and feature selection, in addition to the test step
that consisted of the model validation.
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Fig. 3. Features permutation importance of accuracy score

5 Discussion

After nearly a year of its discovery, COVID-19 is a disease that arouses much
interest because of its great impact on humankind. Wherefore, this work pro-
posed to investigate the relevance of a set of variables in the diagnostic prediction
of the disease.

The investigation started with the acquisition of a preliminary database with
175 features, which after going through pre-processing, increased to 228 due to
the techniques of coding categorical variables. Then, the model was processed
and analyzed by the Permutation Feature Importance method to assess the
impact of each feature on the accuracy metric.
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The most important feature was the Notification Date. All symptom features
appeared among the twenty most significant, with the exception of dyspnea. This
fact corroborates with the researches that investigate the symptoms and indicate
fever, cough and sore throat among some of the most common ones [5,6,16].

Mobility features also meaningful. There were fourteen features to represent
traffic on the city’s four major avenues. Thus, four of them are among the most
important features, listed in Table 6

The feature engineering process carried out in the pre-processing step resulted
in the creation of new health territory variables (Confirmed territory 14days,
Removed territory and Discarded territory, Confirmed rate territory 14days,
the Rate Discarded Territory and the Rate Removed Territory) contributed sig-
nificantly to the model performance.

However, the Confirmed territory 14days, the Rate Discarded Territory and
the Rate Removed Territory features were even more expressive and were among
the ten most important. In this way, it is noticed that the factor “health region”
was very important in the correct classification of the algorithm’s diagnosis.

Finally, the results of the model were somewhat satisfactory. Coping with
the research developed in [9], there is an improvement of approximately 15% in
the accuracy measured in the final test stage. This matter may be associated
with the addition of new variables that were not present in the previous work,
including symptoms and those confirmed, discarded and removed related to the
health territory.

6 Final Remarks and Future Work

The present work shows a investigation about the feature importance in a predic-
tion diagnostic model for cases of COVID-19, using the classification technique
with Machine Learning.

These classification approaches are fundamental for monitoring the number
of virus reproductions and for making decisions in the face of the pandemic.
The advantage of them is to produce quick responses and relatively low cost
compared to laboratory diagnosis.

The methodology section emphasized the hyperparametrization and feature
selection techniques, as the research aimed to investigate two aspects: the fea-
tures that best contributed to the performance of the model and the results of
the hit rates in the validation of the test step.

The Random Forest performed better compared to SVM. So it was explored
in more detail. In the first investigation step, the Permutation Importance
method was used to assess the impact of the features on the results. Among
the 228 variables that make up the database, the most relevant are: the date
of notification and onset of symptoms, the rate of confirmed in the territory of
the last 14 days, the rate of discarded and removed from the territory, age, flow
variables traffic, in addition to the attributes of fever, cough and sore throat.

Regarding the second stage of the investigation, the metrics showed consistent
results. Accuracy had a mean of 78.19%, whereas sensitivity reached 83.05% and
specificity 75.50% of cases.
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Therefore, the research conducted has shown that there is a feasible alter-
native in the process of underdiagnosis COVID-19 disease, considering the most
relevant characteristics for the determination of infection.

In near future, we pretend to extend the model including new features, such
as climatic conditions, as [22] suggests that could have an impact on people
behavior. Another possibility is to reduce the granularity of the health territory
to sub-territories in the calculation of confirmed, discarded and removed and,
later, to analyze the behavior of the algorithm.
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Abstract. With the growing volume of data produced today, it is clear
that more and more users are using different types of systems, such as,
for example, professional and academic data storage systems. Given the
large amount of stored data, the difficulty of finding candidates with
appropriate profiles for a particular activity is noteworthy. In this con-
text, to try to solve this problem comes the expertise retrieval, a branch
of information retrieval, which consists of, given a query, documents are
recovered and used as indirect units of information for the candidates and
some aggregation techniques are used in these documents to generate a
score to the candidate. There are several models and techniques to work
with this problem, some have been tested extensively but the search for
specialists in the academic field with neural models has a smaller amount
of research, this fact is due to the complexity of these models and the
need for large volumes of data with judgments of relevance or labeled for
your training. Therefore, this work proposes a technique of expansion
and generation of weak supervised data where the relevance judgments
are created with heuristic techniques, making it possible to use models
that require large volumes of data. In addition, is proposed a technique
of deep auto-encoder to select negative documents and finally a ranking
model based on recurrent neural networks and that was able to overcome
all the baselines compared.
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1 Introduction

The challenges of finding the required information increases with the volume of
data. Therefore, support tools such as recommendation and information retrieval
systems are essential when searching, whether searching for websites, shopping
website recommendations, searching for specialists, among other possibilities.

Search for specialists has existed since before the invention of the computer
and denotes the need to find someone with some specific knowledge. In the field of
psychology, in [4] it is said that the superior performance of specialists is acquired
through experience, repetitions and structuring of long-term activities. For [15]
specialists are people with knowledge or who have mastered detailed skills in
specific areas. This task is challenging because it is necessary to evaluate what
the person has already done, worked and produced in order to find out what
their specialties are and who stands out among various options.

The sub-domain expertise retrieval in academic environment is one of the
areas that has been receiving more and more attention despite having less related
research [2], which may be related to the complexity of the problem or the
difficulty of obtaining relevant data on the topic. In the literature it is possible
to find some bases such as in [1,3,23] where it is possible to observe expert data-
sets with a focus on only one topic, not being generalist, centralized in just one
organization or in only one area. Some platforms for sharing and storing projects
and academic works that stand out, for example Academia1, DBLP2, Google
Scholar3, Plataforma Lattes4, Microsoft Academic Search5, ResearchGate6.

Specifically, the Plataforma Lattes developed and maintained by the Con-
selho Nacional de Desenvolvimento Cient́ıfico e Tecnológico (CNPq) appears as
an important source of academic knowledge. In [6] the authors demonstrated how
relevant the data contained in the platform are for the understanding Brazilian
research and science, including personal, professional and academic information,
such as scientific and technological production. Therefore, the Plataforma Lattes
is an expressive source of high quality information from individuals [13] and is
a good source of data to feed models and techniques in general.

For any Information Retrieval (IR) system, the relevance of the items
returned given a query is extremely important. These measures may vary accord-
ing to the robustness, sensitivity and efficiency that the system is expected to
demonstrate [18]. These attributes help us to compare and select traditional and
neural models that recently gained prominence.

The first artificial neural network proposed in [21] with a very simple for-
mat called perceptron that today is basically a neuron unit of current network,
it works like a linear binary classifier that tries to find a better separation of

1 Academia: https://www.academia.edu/.
2 DBLP: https://dblp.uni-trier.de/.
3 Google Scholar: https://scholar.google.com/.
4 Plataforma Lattes: http://lattes.cnpq.br/.
5 Microsoft Academic Search: https://academic.microsoft.com/.
6 ResearchGate: https://www.researchgate.net/.

https://www.academia.edu/
https://dblp.uni-trier.de/
https://scholar.google.com/
http://lattes.cnpq.br/
https://academic.microsoft.com/
https://www.researchgate.net/
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the data. One of the biggest problems of this model is the inability to separate
nonlinear data as a xor distribution, to be solved we must increase the depth
and width of the network, adding neurons and more layers. This creates other
problems, overfitting, when the model decorates training data and fails to gen-
eralize validation, another major problem is the need for an advanced hardware
architecture that was expensive at the time. But with the reduction of hard-
ware prices like GPUs, the advancement in techniques that reduce overfitting
like dropout and maturity and specialties of the architectures provided a great
advance and highlight in deep neural network.

Neural networks have brought great improvements in the areas that uses
unstructured data like of computer vision, natural language processing and
speech recognition [14], unlike traditional techniques, these networks benefit
from large amounts of data, having an ability to learn contexts and relation-
ships that are difficult to identify with handcraft methods. More recently, some
attempts have been made to propose and adapt these techniques for information
retrieval.

In these neural models applied to IR, a major problem stands out, the need
for large amounts of labeled data. These labels consist of judgment of relevance,
that is, a set of triples containing a query, a document and the score of this
relationship. Data labeling is expensive and can take a long time, which makes
it impossible to apply these models in many cases.

Motivated by the new neural models and the need for data with judgments of
relevance, the present work presents an alternative model with weak supervision
where the labels are generated by heuristics, trying to answer the following
questions:

Q1: Can weak supervision obtain better results than traditional technique
used to generate the judgments of relevance applying to problems of search for
specialists?

Q2: Can the generation of negative documents for queries through a deep
auto-encoder surpass the standard of selecting random documents?

Q3: Can the Dual Embedding LSTM model surpass the models in the liter-
ature?

Therefore, in this work, a technique is proposed to generate pseudo-judgments
of relevance to the documents, considering that for a given query it is also neces-
sary samples of relevant documents and samples of non-relevant documents. The
response of Q1 is positive when they combine the technique of weak supervision
and the deep autoencoder to select the negative documents. The answer from
Q2 is also positive, the deep autoencoder provides a selection of documents that
negatively represent a query more effectively than random selection.

To select samples of positive documents for the queries, a strategy is proposed
to generate relevance judgments using classical information retrieval techniques
based on language model with Bayesian smoothing using Dirichlet [25] distri-
bution; for samples of negative documents is proposed a deep autoencoder [9],
calculating the most distant candidates from each consultation and extracting
their documents. To carry out the reclassification of documents, a dual neu-
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ral architecture with recurring layers is proposed, in order to recalculate the
sequence and scores of the documents that ultimately compose the score of each
candidate, answering positively the question Q3.

In the next section, it will be presented the Related Works (Sect. 2) to this
research, following the applied Methodology (Sect. 3), presenting the entire pro-
posed framework, right after there is a detailed description about the used
dataset in Sect. 4 and finally presented the Final Results (Sect. 5) and Con-
clusions (Sect. 6).

2 Related Works

In [2] an extensive literature review is described that highlights the advances in
models and algorithms for searching and ranking specialists, summarizing and
establishing the relationships of these approaches. More recently, [11], a survey
was conducted that selected 96 articles consisting of 57 journals, 34 conferences
and three book chapters, analyzing the domain of expert search, knowledge
sources, methods and databases. There was a growing trend in the amount of
IR research for searches models by academy experts.

The work [16] use the database LExR the authors proposed a technique
based on information theory where the document-author association is given by
a probability, that is, a non-Boolean model, and two alternatives normalization
schemes which measures how discriminative a particular document-author asso-
ciation is in view of the other associations involved in each author’s document.
The approach surpassed the proposed baselines.

In [5] the authors proposed a weak supervised model of deep neural network.
The tests were carried out on two data-sets, one for news and other with general
data from the internet. For the queries, query logs from the service provider
AOL7 were used. Pseudo-judgments of relevance are generated using BM25 [20]
with 1000 documents with the highest score being selected for each query and
1000 other negative documents sampled at random. In the experiments three net-
work architectures are proposed, one point-wise and two pair-wise, three repre-
sentations of the input data, being a dense representation with several calculated
attributes, a sparse representation with bag-of-words and finally an embedding
vector learned during training. The combination of the pair-wise architecture
with representation of embedding as an input surpassed the baseline technique.

The tutorial proposed by [18] presents basic concepts and intuitions behind
the neural models applied in IR, reviewing recent neural network architectures,
pointing out their positive and negative sides and finally discussing possible
future directions.

Part of the hyper-parameters and architecture of the Dual Embedding LSTM
model used in this work were inspired by [19] which proposes a duet architecture
where the network has a part that learns local representation and second part
that learns representation distributed from the sets of queries and documents.

7 AOL: https://www.aol.com/.

https://www.aol.com/
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3 Methodology

In this section, the framework for generating the necessary data is presented,
such as an extensive list of queries, a list of documents with positive and negative
relationships given a query (Sect. 3.1). Next the Dual Embedding LSTM model
is described (Sect. 3.2).

3.1 Weak Supervision

Weak supervision is usually a term given to refer to models that have noisy
labels but it also refers to models that use labels generated by heuristic tech-
niques [10]. As neural models are greedy with labeled data, it is necessary to
obtain pseudo-judgments of relevance, and for correct learning it is necessary for
each query a set of documents with a positive relationship and a set of negative
documents, that is, results that would be incorrect for a given query. The follow-
ing are techniques for extracting, given a query, obtaining positive and negative
documents together with their labels or relevance judgments. That is,

S = f(q, d),

where S means the pseudo-judgment score, q the query and d document, with
documents varying between relevant +d and no relevant −d.

Positive Documents. To select positive documents together with a pseudo-
label, the technique based on Language Model with smoothing and distribution
of Dirichlet [25] was used as a calculation of similarity between documents and
queries. Thus, for each query, up to 20 documents with the best scores are
selected.

The Bayesian smoothing with Dirichlet distribution can be seen in Eq. 1,
where it tries to estimate the smoothed probability of finding the term i given
the probabilities model of the document j (P s(i|θdj

)) where tfi,j is the frequency
of term in the document, Fi the frequency of term i in all documents of corpus
divided by the sum of the frequencies of all terms in all documents. Sum up these
values and divide by the sum of the frequencies of all the terms of the document
j and these terms are weighted by the constant λ ranging from 0 to 1, the closer
to 1 the more smoothed the language model becomes.

P s(i|θdj
) =

tfi,j + λ Fi∑
i Fi∑

i tfi,j + λ
(1)

Negative Documents. To find the most distant documents of each query a
deep auto-encoder is proposed in this work. To learn a representation of the
candidates in a reduced and latent dimension space [22], the queries are also
transformed in this new dimensional space and with that, the cosine similarity
between the query and each candidate is calculated, thus selection the most
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distant candidates and we extract their documents as negative samples equaling
the number of positive and negative documents for each query.

In Fig. 1 it is possible to see the used architecture, having a total of 6 layers,
the first 3 being the encoder. The idea is to train the model to reconstruct the
data in order to obtain a compact and latent representation. To summary, this
process goes through the steps:

1. Documents are grouped by author, generating a bag-of-words vector for each
candidate.

2. This vector is used in the training of the auto-encoder.
3. Reconstruction error calculated by the cosine similarity between the input

vector and the vector returned by the auto-encoder output.
4. Once trained, the encoder is used to transform all candidates and queries into

a reduced dimensional space.
5. Cosine similarity is applied between each query with each candidate.
6. From the most distant candidates, their documents are extracted.

Fig. 1. Deep autoencoder architecture. The first half being called the encoder and the
second decoder, next to it you can see the configuration of the proposed neural network.

3.2 Dual Embedding LSTM

As can be seen in Fig. 2, the Dual Embedding LSTM architecture has two input
nodes, the first for queries and the second for documents. The representation of
the input data is done through one-hot-encode, the terms are indexed by a value
Long-Int, both queries and documents go through a layer of type embedding
in which one-hot is converted into 100 dimensions that are used as input for
two layers followed by two LSTM [7], a recurring layer capable of memorizing
important information and forgetting the less. Then a fully connected layer and
finally the query data and documents are aggregated through the Hadamard
Product, ending with 3 fully connected layers, this architecture was inspired
by [19].
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The idea of this architecture is to try to merge a distributed and local model
in a single architecture through the LSTM layers, memorizing the relationship
that each term has to each other. As an optimization function, Adam [12] was
used with a learning rate of 5E−5 and L2 regularization. The loss function used
was MSE calculated trying to predict whether a query is given and a document
is positive or negative.

Embedding
in 206.753
out: 100

LSTM
2 Layers

in: 100 out: 300
Dropout: 0.2

Fully C.
in: 300 out: 300

tanh()

Hadamard 
Product

Fully C.
in: 300 out: 300

tanh()

Fully C.
in: 300 out: 300

Dropout: 0.2
tanh()

Fully C.
in: 300 out: 1

tanh()

Query
(LongInt sequence)

Embedding
in 206.753
out: 100

LSTM
2 Layers

in: 100 out: 300
Dropout: 0.2

Fully C.
in: 300 out: 300

tanh()

Docs
(LongInt sequence)

Fig. 2. Architecture Dual Embedding LSTM: Each box represents a layer with the
information contained in in the input dimension and out the output dimension, in
some cases we have activation layer like tanh and regularization dropout.

4 Data Characteristics

Training and evaluation use data from LExR collection [17], a public collec-
tion extracted from the Plataforma Lattes containing metadata from 10,942,014
publications among 206,697 candidates with title, keywords and some cases the
summary. This set also includes 235 queries suggested by 513 experts who made
judgments of relevance to themselves and some others, reaching 1,635 relevant
judgments in all.

The keywords describe clearly and objectively the main issues that perme-
ate the documents [24]. In this way, to generate the queries for our model, we
extracted the keywords of all articles, totaling 1,876,279 valid queries. With these
queries,we use the configuration mentioned in Subsect. 3.1 applied to a search
server Elasticsearch [8], using the LM Dirichlet similarity function, reducing all
lowercase terms and removing stop words in Portuguese and English. We then
extracted up 20 documents for each query, totaling 20,641,359 triple of docu-
ment, query and score.
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For negative documents we use the technique of Subsect. 3.1. For each of
the 1,876,279 queries, the most distant candidates were found after the reduc-
tion of dimension using the encoder, finally, we extracted the documents of the
candidates until totaling the same amount of positive documents for each query.

2,456,446 terms were extracted from the documents, so we removed the terms
with less than 20 uses due to the reduced size of the data and to collaborate with
the model that requires a lot of training data, and may not create a good rep-
resentation of the terms with few samples. After the reduction we have 206,753
terms that will be used in indexing queries and documents that will serve as
input in the Dual Embedding LSTM model.

A summary of pre-processed data:

– 206.753 Terms
– 1.876.279 Queries
– 8.428.270 Documents used
– 41.282.718 Triples of Query + Document + Score (including half positive and

half negative)

With data generated, the next step includes indexing documents and queries,
transforming each term into its previously determined index. The data are sepa-
rated into 80% for training and other 20% for validation and the 1,635 relevance
judgements of LExR to perform the model test.

The training was carried out with size 300 batches, that is, 300 triples of
query, document and score are inserted in the model. The architecture was devel-
oped in Pytorch and we used the Google Colab platform to train the model for
5 epochs, taking about 402 min to train and validate in each iteration.

5 Results

Applying the proposed model to the transformed data, we obtained the results
from Table 1, which shows the evolution of the model according to each epoch,
the accuracy increases until epoch 3, after which the model suffers fromoverfitting
when the model starts to decorate the data and stops generalizing to unseen
data . To calculate the nDCG@10 we performed the test set queries in the
model present Subsect. 3.1 returning 2000 documents for each query , that are
finally re-ranked using the Dual Embedding LSTM. This new score is grouped
by candidate and added, generating a final score for each. It is then compared
with the LExR template as seen in Table 1.

The performance comparison between the proposals can be seen in Table 2
where we have the best models trained with negative documents randomly sam-
pled and selected from the deep autoencoder as well as the generated baselines
by LM Dirichlet and presented by [16].
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Table 1. Evolution of the model by epoch

Random Autoencoder

Epoch nDCG@10 Accuracy nDCG@10 Accuracy

1 0.159 0.725 0.167 0.6973

2 0.170 0.761 0.169 0.8737

3 0.169 0.782 0.184 0.8894

4 0.168 0.797 0.176 0.8894

5 0.166 0.808 0.174 0.8892

Table 2. Performance between different models.

Method nDCG@10

Inf. Theoretic ρKL [16] 0.135

Inf. Theoretic ρH - ψDC [16] 0.146

Inf. Theoretic ρH - ψSDC [16] 0.164

LM Dirichlet 0.178

Dual Emb. LSTM + Random 0.170

Dual Emb. LSTM + Autoencoder 0.184

6 Conclusions

An improvement over baselines can be seen, indicating that it is possible to
train a weak supervised model and obtain good results. The methodology of
selecting documents with negative relevance with deep autoencoder for queries
combined with the weak supervision generated by the language model for select-
ing documents with positive relevance and the Dual Embedding LSTM model
to reclassify candidates surpassed the other techniques.

The next steps include verifying the model’s performance using the new
embedding language-agnostic BERT 8 to select new documents with positive
and negative correlation given a query. Other works include the elaboration of
a pair-wise architecture where the model receives two documents and the query,
returning positive if the first document is more relevant, testing variations on
the Dual Embedding LSTM and applying other statistical techniques to evaluate
the models.
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Abstract. The access to information as a success factor in areas of human activity
gains relevance with the intensive adoption of ICT. An important sector such as
agriculture cannot be left out of this phenomenon. The results obtained in agricul-
tural research show an increasing dependence on the intensive use of data, with a
bigger volume and variety, origin in different environments, and through differ-
ent technologies. The objective of this study is to categorize the possibilities of
using Aerial Data Collection Device described in agriculture academic studies, to
understand how these devices are being used in research carried out by Brazil-
ian universities. The research is limited to the results of thesis and dissertations
between the years 2015 and 2017, considering the graduate programs of the USP,
UNICAMP, and UNESP. Five categories were defined regarding the propensity
for the use of Aerial Data Collection Devices: Soil Diagnosis, Plant Diagnosis,
Management of Grazing Areas, Crop Management, and Hydrographic Monitor-
ing. It was identified that more research is needed to reflect on how science can
help its application in this strategic productive sector.

Keywords: Research data · Data collection · Aerial data collection device ·
Drone agricultural research

1 Introduction

Access to information as a key success factor in all areas of human activity gains promi-
nence with the intensive adoption of Information and Communication Technologies
(ICTs). One of many characteristics identified in the economically developed countries
in the 21st century is the intensive use of technologies addressed to the digital informa-
tional environment, specifically computers and mobile devices connected to the internet,
which caused an effect of incorporation of several digital services in professional and
entertainment activities [35]. This fact implies in a scenario characterized by the increase
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in the volume of information generated and shared, the speed of dissemination of that
content, and the variety of informational objects present in the accessible data flows in
the digital environment [28].

The education, research, and outreach projects activities are also impregnated by this
effect: technological development has allowed academics to carry out new practices,
considering the possibilities of collecting, processing, and recovering large amounts
of research data. The science area has provided these new options by increasing the
number of data generated and collected from technological devices such as microscopes,
telescopes, satellites, among others [36]. Those new options currently transform the
phenomena of nature into electrical signals, standardized and machine-understandable,
with little or no human intervention.

Although science increasingly relies on actions of data collection and processing,
it should be noted that part of the technological body was not designed to deal with
characteristics such as scalability and heterogeneity of data, which ends lacking the
quality of the information that will support the scientific research process. This problem
is associated with the requirement to consolidate e-science, which is strongly dependent
on the fall of barriers to open access to research data, and grounded on an infrastructure
based on the internet and digital devices [19].

One of the most relevant research domains in Brazil is the agricultural area, that
places the country as themost productive in Latin America, and fifth in the world ranking
[40]. Agriculture includes a set of activities associated with nourishment, environmental
management, and human culture, and may be diversified concerning the techniques
used and in terms of production systems and social organization [33]. Activities such
as the management of soil fertility and plant varieties, the adaptation of animals to the
characteristics of the local environment, and themanagement of environmental resources
are inserted in the practices carried out by farmers [42].

Agricultural practices passed by transformations during the 19th and 20th centuries,
influenced by the development of technologies during and after the Second World
War which resulted in the mechanization of activities performed by farmers and the
development of new chemical and biological products [33, 42, 47].

The agricultural modernization process in Brazil was influenced by the international
model and the local incentive for scientific and technological production research. This
incentive was supported by the public sector since the beginning through the establish-
ment of departments, centers, institutes, and public companies, especially through the
research performance performed by the Brazilian Agricultural Research Company [17,
21].

Article 12 of law No. 8.171/1991 [8], which provides the Brazilian Agricultural
Policy, establish that agricultural research is the practice of research generated or adapted
from the biological knowledge of the integration of the various ecosystems to increase
productivity and generating technologies focused on animal and plant health, as well as
the preservation of health and the environment.

The research of development technologies and innovation for agriculture collects and
generates a variety of data, ranging from results of practical experiments in greenhouses
and laboratories to data generated from the use of electronic remote sensors [23], inwhich
the data is regularly generated in diverse data types, with a high expense, and through
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experiments that sometimes consume a lot of time, implying an urge for optimization,
from data integration and reuse processes [15].

With the occurrence of different techniques for data collection in agricultural
research, this investigation is constructed in the context of the aerial survey - a set
of operations to obtain land, air, and sea data from embedded technologies for data
collection and transmission using the technological resources from aerial platform and
control station [1].

This research addresses the Unmanned Aerial Vehicles (UAVs) used like an instru-
ment applied in aerial data collection activities within studies in the agricultural area. It
starts with the following questions: I) What is the propensity to use Aerial Data Collec-
tion Device (ADCD) in agricultural area research as a resource for data collection? ii)
What results may be generated with the use of this type of resource? Considering those
questions, the objective of the research is to categorize the possibilities of using ADCD
for data collection in agricultural research, paying attention to how this device is being
used in research performed by higher education institutions.

The Information Science comprises the area of knowledge that is interested in
research related to studies on research data, addressing subjects such as i) digital reposi-
tories and curation of research data [39]; ii) use and reuse of research data [16], and; iii)
research data management [18]. Thus, it is considered that the Information Science per-
ception may (and it should) also be applied in the context of agricultural research data,
focusing on the use of technological devices in data collection and processing activities.

Based on the Information Science perspective, the research scope is oriented towards
the information flows and the phases of the data life cycle, with special attention to the
data collection phase [37], in a sense that the technical resource involved becomes only
the instrument through which the data collection is carried out.

2 Theorical Framework

The use of UAVs may replace the use of manned aircraft, bringing as main benefits i)
the reduction of operational cost (cost of an hour of flight, maintenance, among others);
ii) greater application flexibility in obtaining data; iii) dispatch of transport and storage
due to its small size; iv) convenience in takeoff and landing operations, and; v) technical
capacity for shooting and collecting photographic records with a resolution similar to
manned aircraft. In addition, the UAV foregrounds other aerial data collection platforms
for having the ability to perform low-altitude flights and, consequently, suffer fewer
impacts from climatic factors [34, 49].

In 2010, theBrazilianDepartment ofAir SpaceControl definedUAVas an air vehicle
designed to operate without a pilot on board, with a payload onboard and not used
for recreational purposes. This definition includes all three-axis controllable airplanes,
helicopters, and airships, therefore excluding traditional balloons and model airplanes
[11].

For DECEA, a department of the Brazilian Ministry of Defense, the term UAV
is considered obsolete by the international aeronautical community because the main
aviation organizations no longer use the term “vehicle” and due to the requirement for
an existing system to carry out the flights [9]. In this sense, the Brazilian Ministry of
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Defense replaced the acronym UAV with RPA, referring to the term Remotely Piloted
Aircraft in the English language [9]. In this sense, an RPA is an unmanned aircraft piloted
from a remote pilot station [9].

Another term that refers to this aerial platform is DRONE, a term from the English
language meaning a low continuous humming sound, observed in scientific publications
and commercial communications. The term DRONE is associated with a more generic
and informal concept has no technical protection or legal definition in Brazil, and it can
be used to describe any unmanned flying object, even for recreational use [10].

Considering the presence of more than one designation for these instruments (UAV,
RPA, and even DRONE) emerges the requirement to use in this study the definition
of Aerial Data Collection Device (ADCD) to refer to the set determined by the aerial
platform and the control platform, through embedded technologies, has the ability to
carry out aerial data collection.

Operations with ADCD are restricted to airspace, involving autonomous, semi-
autonomous, or remotely operated aircraft, authorized and coordinated by the ANAC
through Brazilian Special Civil Aviation Regulation No. 94/2017. This regulation is an
instrument complementary to the standards to operate this type of device, established
by DECEA and by the Brazilian National Telecommunications Agency (ANATEL) [2].

Initially, the ADCDs were designed for military purposes in the 1950s and 1960s.
These devices were developed to facilitate the gathering of information on signs of
hostilities, obtaining enemy reconnaissance photographs [6].

Over time the use ofADCDschanged to amoreflexible application to other scenarios,
such as surveillance actions; cartographic and oceanographic studies; search and rescue
missions in difficult areas; road traffic control; foreign borders control; monitoring of
polluting gas emissions, and; wildfire monitoring [41].

It was possible to follow that the ADCD for data collection in agricultural scientific
research is an ongoing discussion. Besides, there is an open debate about the recognition
of the importance of regulation about the use of this kind of technological resource
in agricultural research by the Commission of Constitution, Justice, and Citizenship
(CCJC) from the Brazilian Federal Senate of Brazil: Bill - PLS No. 698/2015. The bill
seeks to update LawNo. 8,171/1991 and includes, among the purposes, the prioritization
of the use of this type of technological tool [8, 30].

A Brazilian pioneering initiative to use an ADCD in agriculture was made by the
Radio Assisted and Autonomous Reconnaissance Aircraft Project (ARARA) devel-
oped in association with the Institute of Mathematical and Computing Sciences (USP),
EMBRAPA, and AGX Technology. The ARARA project had the goal to replace the
use of conventional aircraft to gather data and images for monitoring areas subjected to
environmental issues [22].

According to [41], since the use ofADCD in agricultural scientific research is a recent
phenomenon, some Brazilian universities use it as a resource to expand the amount of
data available in the development of scientific studies, in addition to being a key element
in the capture of resources before development agencies.
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3 Methodological Procedures

This research starts from a systematic collection of research in the agricultural area
in which the ADCD are used or referenced in data collection. The research universe
is the results of studies in thesis or dissertations formats, with a sample restricted to
publications of the Postgraduate Programs (PGP) of the University of São Paulo (USP),
State University of Campinas (UNICAMP), and São Paulo State University (UNESP),
published in the years between 2015 and 2017, available in the respective institutional
online repositories.

The selection criteria were defined on the concept that these documents (thesis and
dissertations) need to correspond to the results of research that are in experimental status
with a single and defined topic, developed in the scope of a PGP. Thus, it is possible
to observe the characteristics of the use of these devices in each educational institution,
as well as the thematic areas that each PGP research is investigating. It was considered
to establish the sample on those three state universities of São Paulo by the excellent
performance that they present in the scientific environment such as the Web of Science
[13], and because the state of São Paulo has the highest number of ADCD records
enabled for operation, representing 35.20% of the total records of this type of aircraft in
Brazil [3].

The repositories of Theses and Dissertations of the three educational institutions
were used as a source for obtaining the studies to be analyzed. The procedure employed
was to access documents through the advanced search interfaces available to retrieve the
document set. The search filters were configured to retrieved only documents published
between 2015 and 2017, and types of documents retrieved only composed on thesis or
dissertations forms. The search expressionswere usedwere: “Non-MannedAirVehicle”,
“Drone”, and “Remotely Piloted Aircraft”, concatenated with the terms “Agriculture”,
“Agricultural”, “Livestock” and “Environmental”. All those expressions were written
in Portuguese, respectively: “Veículo Aéreo Não Tripulado”, “Drone” and “Aeron-
ave Remotamente Pilotada”, concatenated with the terms “Agricultura”, “Agrícola”,
“Pecuária” and “Ambiental”.

After recovering the scientific production in those repositories, it was made a clas-
sification of the results from the analysis of fragments of the texts that cited at least one
of the terms: “UAV”, “RPA” or “DRONE”. This procedure sought to filter, by reading
the title and the abstract, the existence of adherence to the subject analyzed.

The Content Analysis [5] was applied for the treatment of the corpus, which consists
of a set of communication analysis techniques intended to obtain indicators (quanti-
tative or not) by systematic procedures and objectives of content description in the
messages, that allow the inference of knowledge related to the conditions of production
and reception (inferred variables) of these messages.

It was chosen the technique of category analysis, which implies the selection of
qualitative criteria of choice and categories for the association of the content present in
the analyzed messages; in this case, textual domain messages [5]. The definition of the
categories was performed after the analysis of the corpus and was based on principles
of homogeneity and mutual exclusion, conceptually based on the possibilities of data
collection with ADCD in agricultural research.
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4 Results and Discussion

The results obtained from the sample analysis allow observing a partial view of how
Brazilian higher educational institutions useADCD in agricultural research. After apply-
ing the methodological strategy, it retrieved 460 thesis and dissertations from the insti-
tutional repositories: 11 from USP, 6 from UNICAMP, and 443 from UNESP. A total of
442 thesis and dissertations were discarded during the classification of results because it
was verified that has no thematic adherence to ADCD use to collect data in agricultural
research. In other words, they did not contemplate topics related to Agriculture. The dis-
card pile was formed by 8 documents from USP, 3 documents from UNICAMP, and 431
documents from UNESP. After discarding, the analyzed corpus was formed by 18 docu-
ments, which are synthesized in Appendix A. The corpus consists of 12 documents from
UNESP, 3 documents from USP, and 3 documents from UNICAMP (Appendix A).

From the content analyzed were defined five categories to represent the types of
use provided by the ADCDs in data collection within agricultural research. The Table 1
presents the five defined categories: Soil Diagnosis (SD), Plant Diagnosis (PD),Manage-
ment of Grazing Areas (MGA), CropManagement (CM), and HydrographicMonitoring
(HM). It can be observed the definitions established for each class; the consulted works
that are associated with each one; as well as the attributes of the data collected in each
investigation.

Table 1. Categorization of ADCD use in agricultural research.

Category Category description Analyzed
document

ADCD data collected during the
research

Soil Diagnosis
(SD)

The analytical process to
qualify the soil based on
characteristics such as fertility,
typology, and structure.

Ávila [4] Soil type mapping.

Tagliarini
[44]

Estimation of soil losses by erosion.

Plant Diagnosis
(PD)

The analytical process to
determine crop
Phyto-physiognomy and
identify the presence of pests
and threats.

Moriya [31] Spectral characterization of healthy
and diseased sugarcane, to identify the
most suitable wavelengths for
detecting diseases.

Martins [26] Coffee mapping: healthy, the initial
state of infection or severely infected.

Borges [7] Plant ecophysiological information.

Vasconcelos
[48]

On the effects of applying doses of
phosphorus and potassium on growth
in Khaya Senegalensis plants in the
implantation phase.

Management of
Grazing Areas
(MGA)

The systematic practice of
planning, strategies, and
control of factors related to
organization and the welfare of
livestock in grazing space.

Teixeira [45] Management and rotation of animals
in grazing areas.

(continued)
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Table 1. (continued)

Category Category description Analyzed
document

ADCD data collected during the
research

Crop
Management
(CM)

Activities of planning,
strategies, and control of
factors related to the
development of the crop, such
as quality of the vegetation
cover, the arrangement of
plants in the area, and the
application of techniques to
improve productivity.

Maldonado
Júnior 24]

Counting of fruits of green oranges to
estimate quantities of fruits present in
the fruit trees.

Miyoshi [29] Spectral characterization of vegetation
species at the foliar and crown level to
contribute with information that can
be used for forest monitoring.

Souza [43] Fault mapping in sugarcane planting
lines; Represent variability of the
productivity field.

Criado [14] Monitoring the recomposition of
reforested areas.

Torres [46] Monitoring of forestry activities,
estimation of forest volume and
biomass, and biodiversity mapping.

Santos [38] Mapping of sugarcane areas.

Martello [25] Height and productivity estimation;
evaluation of sugarcane fields.

Niemann
[32]

Information related to the surface as
plant canopies.

Chiacchio
[12]

Mapping of rural cultures and
properties.

Hydrographic
Monitoring
(HM)

The state of surveillance of
availability of water resources
and the control of irrigation
systems.

Marton [27] Environmental monitoring; Water
frames.

Garcia [20] Environmental diagnosis of the
physical environment of the
hydrographic basin.

The stacked bar graphic element of Fig. 1 summarizes the incidence of studies for
each category differentiated by the institution where the research was carried out.
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Fig. 1. Incidence of research by category and by institutions.

The category in which most of the documents were associated was Crop Manage-
ment, which includes the types of use of ADCD related to obtaining information on
productivity in the harvest, monitoring of environmental and productive areas, and mon-
itoring of forests and planting failures. A total of 9 documents were associated with this
category, 5 related to UNESP, carried out in the Cartographic Sciences and Geography
PGP (2 research each), and Agronomy. The 2 investigations carried out at USP corre-
spond to one in the area of Sciences and the other in the area of Agricultural Systems
Engineering, and 2 studies were developed at UNICAMP, one in the area of Agricultural
Engineering and the other in the area of Geography.

The category Plant Diagnosis includes plant diagnostic studies at a micro level,
related to the chemical and biological properties of each plant that make up the tillage,
such as measurement of macronutrients, abiotic changes, control of fruit ripening, and
detection of hydric and or nutritional stress. A total of 4 documents of the corpus were
associated with this category, being the second most representative category in the ana-
lyzed context. All the studies associated with this category were carried out at UNESP,
two of them in the area of Cartographic Sciences, one in Agronomy and the other in
Ecology.

The category defined as Hydrographic Monitoring comprises ADCDs to support
strategies for the use of water resources, mapping and geo-referencing of hydrographic
basins, and monitoring of the degradation of water areas. Two documents of the corpus
were associated with this category, one being developed in the Mechanical Engineering
PGP of UNICAMP, and another in the UNESP at the Agronomy PGP.

The category Soil Diagnosis presents ADCD applications for data collection that
assist the analysis of soil moisture and temperature, monitoring of erosive processes, and
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measurement of hydric and nutritional deficiencies in plantations. Two documents were
associated with this category, both carried out in UNESP, one in the area of Agronomy
and the other in Geography.

Studies related to the observation of the movement of cattle in grazing areas and the
elaboration of rotation strategies were classified in the categoryManagement of Grazing
Areas, in which only 1 research was associated with this category carried out in the PGP
of Sciences at USP.

Regarding the representativeness of the categories concerning the sample of doc-
uments analyzed, research related to the use of ADCD for Crop Management (50%)
predominated, followed by the use of ADCD in Plant Diagnostics (22%). The cate-
gories Soil Diagnosis and Hydrographic Monitoring obtained the same percentage of
representativeness (11% each) and as a less representative category the use of the device
for Management of Grazing Areas (6%).

Besides, it was possible to establish a perception of the use of ADCD by higher
educational institutions and by areas of knowledge that work with agricultural research.
In general, there was a predominance of the use of ADCD in the areas of Agronomy,
Geography, Cartographic Sciences, Engineering (Agricultural, Agricultural Systems or
Mechanics), and Sciences.

In summary, the ADCD use applied to Soil Diagnosis is more representative in the
areas of Agronomy and Geography; while for Plant Diagnosis, the use of this type of
device predominates in areas such as Cartographic Science, Agronomy, and Ecology.

Regarding the Management of Grazing Areas category, the only associated docu-
ment was the result of an investigation carried out in the area of general science. The
investigations that used ADCD to obtain data were predominant in the areas of Geog-
raphy, Cartographic Sciences, and Engineering (Agricultural or Agricultural Systems),
followed by Agronomy and Sciences. The Hydrographic Monitoring included the use
of this type of device in research carried out in programs in the areas of Agronomy and
Mechanical Engineering.

An outstanding fact is that there is a higher frequency of use of ADCD at UNESP
by researchers from the campus of the Faculty of Sciences and Technologies, located
in the municipality of Presidente Prudente. The existence of an agreement between this
campus and the Finnish Geodesy Institute (FGI), called Unmanned Airborne Vehicle-
Based 4D Remote Sensing for Mapping Rain Forest Biodiversity and its Change in
Brazil (UAV_4D_BIO), which involves mapping and monitoring of the biodiversity and
the use of ADCD for obtaining images and geospatial data in forest mapping.

Regarding how each investigation used or mentioned the use of ADCD, it was
observed that 50% of the research usedADCD to obtain their data, including the descrip-
tion of the elements involved in the procedure for using the device. A total of 11% of the
research also used the resource for data collection but did not describe its mode of use,
only presenting the data gathered. A part corresponding to 39% of the total of analyzed
research did not use ADCD for data collection. However, they referred to its use as a
possibility of improvement in the data collection carried out, or as an example to replace
the method applied in their studies.
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5 Conclusions

Through the analysis of thesis and dissertations that used or mentioned the use of ADCD
as a data collection device, it was possible to establish categories that could facilitate the
understanding of the possibilities and implications of the use of this type of device in
agricultural research. These results may contribute to researchers who present the need
to collect data and could project trends of applying ADCD to obtain data with a higher
level of quality and economic benefit compared to other existing resources.

Information Science area contributed to this research because it allowed us to glimpse
the information flows related to the use of ADCD in the collection and processing of
data in agricultural research since it was necessary to understand the main attributes of
the data treated in each document analyzed to establish the definition of the categories.
In addition, the area contributed with its interdisciplinary vision, allowing to discussion
data collection activities from a modern and innovative device, but with a perspective
directed to the content that is generated, and not to the technical aspects of the machine.

The results obtained determined that the use of ADCD for data collection in agricul-
tural research is already a reality and that it can be applied both in Nature Sciences (e.g.
Agronomy and Biology) and Math-Sciences (e.g. Engineering and Cartography) and
Humanity Sciences (e.g. Geography) or any specialization that address research within
the agricultural context.

In the analyzed sample, it was verified that the propensity is towards studies that
focus on improvements in Crop Management, although considering the geographical
location and the predominance of the agricultural sector, it is possible to extrapolate
to other regions that are eager for developments technologies that optimize processes
paramount to them.

It should be noted that because it is an instrument that recently became part of
research data collection procedures, it is necessary to warn about aspects involved in its
application in the scientific area, mainly in the description of its use procedure when
publishing the studies. In this sense, other developments are glimpsed that can also
be covered by Information Science, such as the singularity related to curating the data
obtained through ADCD, and what are the essential requirements for a repository to
support the availability of the data collected with this type of device.

Acknowledgments. This work was developed with the support of the Coordination for the
Improvement of Higher Education Personnel - Brazil (CAPES) - Financing Code 001.

Appendix A. Synthesis of the Analyzed Corpus
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Abstract. This research aims to present a fuzzy-logic-based conceptual model
for environmental accidents analysis , to reveal corporate social responsibility
initiatives by companies responsible for the disasters.We studied one of the biggest
environmental man-made disasters in history, the one that occurred on March 24,
1989 in Prince William Sound, Alaska when the oil tanker Exxon Valdez spilled
10.8 million gallons of American crude oil. The data was collected from the online
database of the newspaper The New York Times for the timespan 03/24/1989–
09/01/2017 . As a central point of the research, we investigate ethical issues based
on the mapping of an ethical vocabulary carried out in the corpus of the analyzed
documents. The results show that the proposedmodel can be replicated, after some
adjustments, to verify actions in accordance with the principles of corporate social
responsibility for other environmental accidents.

Keywords: Fuzzy Rules-Based System · Corporate social responsibility · Data
mining

1 Introduction

Environmental accidents can result in a series of damages to the population, leaving
irreparable marks on the planet. In this context, the agent who caused the accident
(directly or indirectly) may be asked by several sources to take measures to mitigate
the damage. These sources could be legal, that is, agents could be legally penalized
and forced to take corrective measures, or, due to some type of social pressure, agents
could be led to reverse damages and generate benefits, favoring the quality of life of
the affected population and the preservation of nature. The latter characterizes what is
known as corporate social responsibility (CSR).

The second half of the 20th century witnessed a long debate on corporate social
responsibility and, in recent decades, a renewed interest has arisen with the proposal of
new concepts and interdisciplinary relations to study this topic [2, 3, 6, 7].

The echo in the interest of the scientific community on the topic is linked to the
drastic increase in criticism of the business system. In the last decade, national and
international companies have faced increasing demands due to transparency problems
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and the occurrence of accounting, legal scandals and reputation failures or corporate
collapses, such as the famous cases of Enron, WorlCom and Tyco in the United States.

Critical public opinion has led companies that operate in the environment to con-
tinually improve their social, environmental and ethical performance. Increased media
interest and public pressure also reinforced stakeholder awareness [12]. In this sce-
nario, corporate social responsibility goes beyond being seen as a potential competitive
advantage for companies and it starts to be considered as a real strategic need [11].

The growing interest in CSRwas accompanied by the substantial publication of CSR
articles in journals on management, focusing on ethical and environmental issues [13].
In practice, CSR theories have four dimensions: profits, political performance, social
demands and ethical values [3]. With regard to the latter dimension, theories are based
on the ethical responsibilities of companies with society.

CSR aims to raise ethical and environmental issues within and outside organizations,
insisting that organizations adopt socially responsible and sustainable attitudes, aiming
at protecting the environment and the ethical regulation of the conduct of their members.

Awareness and attribution of the reasons for CSR are essential aspects that need to
be evaluated, as they represent the main drivers of the type of assessment that society
will make of the company and the crisis situation [5].

Although there has been a parallel growth in scientific publications that analyze this
phenomenon, there are few critical approaches based on methods of data mining and
fuzzy logic to identify the assignation and recognition of corporate social responsibility.
Fuzzy logic is the logic underlying approximate, rather than exact, reasoning modes [15]
and, therefore, it can be considered adequate for analyses involving subjective properties
or inaccurate attributes, absent in the research that is traditionally conducted on the topic
of interest to CSR.

This research aims to fill this gap that exists in the traditional literature, by exam-
ining the capacity of corporate response when facing environmental accidents based on
the processing of massive databases on public opinion. Considering issues about envi-
ronmental disasters, we believe it is interesting to find out if there was an initiative,
over time, to assume corporate social responsibility by companies that caused major
environmental disasters.

The main objective of this work is to propose a model, which gathers analyses of an
ethical vocabulary and aFuzzyRules-BasedSystem, to predict possible ethical and social
responsibility responses given by companies that have caused environmental disasters
reported in the media.

Our research is based on a case study and the model is applied to the environmental
accident that occurred on March 24, 1989, in which the oil tanker Exxon Valdez, one of
the ships belonging to the Exxon Mobile Company, ran aground in the north of Prince
William Sound, in Alaska, spilling 42 million liters of oil and contaminating 1,990 km
of coastline.

We believe that the conceptual model proposed here can be used as a basis for
understanding the dynamics of other environmental accidents, as well as identifying
ethical actions for assigning or recognizing corporate social responsibility in companies
based on pressure by the public opinion.
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This article is organized into four sections. In the first section the methodological
issues are addressed. The second section presents the details of the model developed to
deal with the problem and the pre-processing of the collected data, describing in detail
each of its phases, as well as its application in the studied environmental accident. In the
next section, the questions related to the validation of the model are described. In the
final section, the results obtained in the previous sections and the scope of application
of the model are discussed.

2 Methodology

The proposed research is descriptive and combines qualitative and quantitative method-
ological approaches based on theoretical assumptions of corporate social responsibility
with special emphasis on the dimension of ethical values proposed by [3].

Data Collection
As the main aim of our research is to propose a conceptual model based on fuzzy logic,
our data was collected from the online news database of the newspaper The New York
Times (NYT). The choice of this source of data is justified by the prestige, influence and
extensive international academic reference to the New York Times newspaper, which
was also portrayed in the scientific literature. For instance, in [4], the authors explain
their preference of this data source over other newspapers, an aspect that also fits the
purposes of our research, stating that one of the advantages of its use is the free access
to the abstracts.

In addition, our research is part of the ProjectUnderstanding Language and Opinion
Dynamics using Big Data, which specifically focuses on the study of the dynamics of
opinion and the evolution of language based on data emitted by this kind of media.

The search and retrieval of data were conducted using the Article Search API to
obtain news available on the developer platform (https://developer.nytimes.com/docs/
articlesearch-product/1/routes/articlesearch.json/get). The use of the API’s function get
/articlesearch.json allowed filtering the search by date of publication of the news and
keywords. With the application of filters it was possible to reduce the existing com-
putational cost in handling large amounts of data thus making subsequent processes
manipulable through current hardware and software.

The considered parameters were the following ones:

• begin_date: 19890324;
• end_date: 20170901
• facet_fields: null
• Query: exxon
• Sort1: null

The retrieved news included the word ‘exxon’ in the title field, keywords and lead
paragraph, the choice of this term allows to apply a more comprehensive search of the

1 The parameter allows retrieving by relevance criteria or by the most recent publication data or
by the oldest published on the NYT platform.

https://developer.nytimes.com/docs/articlesearch-product/1/routes/articlesearch.json/get
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news about the company responsible for the accident and thus guarantees the retrieval
of the entire universe of data in the temporary window under analysis. The considered
temporary window is viable to study the dynamics of public opinion about the event,
since the collection allowed to retrieve a representative data set from the date of the
accident until the year 2017, including a total of 28 years of media coverage.

Following these search criteria, a total of 2001 news items were retrieved and incor-
porated into the file named ‘DB Exxon 1989–2017.txt’ (data set available at: https://
doi.org/10.6084/m9.figshare.13555661 as Attachment 1). Other criteria on the charac-
teristics of the data records of the retrieved news are included in the ‘Data collection,
filtering and pre-processing’ section.

Methods and Techniques
In this work, we apply fuzzy system techniques, specifically designing a fuzzy rules-
based system, to meet the research objective. Basically, fuzzy logic was applied as an
attempt to make rational decisions in an environment of inaccurate information [16].
The research was initiated through the presentation of a conceptual model that includes
in one of its phases the application of a fuzzy model in massive databases. Alternatively,
the conceptual model based on fuzzy logic uses inference rules that allow adaptation to
various contexts, especially those that involve the treatment of somedegree of uncertainty
present in the data analysis.

An important phase of the present work is based on the identification of the presence
of an ethical vocabulary for the assignation and recognition of corporate social responsi-
bility. The authors of the present research developed a categorization of this vocabulary
into three main groups, described below:

a) Concepts of assignation of responsibility,
b) Concepts of recognition of responsibility and
c) Neutral concepts (whose role is defined due to the proximity of the terms of assig-

nation or recognition, that is, they can launch both functions depending on the
context).

A description of how this vocabulary was mapped will be further explored in the
next section, following the criteria (a)–(c) of categorization.

3 Development and Application of the Model

In the construction phase of the model, we developed a workflow that represents the
model and is divided into four phases, shown in the Fig. 1 below.

We analyzed in detail the viability of each stage of the model, considering that
the ability to abstract and understand the dynamics of public opinion in relation to
companies that caused major environmental disasters is an important point that should
guide the methodology. The database used to verify the hypothesis was composed of
news collected from online newspapers, because, although they do not directly reflect
public opinion, they indicate the way the accident affected the social environment.

Each stage of the model will be described below, indicating the application in the
environmental accident caused by the ship Exxon Valdez concurrently.

https://doi.org/10.6084/m9.figshare.13555661


A Model for Analysis of Environmental Accidents 317

Fig. 1. Environmental accident analysis model (Source: elaborated by the authors).

Phase 1 - Data Collection, Filtering and Pre-processing

Collection: The environmental accident to be analyzed and the news database used in
the analysis.

Collection Application:
Environmental accident to be analyzed: Oil spill by the tanker Exxon Valdez.
News database: Online corpus of the newspaper The New York Times (NYT).
Filtering: The model uses two types of filters, one by time period and the other

by keyword. The purpose of applying the filters is to delimit the universe of analysis
and ensure that the analysis is conducted on the largest number of news related to this
environmental accident.

Filtration Application:
Filter by period: Only news published in the period from March 24, 1989, to

September 1, 2017, were selected.
Keyword filter: Only news items containing the word (“exxon”) were selected.
After applying the filters, a total of 2001 news were retrieved from the NYT online

database. Each news item received an identification number (ID) from 0 to 2000.
Pre-processing2: the metadata was filtered and some Natural Language Processing

(NLP) methods were also applied.
Metadata filtering: the collected data were used to map the ethical vocabulary and

to prepare the fuzzy system.

2 The scripts applied in the processing were considered those published in the methodology
published on the website https://www.machinelearningplus.com/nlp/topic-modeling-gensim-
python/. These were optimized and adapted according to the context of the research data and
interests.

https://www.machinelearningplus.com/nlp/topic-modeling-gensim-python/
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Application of Metadata Filtering:
At first, it was necessary to remove irrelevant values and metadata for research

purposes (“web_url”, “print_page”, “source”, “multimídia”, “headline”, “keywords”,
“document_type”, “news_desk”, “type_of_material”, “_id”, “word_count”, “uri”), that
is, some information about the organization of the data in the file that is not necessary for
the application of the model. The fields considered were: “headline”, “lead_paragraph”,
“pub_date”, “snippet” and “abstract”.

Metadata and unnecessary data were removed from the 2001 news selected from
the NYT online database. The records were left only with the metadata and values
of the fields that are relevant for the processing of the natural language and subsequent
application of themapping of the ethical vocabulary and the fuzzy system. It is important
to mention that each news itemwas identified with the field “_id” (denoted here by “ID”)
that was assigned consecutively, starting at “0” until the value of “2000”.

1. PLN methods: this sub-phase included methods of tokenization, removal of
stopwords, lemmatization and n_grams and bigram in the news from the database.

The PLNmethods were applied to the 2001 news retrieved and stored in the file ‘DB
Exxon 1989–2017.txt’ (Attachment 13).

Description of natural language processing at the morphological level:

• Tokenization: this techniquewas applied to transform a set of documents into amatrix,
where each document is transformed into a list of words, and each generated word list
will occupy a line in thematrix, using theGensim library. The following symbols were
removed: punctuation marks, isolated letters (a, e, o), numbers and special symbols
present in the analyzed corpus.

• Removal of stopwords: the stopwords of common words in the language without
seemingly relevant meaning, such as “I”, “that”, “for”, were removed using the NLTK
library in the English version.

• Lemmatization, as part of theNLP at themorphological level, this technique is applied
to transform the word in its “root” form.

• n_grams: bigram was applied to identify those terms that appear together frequently,
such as ‘social network’, etc.

After filtering and pre-processing, the data were used in the following phase of the
model.

Phase 2 - Mapping the Ethical Vocabulary
In the second phase, the mapping of the ethical vocabulary was done in the filtered and
pre-processed database. Attachment 2 (available at https://doi.org/10.6084/m9.figshare.
13582898) shows the deployment of the terms of the ethical vocabulary following the
categorization described in the methodology:

a) Group 1 - Concepts of assignation of responsibility (23 concepts),
b) Group 2 - Concepts of recognition of responsibility (9 concepts) and

3 Data set available at: https://doi.org/10.6084/m9.figshare.13555661.

https://doi.org/10.6084/m9.figshare.13582898
https://doi.org/10.6084/m9.figshare.13555661
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c) Group 3 - Neutral concepts (whose role is defined due to the proximity of the terms
of assignation or recognition, that is, they can perform both functions depending on
the context) (6 concepts).

This phase was developed in four stages:

First stage: Identification of the news, in the filtered and pre-processed database, which
contains the words of the ethical vocabulary.
Second step: Selection and ordering of only the news IDs that contain the words from
the ethical vocabulary.
Third stage: The selected news that contained the terms from the ethical vocabulary
were related to their respective terms of the ethical vocabulary and years of publication.
With that, we present a table that contains the ID of the news, the year in which it was
published and the words from the ethical vocabulary that are present in the news.
Fourth stage: The table developed in the third stage was divided by year, indicating the
occurrence of words from the ethical vocabulary for each of the three groups of concepts
(neutral, assignation and recognition).

Ethical Vocabulary Mapping Application:

First and Second Stage: In these stages we made a mapping and located those news
(from the clean and pre-processed database) that contain words from the ethical
vocabulary. This mapping was divided into three parts:

1. We identify thePorter stem of eachword in the ethical vocabulary, using the website:
https://morphadorner.northwestern.edu/morphadorner/lemmatizer/example/.

2. We searched the Porter stem of the words in the clean and pre-processed database
using a searcher developed in Python [10] (Attachment 3 available at https://doi.
org/10.6084/m9.figshare.13567817). In some cases, where the Porter stem changed
some letters of the word in relation to the original word, we searched both versions,
for example, in “duty”, the Porter stem turn back “duti”, so we seek “duty” and
“duti”. The same happened with “penalty”, we searched “penalty” and “penalti” and
with “culpability”, we seek “culpability” and “culpabl”. Our search program uses
the resource wildcard to search for variations of the word in the ethical vocabulary.
A wildcard is a symbol used to replace or represent one or more characters in the
word. In particular, the asterisk “*” is a wildcard is normally used at the end of a
root word, when we want to search for variable endings of a root word. In our case
we use the Porter stem of the word as the root of the search.

3. The search program, developed in Python, returns as a response a list with the ID
of the news item that contains the searched word. We organized these data, relating
the words of the ethical vocabulary searched with the ID of the news in which they
appear. It is important to note that our search does not take into account the frequency
of the word in the news, we only mark whether the word occurs in the news or not.

Third and Fourth Stage: In the third stage we related the data from the second stage
to the year in which the news was published, that is, we showed the relationship between

https://morphadorner.northwestern.edu/morphadorner/lemmatizer/example/
https://doi.org/10.6084/m9.figshare.13567817
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the ID of the news, the year in which it was published and the words of the ethical
vocabulary present in the news (where “1” indicates the presence of the word in the
news and “0” indicates the absence). In the fourth step, we separated this information
year by year (from 1989 to 2017) and calculated the occurrence of words from the ethical
vocabulary for the group of neutral concepts, for the group of assignation concepts and
for the group of recognition concepts. The table in Attachment 4 available at https://doi.
org/10.6084/m9.figshare.13567838 illustrates how the calculation was made.

In Attachment 44, for example, we calculated that in the year 2000, we recorded
12 news items that have some words from the ethical vocabulary. Of these 12 news
items, we have 276 possibilities of occurrences of words in the vocabulary belonging
to the group of responsibility assignation, 108 possibilities of occurrences of words
belonging to the group of responsibility recognition and 72 possibilities of occurrences
of words from the group of neutral concepts. For each group of concepts, we counted
the respective occurrences of the words. Thus, we have 4 occurrences of assignation
concepts among the 276 possible occurrences for this group, that is 1%, we have 7
occurrences of recognition concepts among the 108 possible for this group, that is 6%
and we have 4 occurrences of neutral concepts. among the 72 possible occurrences for
this group, which also means 6%.

The same calculation was made for the other years analyzed by the proposed model.
The data from all 4 stages of mapping the ethical vocabulary were organized in tables
(Attachment 4 (See footnote 4) and Attachment 55), and used in the next stages of
application of the model. The data from the mapping of the ethical vocabulary were
used to construct the variables of the fuzzy system, described below .

Phase 3 - Fuzzy Rules-Based System
Lotfi Zadeh, in the 1960s [14], suggested an alternative set theory, less rigid than usual.
This theory was called the fuzzy set theory.

In this theory, proposed by Zadeh, the change from pertinence to non-pertinence
is gradual and not abrupt. Thus, in the fuzzy sets, for each element of the discourse
universe, we have a corresponding degree of relevance in the fuzzy set that is given by
a real number between 0 and 1. With the fuzzy sets, the possibility of interpreting non
quantitative and vague, also increasing the need to seek mechanisms for inferences from
these data. One of these mechanisms was the Fuzzy Rules-Based System6 (FRBS).

A FRBS is a system that uses fuzzy logic to produce outputs from fuzzy inputs. In
these systems the linguistic variables7 they play a fundamental role, since the linguistic
terms, translated by fuzzy sets, are used through a rule base to obtain a fuzzy inference
relation in which an output is produced for each system input.

4 Available at https://doi.org/10.6084/m9.figshare.13567838.
5 Available at https://doi.org/10.6084/m9.figshare.13567871.
6 Due to its multidisciplinary nature, the fuzzy rules-based system is known by several other
names, such as “fuzzy rules-based inference system”, “expert fuzzy system”, “fuzzy model”
and “controller logical fuzzy”.

7 A linguistic variable is a variablewhose values are fuzzy set names. For example, the temperature
of a given process can be a linguistic variable assuming low, medium, high, etc. These values
can be described by fuzzy sets.

https://doi.org/10.6084/m9.figshare.13567838
https://doi.org/10.6084/m9.figshare.13567838
https://doi.org/10.6084/m9.figshare.13567871
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In short8, a FRBS consists of four components connected, they are:

1) Fuzzification module;
2) Rule base module;
3) Inference module;
4) Defuzzification module.

Application of FRBS:
The FRBS, called “Mars” (Model for social responsibility analysis or Modelo de

análise de responsabilidade social in Portuguese), was developed using Mamdani’s
inference method and implemented using Matlab software, through the “Fuzzy Logic
Designer” toolbox.

Fuzzification and Defuzzification
The FRBS has three input variables, they are: “assignation”, denoted by “a” (which
refers to the occurrences of concepts of assignation of responsibility), “recognition”,
denoted by “r” (which refers to occurrences of concepts of recognition of responsibility)
and “neutral”, denoted by “n” (which refers to occurrences of neutral concepts). These
data are obtained in the previous phase by mapping the ethical vocabulary, based on the
tables in Attachment 4 (See footnote 4) and Attachment 5 (See footnote 5), and were
used here in the construction of the system variables (Table 1).

Table 1. Definition of membership functions and characteristics of input variables.

Definition of the membership functions of the input
variables: neutral (n), recognition (r) and
assignation (a)

Universe of discourse: [0; 12]

Notation Type Delimiters Terms

x1 Trapezoidal [0 0 3 5] Low

x2 Trapezoidal [3 5 7 9] Medium

x3 Trapezoidal [7 9 12 12] High

We present the membership function (trapezoidal type) of each one of these input
variables. As they are identical in the three cases: neutral (n), recognition (r) and assig-
nation (a). The values of the input variables are mapped by their respective membership
functions that were constructed based on the occurrences (measured in percentage) of
the words of the ethical vocabulary in the corpus.

The input variables were classified as “low”, “medium” and “high”, according to
an equidistant partition of the speech universe, taking into account the results of the
mapping of the ethical vocabulary. The universe of discourse was defined considering
the maximum value obtained in the table in Attachment 5 (See footnote 5), in relation
to the three variables (recognition, assignation and neutral).

8 For more information about a FRBS, see [1].
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We have in Mars an output variable called “indicator_SR”, denoted by “i”. We
present the membership functions (of the triangular type9) of the output variable in
Table 2 below:

Table 2. Definition of the membership functions and the characteristics of the output variable.

Definition of the output variable membership function:
indicator_SR (i)

Notation Type Delimiters Terms

z1 triangular [−1 −1 −0,5] assigned

z2 triangular [−0,5 0 0,5] no_evidence

z3 triangular [0,5 1 1] recognized

The universe of discourse of the output variable was defined considering the 3 values:
−1, 1, 0. They refer, respectively, to the idea that “assigned” is a negative measure for the
company responsible for the environmental disaster, “recognized” is a positive measure
and 0 means that a value could not be assigned. The output variable was classified as
“assigned”, “no_evidence” and “recognized”, according to the results of the mapping of
the ethical vocabulary and from an analysis in the database. The intervals of the triangular
functions were constructed considering the idea of “around”, that is, we classified as
“assigned” the values around−1, as “recognized” the values around 1 and “no_evidence”
the values around 0.

The defuzzification10 method used was the LOM (last of maximums) because it
showed a better adherence to our proposal to approach the problem.

Rules and Inference
The rules were built after a careful analysis of the database and the results of themapping
of the ethical vocabulary, taking into account the following premises:

1. If (r > a) and (n δ r), then (no_evidence)
2. If (r > a) and (n > r), then (recognized)
3. If (r < a) and (n δ r), then (no_evidence)
4. If (r < a) and (n > r), then (assigned)
5. If (r = a), then (no_evidence)

We need at least 27 rules so that all combinations of terms for the input variables
were attended, that is, the number of rules we built was 3 ˆ 3 = 27 rules.

The fuzzy rules used in Mars are defined in the table in Attachment 611.

9 Triangular-type functions were chosen, as it was the one that presented the best result, according
to what was expected in the model.

10 For more information on other defuzzification methods, see [1].
11 Available at https://doi.org/10.6084/m9.figshare.13582988.

https://doi.org/10.6084/m9.figshare.13582988
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The inference was made based on the Mamdani method, for more details on the
Mandani method, we recommend the book by Barros and Bassanezi [1]. The Mars code
developed on Matlab can be found in Attachment 712.

Phase 5 - Graphical Analysis of the Results
The results obtained in the previous phases were interpreted graphically. Based on the
data from the mapping of the ethical vocabulary, it was possible to analyze the behavior
of the ethical vocabulary over time, as indicated in Attachment 813.

The figure in Attachment 8 (See footnote 13) indicates the dynamics, over time, of
the ethical vocabulary found in the analyzed corpus.We identified that the year 1991 was
the year with the highest peaks of terms of assignation or recognition of responsibility
(present in the NYT news about the ecological disaster). In 1991, there was a greater
presence of words such as damage, accusation and guilt in the news, which leads us to
infer that NYT’s journalistic discourse in 1991 had a predominance of the responsibility
assignation vocabulary. This inference is also justified based on the annual analysis of
the mapping of the ethical vocabulary in the news, since the year 1991 appears in the
table in Attachment 5 (See footnote 5) (in the column of concepts of assignation of
responsibility) with the second highest value of the average 0.048007 (5%) in relation
to other years. This behavior in relation to the concepts of assignation even increased in
1992 to 0.058385 (6%).

Coincidentally, in the year 1991 the NYT reported that a judge accepted the Exxon
Pact and the Exxon Valdez spill lawsuits ended with a $900 million payment by Exxon
over 10 years to a trust fund administered by three state officials and three federal officials
[9]. In addition, the Exxon company was responsible for an additional payment of US $
100 million, necessary for the recovery of the affected area.

It is interesting to note that the term compensation (concept of assignation of respon-
sibility) reached a peak in 2006, which may be related to the proximity of the deadline
of 15 years to request a new financial compensation to the civil agreement of Exxon
Corporation with the Department of Justice and the state of Alaska, valued at 900 mil-
lion dollars (federal and state lawyers requested 92 million more for the recovery of the
affected ecosystem).

In 2010, the debate about this environmental disaster started again after the Deep-
water Horizon oil spill, which was an industrial disaster that started on April 20, 2010 in
the Gulf of Mexico, in the Macondo Prospectus, operated by the BP company. This year
registered a higher average and percentage value in neutral concepts (those that can play
both the assignation and recognition role depending on the context) 0.116667 (12%).

This new oil spill was echoed in the international press with an emphasis on the
NYT, as new information on the consequences of the 1989 Exxon spill was published;
an example of thiswas the news about Exxon’s newprecautionary culture, which allowed
the company to socialize opinions on the safety issues linked to the environmental disaster
at Prince William Sound. On the other hand, that same year new information emerges
about the difficulties that hinder the progress of the cleaning due to the lack of research
and rules that hinder new tests in the affected area [8].

12 Available at https://doi.org/10.6084/m9.figshare.13567883.
13 Available at https://doi.org/10.6084/m9.figshare.13583042.

https://doi.org/10.6084/m9.figshare.13567883
https://doi.org/10.6084/m9.figshare.13583042


324 A. C. Golzio and M. Puerta-Díaz

Other inferences can be made considering the crossing of the data obtained from
the mapping of the ethical vocabulary over time, thus facilitating new discoveries in the
NYT journalistic discourse on the phenomenon under study.

The developed FRBS was applied, considering the data provided in the table in
Attachment 5 (See footnote 5). We show, in Attachment 914 an example of application
of Mars in Matlab.

The example in Attachment 9 (See footnote 14) shows that in 1991, when we have
a percentage of 5% of neutral concepts, 3% of recognition concepts and 5% of assigned
concepts, Mars returns the value of Indicator_SR as −1. This means that, in 1991, the
NYT news about Exxon addressed issues related to the assignation of responsibility
to the company in relation to the environmental disaster caused by Exxon Valdez. We
observed that the FRBS result agrees with the analysis made previously from the results
obtained in the mapping of the ethical vocabulary.

The results of applying Mars in all years collected in the corpus are described in the
table in Attachment 1015.

In Attachment 1116 we graphically show the result of the application of Mars in
the corpus, the diameter of the circles reflects the occurrence of concepts from the
ethical vocabulary in the year (column “News with concepts from the ethical vocabulary
(%)” in Attachment 5 (See footnote 5)) and the colors green, red and purple represent,
respectively, the classification made: “no_evidence, “assigned” and “recognized”.

We note, both in the table in Attachment 10 (See footnote 15) and in the graph
(Attachment 11 (See footnote 16)) that Mars shows that in the years 1991, 1992, 1994,
1995, 2005, 2006, 2008 and 2012 the news published about Exxon by the NYT, high-
lights, in the majority, a certain assignation of social responsibility to the company due
to the Exxon Valdez accident. While it was only in 1999 that we had some prominence
in the news published about the recognition, by the company, of its responsibility in
relation to the oil spill in Alaska. We also note that in most of the years analyzed in the
corpus, we do not have enough evidence to conclude the content of the news published
by the NYT about Exxon.

4 Model Validation

A scientific model must be reliable, that is, it must be possible to be replicated and vali-
dated. The validity of the model must be external and internal. Internal validity concerns
the analysis of the causality relationship in the model independently of subjective fac-
tors, that is, we must answer the question: Can we obtain the same type of relationship
between the elements by other means, in addition to those used in a specific experiment?
External validity is related to the generalizability of the model.

In the proposed model, reliability and external validity are guaranteed, considering
that the proposed model is described in detail and can be easily replicated for analysis
of other environmental disasters, after some adjustments of the data, mainly with regard

14 Available at https://doi.org/10.6084/m9.figshare.13583081.
15 Available at https://doi.org/10.6084/m9.figshare.13583123.
16 Available at https://doi.org/10.6084/m9.figshare.13583216.

https://doi.org/10.6084/m9.figshare.13583081
https://doi.org/10.6084/m9.figshare.13583123
https://doi.org/10.6084/m9.figshare.13583216
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to the input variables of Mars. The internal validity will be evaluated by comparing the
results obtained in Mars with a manual classification of the specialist (expert) list (in:
“no_evidence”, “assigned” and “recognized”), of 30% (10 random years) of the 29 years
analyzed in the corpus. The individual classification of each article in the 10-year period
can be found in Attachment 1217. We present the results of the validation in Table 3
below:

Table 3. Most frequent responses annually from the expert assessment on the nature of the news.

Year Number of news with
ethical vocabulary

Expert assessment Results in the Mars Comparison

1989 41 no_evidence no_evidence equal

1990 42 no_evidence no_evidence equal

1991 48 assigned assigned equal

1994 23 assigned assigned equal

1996 8 no_evidence no_evidence equal

1999 15 no_evidence recognized different

2000 12 no_evidence no_evidence equal

2008 9 assigned assigned equal

2014 5 no_evidence no_evidence equal

2017 7 no_evidence no_evidence equal

Although the error rate seems high (10%) when analyzed year by year, we observed
that 30% of the years analyzed were tested. We have a total of 518 news items with
some term from the ethical vocabulary (according to Attachment 4 (See footnote 4))
and in total we manually classify 210 news items (referring to the 10 years tested),
which represents 40% of the result of mapping the ethical vocabulary. The year 1999
presents only 15 news items and the application of the model presented an error in the
classification of 4 of them. From these data, we can infer that the model had an error in 4
out of 210 news classified manually, reducing the error rate to less than 2%. Considering
the large number of tested news and the complexity involved in the analysis in question,
we consider that the model performs well in the classification of news.

5 Analysis of Results and Some Comments

After completing the application of the model, here we present a brief analysis of the
obtained results as well as a discussion of the scope of application and the limitations of
the proposed model.

According to our model, in the years 1991, 1992, 1994, 1995, 2005, 2006, 2008
and 2012 the news published about Exxon brings information on topics related to the
assignation of social responsibility to Exxon for the environmental disaster in Alaska.

17 Available at https://doi.org/10.6084/m9.figshare.13583555.

https://doi.org/10.6084/m9.figshare.13583555
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Regarding the events that occurred in those years, we highlight that in the year 1991
a federal judge accepted a package of US$ 1 billion in criminal and civil agreements to
close the state and federal lawsuits against Exxon Corporation. Subsequently, in 1992,
transcripts of telephone conversationswere released among employees of the oil industry
during the response to the environmental disaster. A federal jury in 1994 imposed a
penalty of $ 5 billion in punitive damages to 34,000 fishermen and other Alaskans, but
the American public opinion found the sums imposed on Exxon to be totally inadequate
to prevent it from being penalized in the future. In 1995, Exxon announced a donation
of US $ 5 million for the protection of the tiger habitat in the wild, which, in our
opinion, is a strategy to manipulate the public opinion, since the company was accused
of not being fast enough during the oil spill. Lawrence G. Rawl, who led the review of
Exxon’s operations in 1980 and shaped the company’s response to the Exxon Valdez oil
spill, died at the age of 76 in 2005. A year later, the federal appeals panel reduced the
punitive damages from $ 4.5 billion against Exxon Mobil to $ 2.5 billion; arguing that
the company’s negligent conduct was unintentional. In 2008, the United States Supreme
Court further reduced the claim to $ 500million. In 2012, the book “Private Empire” was
published, revealing the true extent of the ExxonMobil corporation’s power in American
and foreign politics.

Through the facts that occurred, we realized that the classification obtained through
our model as “assigned” is related to the relevant events in the same period.

We also highlight that, during the reading of the database, for the manual classi-
fication of the specialist in relation to the corpus, in the 210 analyzed news, only 21
of them were classified manually as “recognized”, which means that only 10% of the
news who have some term in the ethical vocabulary indicate the theme of recognizing
social responsibility. The news classified manually as “no_evidence” was 118, that is,
more than half of the classified news did not have enough evidence to be classified as
dealing with the topic of assignation or recognition of social responsibility, and the news
classified as “assigned” was 71 of the 210 tested, which represents 34% of them.

The results of the annual analysis of the model show that 3% of the years that
were analyzed indicate themes related to the recognition of social responsibility by
Exxon; 28% refer to themes surrounding the assignation of responsibility for causing
the accident to Exxon, and 69% do not have enough evidence to indicate whether the
most popular texts about the accident of the year point to assignation or recognition of
social responsibility.

Despite comparing different magnitudes, we noticed that the results are similar in
both types of analysis (by year and by news). This result shows that, despite the com-
plexity of an analysis of this kind in which the model is applied considering isolated
words in the text and not the semantic aspect, the proposed model proved to be adequate
to develop this type of analysis. We also highlight the advantage of the high potential
for adapting this model to the study of assigned and recognized social responsibility in
relation to other environmental accidents.
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Abstract. In response to the growing climate crisis, Luminiferous
Funeral is an interdisciplinary Virtual Reality game-art work with a
physical sensory perception installation. This work explores the invisi-
ble erosion of climate change and environmental breakdown by offering
audiences an opportunity to dialogue with nature and seeks to focus
participants on the inner communication with oneself about the essen-
tial nature of life and death. The relationship to nature is harnessed by
our open-source framework in which we seek collaborative interactivity
from others - encouraging them to journey within their local nature space
and document their phenomenological relationship with the environment
through sound clips, sketches, video, photographs, and other forms of dig-
ital media. Through communication with corresponding environmental
and climate scientists, and by combining this user-centric data input with
known local climate and weather models, the playable game-art is con-
tinuously evolving - downloadable game patches periodically transform
a player’s virtual world. With a Zen inspired ideology, our cloud-based
Artificial Intelligence systems employ Natural Language Processing on
texts describing Eastern and Western philosophies of nature, power, fear
and love, space and environment - crafting responses into poetic expres-
sions, and physical interpretations of, this ongoing accumulation of cli-
mate content used to create the downloadable game.

Keywords: Virtual reality · NLP · AI · Game design · Social issues ·
Climate issues · Interactivity · Collaborative content creation · XR

1 Introduction

1.1 Inspiration

A blended medium formed by immutability and mutability of digits and strings
with specific syntax rules, digital technology was once placed as the hope

Supported by Graham Wakefield and the Alice Lab, York University.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021

Published by Springer Nature Switzerland AG 2021. All Rights Reserved
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of a Utopia of neutrality. Since digital technology has been acting as a sort
of new-age cold-war weapon with tools of propagating political ideologies, the
negative impression of Technological Phobia in the general public has been
growing since the middle of last century. Such an implicit association with war
and politics, its existence seems like a kind of Original Sin and accompa-
nies biased impressions. The popularity and the growth of Internet technologies
further amplifies the level of panic of this phobia. People are afraid that the pos-
sibility of being monitored and threatened by prerogatives or a ‘higher special
power’ would become a permanent ‘normal’. Again, while facing uncertain and
abstract objects that are difficult to sense and understand directly, people would
arguably rather panic and consider them as a threat and present a propensity
of negative affective responses. In particular, the missing right to discourse
regarding the use and adoption of digital technologies further expands this anxi-
ety - people consider that their life may spiral out of control and without visible
and perceivable precursors or traces.

Arguably, the World-Wide-Web (WWW) extends the boundary of physical
geography and enriches the global narrative amplified to, and multiplied by, the
world, where clusters in the various relationships with different cultures are loud,
pervasive, and omnipresent. This connected web flattens the spatial morphomet-
ric of the world; it shortens the cost of communication and explodes the complex-
ity of power relations among the many different societies. Under the everyday
impact of globalisation, the power relationships on the WWW are striking that
capital - political and ideological exchanges from different organisations that run
on this virtual world. The one who holds the right to discourse of digital
technologies is empowered to control the standard of defining society, the world
and even people themselves, where the gain of this relevant converted result -
tangible and intangible capital, is made uniquely accessible. This is similar to a
Gestalt Shift in that the closed-loop of input/output strengthens the hegemony
of such purposeful ideology or so-called ‘common sense’; people are seduced into
attempts at self-adjusting and self-acquiring power relations to their surround-
ings (space, nature, station) without recognising that they have been held captive
within the grip of a permeating perceptive altering mind trap [10,21,30,31].

Overall, the so-called Digital Divide or the democratic claim of technolo-
gies is more about the consideration of cultural prejudice and the justice of
space (geography of power). Instead of suggesting that the public directs
their hatred, anger and phobia toward machines, it might be more suitable to
say that they are instead suffering the loss of being deprived the right to self-
distribute the space in their power relations within the society. The proposition
of the open-source movement provides unique possibilities to create new spatial
relations and allows individuals to re-examine the importance of the multiplicity
of space, thus regaining their allocation rights to the Grand Narrative of the
world. This is one of the original aspirations of our current research program. We
wish to demonstrate the multiplicity and simultaneity of space with a percepti-
ble form to the public through a methodology of cross-cutting space occupation
and allocation to therefore understand the means in which one can regain this
right to discourse.
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As part of our research-creation program - Luminiferous Funeral—
Journeying in Delusional Pavilions is a Mixed Reality game project focus-
ing on experimenting with relationships between physical space, virtual (digital)
space and imaginative space; it is also a disciplinary game accessible through
the WWW with two forms - In-Browser and Virtual Reality, to form a playful
means of interacting with space.

1.2 Context

Philosophy. Aesthetic experience is the primacy of understanding and theoris-
ing the nature of aesthetics and art. Martin Heidegger [15], a well-known philoso-
pher of phenomenology, hermeneutics, and existentialism, deems that aesthetic
experience is a dominant manner of interpreting the nature of art. This propo-
sition that over-stresses the subjectiveness of experiencers insofar catalyses a
hypothesis regarding the end of art. To ignore the presence of the subjectivity
and entity of experiencers (audiences and artists) deliberately in the experien-
tial process of appreciating and creating aesthetic objects herein resembles a
way of rescuing art. However, the essential fact of art attests that art is created
by and interdependently exists with human beings. So, the significant purpose
of contemporary aesthetics is to determine and seek for a shareable, common
base that allows the experiencers and the objects (artworks) to coexist in the
coordinate systems of nature. In other words, it ties the body and the object
together in a gentle way, then pauses human intervention on the renovation and
reconstruction to the nature of instruments and the passion of the soul. In brief,
the subjectiveness in the process of aesthetic experience presents as corporeality
(Leiblichkeit) - somatic perception, experiencing art through embodied bodies,
the physical self.

The concept of atmosphere and climate is not obscure to understand, espe-
cially for the discourse of East Asian culture and aesthetics. In ancient Chinese
aesthetic theory, it is expressed as a fusion of Spirit and Rhythm - vitality, har-
monious manner and aliveness. It also frequently occurs in the cultural discourse
of Western art to emphasise an aesthetic property that is beyond rational expla-
nation but firmly emotion- and perception- related. Therefore, atmosphere in the
discourse of contemporary art is generally used to indicate and describe some-
thing vague and diffuse, challenging to express. As to what aesthetic discourse
and its relevant theories in Western and Eastern worlds suggest, the concept and
the reality of atmosphere is a thing that is distinct from daily life - it is a catalyst
of fusing a subject and an object and an intermediary status of expressing and
representing this fusion.

Sensory Perception. Let us now assert that one’s existence precedes their
essence. To illustrate this concept we reference medical studies on patients who
have severe brain injuries - those characterised by their current consciousness
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- persistent vegetative state (PVS)1. Patients who rest on hospital beds, no
matter how they look, no matter who they are, are nearly the same. Most of
them cannot avoid a tragic destiny that they pass away slowly; eventually, their
families cannot help but must turn off all machines that maintain their life. It is
noteworthy that the symptom of PVS is an unresponsive wakefulness - it is
different from patients who are presenting with a coma. This means that a PVS
patient’s body is still functional - the problem is that the neurons in their brain
have a disturbance of communication with each other. Since human brains are
skilful at self-restoration, there is a chance that in patients with a low level of
consciousness, awareness can be aroused when a certain nerve gets stimulated.

“Awakening of PVS patients” is an interdisciplinary art project initiated
by artists Chao Wu and Weilun Xia in 2014, that combines medicine, science,
psychology, the science of religion and sociology, music and art to explore the
potentiality of individuals’ self-consciousness. This project has awakened more
than 300 PVS patients and created over 50 shared documentary libraries. Sim-
ilarly, we contextualise this excitement of sensory perception by acknowledging
that the brain, the connections within, can be activated by direct impression.
By presenting a carefully crafted virtual (curated) space, we then activate the
largest organ - skin, through participatory tactile and haptic impressions of sub-
stantiated environmental information and climate data. Thus, it could be sug-
gested that we hope to awaken this persistent vegetative state of climate
illiteracy.

Virtual Reality. Immersion, from the Latin word immergere (in(to) +
dip/plunge), is a kind of sensory perception phenomenon representing a feeling
when one’s body exists transgressing the physical dimension. As a particular men-
tal state, experiencers journey between the physical world and the virtual world,
where their capacity to measure boundaries of time and space gradually becomes
vague. There are two dimensions of the meaning in relation to virtual reality:
the emerging Virtual Reality (VR) technology, and the other, led by one’s self-
consciousness, are the internal, emotional, and panoramic transgressive experi-
ences. Human beings strive to transcend limitations of the representation and
expression of word, time and space - transforming and virtualising abstract and
concrete information into a novel dimension. VR technology increases this com-
mon vision by delivering a more tangible way to amplify the sensory perception
while penetrating the boundary between physical and imaginative worlds - bridg-
ing one’s internal perception with communal experiences.

In Venice Biennale 2019, during the interview about her work “Endodrome”,
artist and musician Dominique Gonzalez-Foerster commented, “As opposed to
thinking of VR as a tool for escape or for constructing an artificial world, it is
more exciting for me to envision it as a kind of organic and mental space in
which abstraction and consciousness can be questioned” [14]. “Endodrome” was

1 The authors acknowledge the pejorative connotation of describing one as vegetative,
and although alternative vocabulary has been established, we retain this terminology
to connect to the art project “Awakening of PVS patients”.
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the first VR work by Gonzalez-Foerster as well as the first VR work exhibited
in Venice Biennale history. It stages an immersive environment to evoke, stim-
ulate, and amplify spectators’ memories, emotional feelings, and imaginations
through multiple abstract coloured shapes floating and wandering around the
VR environment (digital world). To Gonzalez-Foerster, VR technology is not
only a tool and a medium for re-morphing and re-mapping a world but also an
intermedia to exchange internal and external conscious experiences; VR explores
further immersive possibilities by making present one’s body and relating oneself
to others (things, living beings, and natural environments).

Where is the very beginning of Virtual Reality on any given technological
and anthropological perspective? It is human beings themselves. The eager desire
to explore and create new spatial panoramic layers is derived from the very
initial impulse of imagination and curiosity. From the traditional Panoramic
Theatre to Happening Art, Gesamtkunstwerk (Total Art), and Digital Media
Art, human beings continuously endeavour to extend and transgress their self-
awareness throughout substantial and mental (imaginative) space. In function-
alism and conventional biology, human beings negotiate and communicate with
the world’s stirring stimulation through the nervous system. VR technology and
the anthropological and psychological phenomenon of virtual reality both trigger
and are mutually triggered by each other, immersing one’s subjective conscious-
ness along an excitable journey into a strange new world. As Murray suggests,
“Immersion is a metaphorical term derived from the physical experience of being
submerged in water... the sensation of being surrounded by a completely other
reality, as different as water is from the air, that takes over all of our attention,
our whole perceptual apparatus” [22].

Climate Perspective. Regarding the issue of the perceptual atmosphere in
aesthetic experience, conventional aesthetic theories are uncertain and argumen-
tative. On one hand, they indicate that it is an experience with exceptionally
spiritual perceptions: fascination (high arousal and concentration), synaesthe-
sia (high cognitive participation), and resonance with an aesthetic object. Still,
there are no agreed upon explicit interpretations of how such a perceptible and
conscious process operates. On the other hand, they likewise admit that specific
types of art, such as Ecological Art and Climate Art [3,9,17,18,20,28,29,32,39],
offer contextualised spaces with multi-dimensional sensorial narratives, allow-
ing people to receive and transmit thoughts intuitively. The interdisciplinary art
project “Awakening of PVS patients” and the supporting psychological research,
relates perception, action and clinical therapies to body-compassion and self-
compassion and provides a novel idea of understanding aesthetic experience. In
this perspective, experiencers, even those who have a disorder of consciousness,
can still recognise the aesthetic atmosphere of artistic works.

Luminiferous Funeral can therefore be thought of and placed within an
art-as-activism context [1,2,5] where educational aspirations for discourses on
atmosphere, climate and environment are decidedly enhanced by integrating
methods of sensory perception experiences. In this way, we make the climate
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crisis tangible by integrating the essence of touch in a virtual space - the per-
ception of seeing with the mind through the body.

2 Concept

Luminiferous Funeral is a long-term and ambitious project that seeks to edu-
cate through art-based activism. For this reason, our paper will focus primarily
on the game design and collaborative content creation central to the virtual and
digital evolution of the game-art work. However, for context, a brief summary
of the whole work is provided.

Fig. 1. Concept map of Luminiferous Funeral

2.1 Overview of Project Components

In total, this project provides three ways to interact with the digital world we
designed: first, audiences can play with the VR (Virtual Reality) game during
an installation or through downloading the VR game; second, they can interact
with an AR (Augmented Reality) animation app projected on the floor during
the installation; third, they can contribute to the evolution of the game content
through both a ChatBox app on our website and by submitting digital content
(e.g., images, sound clips). The game will also be available In-Browser through
a ThreeJS2 WebXR3 environment. In keeping with an open-source mindset,
2 threejs.org—a JavaScript framework for building online 3D and Mixed Reality con-

tent.
3 WebXR is a standardised format for adapting the existing WWW framework to

include VR and AR content - together they are known as XR.

https://threejs.org/
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all designs and code for our customised haptic devices used for interacting in
the VR world will be made available such that anyone may re-create them for
personal use. Figure 1 is the concept map establishing the relationships between
the different aspects of the project.

Education and Learning Theories. Ultimately, we expect to create an acces-
sible and continuously evolving platform for discussion and education on world
issues, and in this context, the climate crisis. Through public installations
and community workshops we aim to facilitate a discourse on polarizing issues;
game-play and aesthetic practices of art-as-activism are the inspirational tools
behind our participatory design. With respect to a discourse on climate, local
and global positions are explored. By partnering with established climate and
environmental scientists the project is supported through a fact-based lens upon
which the exploratory and fantastical artwork is developed. Through the evolv-
ing conditions of the game content, versions that highlight a local anomaly or
concern can be tailored through on-site collection of environmental data - the
content of which is fed back into the system for a global perspective, effectively
rendering multiple occurrences of the VR world that remain playable as separate
versions. Overtime, the differences in human choice on behaviour affecting the
environment will be made tangible, and therefore, discussable [24–27]. Here we
see a pedagogical framework similar to Carina Girvan and Timothy Savage, who
popularized the potential for Communal Constructivism and Knowledge Build-
ing as appropriate pedagogies for virtual worlds. In Luminiferous Funeral,
“...artefacts created by [one individual] are fed back into subsequent iterations...
emphasising the use of past learners and their artefacts to influence the learning
experience of future [interactants]... artefacts are thus leveraged to extend their
own knowledge”(emphasis added) [13].

Education, in general, is a means of transmitting and cultivating accumulated
cultures, skills, and habits from one to another through appropriate pedagogies
and didacticism, producing a permanent change in one’s behaviour [7]. In its nar-
row sense, we can consider two ways of educating - personal and popular, direct
and indirect, where popular education occurs beyond formal educational insti-
tutions, different from schooling practices. It primarily enlightens and affects
the self-awareness extension in individuals on the basis of direct and indirect
manners through grassroots social activism and movements. Instead of a given
and closed system as in school education, public pedagogy of popular education
is dynamic, fluid, and open, embedding itself within multiple overlapping and
contested sites of learning [23]. Through public pedagogies of art installations,
the general public learns social and political insights by participating in the pro-
cess of happenings. As in Elizabeth Ellsworth’s ambitious study in relation to
the nature of pedagogy, she suggests converting the concept of knowledge from
a made thing to a thing which is in the making [6]. This derives from a crucial
concept of transitional space posited by psychologist D. W. Winnicott and
describes the progressive transition from an habitual state to that of a novel
dimension [40]. To creatively transform established and given knowledge struc-
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tures into new practices rather than placing new content on an old scaffold,
transitional space transgresses between self, other, given and in-the-creating -
arranging real and imagined boundaries into open-ended worlds with multiple
novel relations. In other words, this learning format is time affording and immer-
sive, allowing individual learners to morph their long-term knowledge schemas
through transgressing this transitional space. Scholars, such as Henry A. Giroux
who popularised linking public pedagogy with the study of popular culture in
broader education, state that public education as a practice of neoliberalism can
become a force for progressive social change [11]. It is such global and widespread
conditions that favour the self-motivation of individuals to didactically repro-
duce identities, values, and behaviours. More importantly, Giroux encourages
strengthening public education’s power to resist the hegemonic culture of cap-
italism and asserts the significance to educators, artists, and cultural workers
of creating critical and democratic public discourse. This conceptualises public
intellectuals as educators to advance democratic transformation [12].

Fig. 2. Exhibition scene - top view of layout and concept plan

Installation. The curation plan mentioned below is structured to let audiences
communicate with our project in person (e.g., museum, gallery, public space).
We plan to offer an immersive world for audiences to perceive the meaning of
space under different forms of interactivity. Guests of the exhibit may interact
in a variety of ways: actively experiencing the VR world; watching projections
of poetic philosophy; uploading content to the cloud AI system; and other par-
ticipatory actions.

Additionally, by literally cross-cutting the available physical space into sepa-
rate sections we aim to demonstrate how the meaning of space is generated and
to display the difference in understanding of space between Western and East-
Asian cultures. These expression will be projected onto the walls as described in
Fig. 2. Our audience will not only interact with this curated world through a VR
headset but are also encouraged to play with an AR animation projected on the
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floor, and to communicate with our ChatBox app through a computer provided
in the exhibition area (this conversation can also be accessed through a mobile
device connected to our website). Figure 3 displays multiple perspectives of the
installation plan and the projected curated content.

3 Design

The overall game mechanics are described by an ecosystem of game logic as
shown in Fig. 4. The traversable VR game-art world component of the Mixed
Reality installation is organised around four themes representing the four sea-
sons on Earth. Absurd Utopic environments are contrasted with metaphorical
representations of the severity of our nature crisis - beings such as heteromor-
phic ghost birds, withered toxic plants, fogs and polluted streams will engulf the
minimalist-inspired game space.

Figure 5 and Fig. 6 are current screenshots of the original concept game used
as the basis for the VR integration and the ethereal environmental and philosoph-
ical space. The real-world interactive landscape component of the installation
will incorporate elements such as a series of fog machines, flash equipment and
sensors, to provide a hybrid space-time atmosphere and the sensation of twisting
dimensions for audiences to experience the emphasised environmental conflict.
Gameplay navigation is enhanced by our artistic direction through additional
sounds with distinct pitches and tones, such as violet noise (the acoustic ther-
mal sound of water), natural-sound recordings, and through interactive elements.
The installation will also pull live data and sonic recordings from the environ-
ment in real-time permitting the installation to offer intimate dialogues in any
location it is exhibited. In this way, Luminiferous Funeral—Journeying in
Delusional Pavilions seeks to invoke a sense of urgency in participants to
further educate themselves during this critical time.

To be sustained in this alternative world, interactants need to collect and cap-
ture secret poems and invisible ghosts that are scattered and hidden throughout
our afterlife and can only be sensed through the 360◦ soundscape and hints trans-
mitted by our customised haptics. The poetic expressions are crafted through
Natural Language Processing (NLP) AI techniques trained on Eastern and West-
ern philosophies and understandings of nature, power, fear and love; the ghosts
are those of the elements of nature that have become extinct or tragically harmed
due to climate change. Figure 7 and Fig. 8 are early concept sketches during
development of the methods of sensorial integration and kinaesthetic experi-
mentation.

Pulling from the duality found in fundamental theories of physics, nature
and existence we envision a sense of parallel worlds enticing one to hear the call
of a collapsed time function - to feel the urgency grounded through a futuristic
Dystopic death reaching back in time to touch us here and now. As such, par-
ticipants are forced to interact with invisible elements (ghosts of nature that we
are presently losing or have already lost) that can only be felt (unexpected hap-
tic feedback and sensorial experiences) as one explores their new environmental
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Fig. 3. Exhibition scene - detail perspective view
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Fig. 4. Game mechanics and logic

Fig. 5. Screenshot of gameplay
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reality. Thus, a crucial game element is the constant and mysterious dynamical
flow of physical perception transmitted by our custom-built VR glove-like con-
trollers and on-body haptics that materialise and diffuse the sensation between
the real and the virtual. In this way, interactants are immersed in and feel the
environmental damage in such a way that the visible scenes are only the begin-
ning for one to evoke self-introspection. The intensity of the haptic feedback of
the custom wearables increases with time and context to parallel the unseen
injuries accruing from current environmental collapse.

Fig. 6. Screenshot of existing game content

3.1 Content Creation Through Collaborative Construction

A core perspective we took when first establishing the parameters of the project
was to explore the possibility of leveraging the benefit of a (formally) educated
perspective with the self-appeasing instinct of personal experience. Would it be
possible to create an art-work that actively engages one on a personal, yet factual
basis? Could a simulated, fantastical virtual world provide a connection to real-
world experiences? By combining the contribution of established environmental
and climate data sets, verification and filtering provided by field experts and the
user-centric individual world-views provided by the uploaded digital content,
we weave an evolving ecosystem, explorable through curiosity driven sensorial
perception.
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Features. To illustrate and experiment with the perception of space - which
may or may not be affected by different cultural ideologies, we propose to set
up two different NLP data packages in which the content is constructed through
imagined relationships to space [4,8,19,33–38]. Figure 9 identifies a sample cat-
egorisation made by the machine learning algorithm trained to identify common
everyday items. However, for our project, we expand beyond categorisation and
identification and instead utilise the input content (climate models, weather
patterns, provided images and sounds from local environments, and, for exam-
ple, environmental scientists’ expert input on eliminating ‘garbage’ content) to
generate custom and curated content within the VR world itself. Not unlike a
regularly occurring game patch (update of content), our game will undergo con-
tinuous evolution as it grows in supplied content and arterial ‘understanding’ of
‘itself ’.

Fig. 7. Concept art of game environment

Figure 10 summarises the AI data input analysis chain. Interaction by audi-
ence participants with this program, both through uploading content to our
hosting site as well as through the physical kinaesthetic exploration of the pop-
ulated VR game-art world, would be based on these two pre-trained models.
The relationship to language and cultural ideas on nature, environment and
power are driven by poetic NLP emergent patterns trained on texts as previ-
ously suggested. We chose vital philosophical materials that can be understood
to represent features of the two cultures we contrast and compare within this
project. The resulting generated poetic structure provided by the algorithms will
cause the narrative content to change within the game itself while also impacting
the perceptive parameters of the haptic response felt by a participant. Moreover,
every updated (AI output) summary data patch would be recorded in our doc-
ument as our research material and then associated with each successive version
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of the VR program, forming a complete ecosystem. These updates will be loaded
during game start-up sessions as an additional script used to populate the game
world. An example of a training data set is shown in Fig. 11.

Fig. 8. Concept art of game mechanics

3.2 Interactivity and the Haptic Response

A critical aspect of the curated experience rests on the experiencer’s capacity to
interact with the VR world through the stimulation of a touch-based discourse.
Spatial recognition is transmitted as one explores the world through haptic feed-
back situated over the entire body - with specific attention positioned at the
hands. We consider here a Husserlian [16] perspective - one that distinguishes
between spatial things that can be interacted with and temporal experiences
that can be lived. The former is experienced through incomplete and one-sided
profiles that are presented to the interactant; the later is experienced such that
what it is and what it is perceived to be are the same. In either case, both are
existing in a state of essence - this is their true nature. Sensory profiles are both
presented and received by means of a mediating technology - one sided profiles
are crafted explicitly by the isolation and amplification of individual senses yet
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the experience of a resulting or reactionary embodied emotional state is (indi-
vidually) experienced in the same way as it is perceived.

Fig. 9. Sample categorisation of identified objects

Fig. 10. AI and NLP analysis chain

By forcing a directed and consistent exposure to others via linked technology
and content exchange, one is lifted from the confines of their internalised per-
ceptive ideations (Husserl’s eidetic intuition) and instead asked to engage in a
participatory exchange of a collective presence. Thus, the use of technology that
is intentionally designed to pervasively inflict interconnected somatic experiences
allows one to exist along, and within, an action-response continuum where one
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is encouraged to gain, and reinforced to retain, a complex awareness of self, oth-
ers and environment. It is conceivable that the relationships developed between
individuals and a particular mediating technology may intentionally create a
space where pre-existing assumptions are challenged through sensory fusions.

Fig. 11. NLP training data sample text

We therefore consider the integration of custom haptic technology (see
Fig. 12) and kinaesthetic experiences that evolve alongside, and are influenced
by, the content evolution of the submitted climate data, reflect the suggested
importance of making tangible these perceivably more abstract and displaced
environmental issues. Thus, a series of haptic devices have been, and will con-
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Fig. 12. Custom on-body haptics

Fig. 13. Design of custom hand haptics
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tinue to be, developed to expose multiple body-centric aspects of sensory stimu-
lation. Figure 13 illustrates the concept plan for a set of custom specialty tactile
gloves and Fig. 14 is a live shot of testing hand-tracking and haptic integration
in VR during the early stages of WebXR development.

Fig. 14. Demonstration of hand tracking in test VR world

4 Conclusion

Luminiferous Funeral is a game that will evolve to structure itself into a
thriving ecosystem through the contribution of text, images, videos, sounds
and location data by AI, audiences, and artists. Overall, we wish to amplify the
perceptions of the multiplicity and simultaneity of space and natural environ-
ments for the general public to have a closer look at the world they are living
in. Further, we ask those who experience the piece to attune to an awareness
of knowing to re-attain their right to discourse in the Grand Narrative
of the world and current state of climate change. Moreover, since it is also an
open-source project, we wish for the general public to not only make their own
set of haptic devices based on our instruction but to also share their creative
modifications, allowing others to experience and sense an alternative perspective
of perception based on their individual understanding of the world. Finally, since
this game-art project is based on the concept of a revolving open-world narra-
tive, we wish for it to be a sort of everyday experience for the general public
and provide them with the tools to consciously question their awareness of the
world, their space, and the environment.



346 S. Vollmer and R. Ho

Acknowledgments. Funding for this project is provided by a VISTA: Vision Science
to Application scholarship, a CFREF program, the Centre for Vision Research (CVR)
at York University, Canada; a CIBC Student award fund; the Susan Crocker and John
Hunkin scholarship in the fine arts; RA funding from Dr. Doug Van Nort (DisPerSion
Lab, York University, Canada). Both authors would also love to give many thanks to
Dr. Graham Wakefield (Alice Lab, York University, Canada) who has provided both
RA funding as well as incredible support as a primary PhD supervisor.

References

1. Anderson, L., Huang, H.C.: The Chalkroom. Interactive Art Installtion (2017)
2. Anderson, L., Huang, H.C.: To The Moon. Virtual Reality Interactive Art Appli-

cation (2018)
3. Aula, I., Niskanen, M., Salo, J.M.: Ghost Light. Video Documentation of the

Installtion (2020)
4. Burnham, D.: The Nietzsche Dictionary. Bloomsbury Academic, London (2014)
5. Davies, C.: Ephémère. Virtual Reality Interactive Art Application (1998)
6. Ellsworth, E.: Places of Learning: Media, Architecture, Pedagogy. Routledge, New

York (2004). https://doi.org/10.4324/9780203020920
7. Esu, A., Junaid, A.: Educational development: traditional and contemporary.

http://www.onlinenigeria.com/education/. Accessed 30 Feb 2013
8. Young, E.B.: The Deleuze and Guattari Dictionary. Continuum Publishing Corpo-

ration, London (2013)
9. Feingold, K.: Sinking Feeling. Interactive Art Installation (2001)

10. Fleischmann, M., Strauss, W.: Staging of the thinking space: from immersion to
performative presence, pp. 266–281. Transcript-Verlag (2015)

11. Giroux, H.A.: Public pedagogy as cultural politics: stuart hall and the “cri-
sis” of culture. Cult. Stud. 14(2), 341–360 (2000). https://doi.org/10.1080/
095023800334913

12. Giroux, H.A.: Cultural studies, public pedagogy, and the responsibility of intel-
lectuals. Commun. Crit. Cult. Stud. 1(1), 59–79 (2004). https://doi.org/10.1080/
1479142042000180926

13. Girvan, C., Savage, T.: Identifying an appropriate pedagogy for virtual worlds:
a communal constructivism case study. Comput. Educ. 55(1), 342–349 (2010).
https://doi.org/10.1016/j.compedu.2010.01.020

14. Gonzalez-Foerster, D.: Endodrome, VR environment. Lucid Realities Studio,
December 2019. https://vimeo.com/379260341

15. Heidegger, M.: Being and time. In: Philosophy’s Higher Education, pp. 49-73.
Springer, Dordrecht (2005). https://doi.org/10.1007/1-4020-2348-0 3

16. Husserl, E.: The Phenomenology of Internal Time-Consciousness. Indiana Univer-
sity Press, Bloomington (1964). https://doi.org/10.2307/j.ctvh4zhv9

17. Lozano-Hemmer, R.: Airborne Projection-Relational Architecture 20. Interactive
Art Installation (2013)

18. Lozano-Hemmer, R.: Cloud Display. Interactive Art Installation (2019)
19. Magee, G.: The Hegel Dictionary. Bloomsbury Academic, London (2010)
20. McRobert, L.: Char Davies’ Immersive Virtual Art and the Essence of Spa-

tiality. University of Toronto Press, Toronto (2007). https://doi.org/10.3138/
9781442684171

21. Merleau-Ponty, M.: Penomenology of Perception. Routledge/CRC Press, Lon-
don/New York (2017)

https://doi.org/10.4324/9780203020920
http://www.onlinenigeria.com/education/
https://doi.org/10.1080/095023800334913
https://doi.org/10.1080/095023800334913
https://doi.org/10.1080/1479142042000180926
https://doi.org/10.1080/1479142042000180926
https://doi.org/10.1016/j.compedu.2010.01.020
https://vimeo.com/379260341
https://doi.org/10.1007/1-4020-2348-0_3
https://doi.org/10.2307/j.ctvh4zhv9
https://doi.org/10.3138/9781442684171
https://doi.org/10.3138/9781442684171


Luminiferous Funeral 347

22. Murray, J.: Hamlet on the Holodeck: The Future of Narrative. MIT Press, Cam-
bridge (2017)

23. O’Malley, M.P., Sandlin, J.A., Burdick, J.: Public pedagogy. In: Encyclopedia of
Curriculum Studies, pp. 697–700 (2010). https://doi.org/10.4135/9781412958806.
n375

24. Seaman, B.: The World Generator/The Engine of Desire - Engine Series. Interac-
tive Art Installation (1996)

25. Seaman, B.: An Engine of Many Senses. Generative Art Installation (2013)
26. Seaman, B.: Luminous Hands. Generative Art Installation (2015)
27. Seaman, B.: Navigating/Negotiating Sound Architectures of the Night. Interactive

Art Installation (2016)
28. Shaw, J., Kender, S.: We are like Vapours. Interactive Art Installation (2013)
29. Small, D., White, T.: Jardin Poetique Interactif. Interactive Art Installation (1998)
30. Strauss, W., Fleischmann, M.: Energie Passsagen. Interactive Art Installation

(2004)
31. Strauss, W., Fleischmann, M.: The art of the thinking space: a space filled with

data. Digit. Creat. 31, 156–170 (2020). https://doi.org/10.1080/14626268.2020.
1782945

32. Vesna, V.: Bodies, Inc. Interactive Art Installation (1995)
33. Wang, G.: Manual of the Mustard Seed Garden - Full Volume, vol. 1–4. Zhonghua

Book Company, Hongkong (1986/1972)
34. Wang, X.: An Architecture Toward Shanshui. Tongji University Press, Shanghai

(2015)
35. Wang, X., Qiuye, J.: ARCADIA: Painiting and Garden, vol. I. Tongji University

Press, Shanghai (2014)
36. Wang, X., Qiuye, J.: ARCADIA: Illusion and Reality, vol. II. Tongji University

Press, Shanghai (2017)
37. Wang, X., Qiuye, J.: A contemporary Chinese garden experiment. Archit. Des.

88(6), 24–31 (2018). https://doi.org/10.1002/ad.2361
38. Wang, X., Qiuye, J.: ARCADIA: Contemplation and Construction, vol. III. Tongji

University Press, Shanghai (2018)
39. Wardrip-Fruin, N., Carrol, J., Coover, R., Greenlee, S., McClain, A., Shine, B.S.:

Screen. Interactive Art Installation (2002-present)
40. Winnicott, D.W.: Playing and Reality. Routledge, New York (1989)

https://doi.org/10.4135/9781412958806.n375
https://doi.org/10.4135/9781412958806.n375
https://doi.org/10.1080/14626268.2020.1782945
https://doi.org/10.1080/14626268.2020.1782945
https://doi.org/10.1002/ad.2361


Design of Artificial Intelligence Wireless Data
Acquisition Platform Based on Embedded

Operating System
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Abstract. Advances in microprocessor technology, sensor technology and wire-
less communication technology have promoted the generation and development
of wireless data acquisition systems. The wireless data acquisition system is an
ad hoc network system formed by a large number of sensor nodes through wire-
less communication. Data acquisition is an important means for people to obtain
external information, it is an indispensable and important link for preparing amea-
surement and control system. With the advent of the network era, the traditional
data acquisitionmethod has been unable tomeet the new production requirements.
Based on the embedded operating system, the design of the artificial intelligence
wireless data acquisition platform focuses on the characteristics of high compati-
bility and flexible interface. This paper presents an artificial intelligence wireless
data acquisition platform based on embedded operating system. Through this plat-
form, wireless data acquisition and USB interface transmission can be carried out
to realize centralized monitoring and management.

Keywords: Wireless communication · Data collection · Embedded Operating
System · Artificial Intelligence

1 Introduction

With the rapid development of microelectronic technology and the arrival of the post-PC
era, the number of embedded computer systems has far exceeded all kinds of general-
purpose computers. Various embedded devices are changing people’s daily life in dif-
ferent forms, and at the same time greatly promoting the development of automation
and informatization in industry and other fields. In order to be able to feed back the
product information in time, people need such a system to realize concise, efficient and
real-time data collection and analysis [1]. The traditional data acquisition system has
the disadvantages of low efficiency, large error and difficulty in inputting data into the
computer, etc. In addition, most of these methods originally used wired network and
other communication methods, and their inherent defects greatly limited their use occa-
sions [2]. Traditional data acquisition and transmission systems mostly use single chip
microcomputer as the core. Although the implementation is simple and the cost is low,
the wired data transmission mode greatly limits its application occasions and cannot be

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
E. Bisset Álvarez (Ed.): DIONE 2021, LNICST 378, pp. 348–353, 2021.
https://doi.org/10.1007/978-3-030-77417-2_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-77417-2_25&domain=pdf
https://doi.org/10.1007/978-3-030-77417-2_25


Design of Artificial Intelligence Wireless Data Acquisition Platform 349

applied to some scattered and unattended sites. Therefore, it is necessary to collect data
regularly in order to understand the site situation in time [3]. The data acquisition system
is a system for real-time acquisition, detection, processing and control of various analog
signals generated in the fields of data analysis systems, instrument detection, industrial
real-time control, and medical devices.

In the past few years, the CPU has become a low-cost device, and various indus-
trial controls, network equipment, communication equipment, information appliance
systems, home medical equipment, and electromechanical equipment have been or are
embedded in CPU chips, thus forming an embedded system [4–7]. Before the special
computer system has matured, most data acquisition systems use a PC to connect all
sensors and actuators, and the control decisions in the system are done by the PC [8]. If
a wired transmission method is adopted, it is technically and economically undesirable,
and wireless transmission is required for long-distance data transmission. Commonly
used data acquisition terminals must transfer data to the computer through keyboard
emulation or communication ports, and cannot be used offline. The wireless data collec-
tion terminal can make up for the shortcomings of the online data collection terminal,
and has good mobility, mobility and flexibility [9–12]. As the application conditions
of the data acquisition system become more and more complex, the data acquisition
system based on the single-chip computer gradually fails to meet the needs in terms of
function, user interface, operation speed and accuracy [13]. The artificial intelligence
wireless data collection platform based on the embedded operating system is designed
to reflect the characteristics of high compatibility and flexible interface, with multiple
data collection methods, high speed and large storage capacity.

2 Overall Structure Design of the System

Embedded system refers to an independent system composed of embeddedmicroproces-
sor, which has its own operating system and specific functions, is used in specific occa-
sions, and has strict requirements on reliability, cost, volume and power consumption.
Due to the huge amount of data brought by human activities, wireless sensor networks
will face many security risks in the process of collecting, storing and using these huge
amounts of data [14]. As a server, the monitoring center can simultaneously receive data
from a plurality of acquisition terminals distributed at far geographical locations, and
control and manage all the acquisition terminals.

Table 1. Data format.

Name Length

Starting mark 2

Data length 4

command word 3

Data section 12

Termination code 3
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The data removed by the data preprocessing module should be error data caused by
some unpredictable factors, such as error information caused by external interference
during data collection or transmission. Data transmission is carried out between the
health data acquisition equipment and the data receiving module through an interface.
The data format is shown in Table 1.

The monitoring center is a computer running monitoring software. The monitoring
software has the functions of displaying data of each terminal, processing and analyzing
data, generating alarm signals, and controlling the operation of the monitoring terminal.
The software process is shown in Fig. 1.

Fig. 1. Software flow.

The data receiving module is mainly responsible for receiving the data information
sent by the health data collection device and storing it in the corresponding user data
table. If any errors such as reception errors occur during data reception, corresponding
error feedback is sent to the health data collection device to ensure the correctness
and integrity of the data reception. There are usually three methods for long-distance
communication, low-voltage power line carrier, radio stations, and the use of existing
mobile communication networks. Because of the interference characteristics, impedance
changes and signal attenuation of low-voltage power lines, it is difficult to find a clear
analytical or digital model to describe, which is the main technical obstacle. Although
the more types of data collection, the better, which makes it easier to analyze energy
consumption, the increase in the types of data collectionwill definitely have requirements
on the system cost, the power consumption of the system will also increase, and the
stability will also decrease. Product design using a combination of high-performance,
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low-power microprocessors and wireless communication technology will make it have
broad application prospects and a long life cycle.

3 Safety and Reliability Design of Data Acquisition System

The data analysis module is the core of the system, which is used to analyze the current
health status of users and predict the development trend of users’ health status. We
first cluster a large number of preprocessed data to form sample data with small data
volume, and then calculate the average value of corresponding types of sample data
through weighted average algorithm. The acquisition terminal and the monitoring center
adopt C/S mode, and the monitoring center serves as a server, passively waiting for the
connection of the acquisition terminal, receiving data and sending control commands.
As a client, the acquisition terminal actively connects to the server, sends data to the
monitoring center throughUDPprotocol, and receives control commands from the center
[15–19]. Data acquisition and analysis systems have different requirements for data
security according to different application occasions. A perfect data acquisition system
should have data protection and be able to flexibly cut and expand the system. Before the
specific software development, the designer needs to plan which parts of the software
functions should be implemented from themacro level, and then select the corresponding
solutions according to the actual situation.

The whole wireless data acquisition system is designed with integrated chips. Com-
pared with discrete components, the reliability is improved and the bit error rate is
extremely low. The system is divided into sensor module and receiver module. The
sensor module comprises an independent power supply part and a triaxial acceleration
sensor. Through digital filtering technology and data fusion technology, these first-hand
information can be processed quickly and necessary. In order to test it, a small test system
is built. The system has two wireless data acquisition cards, one of which continuously
sends known data. Data processing and storage preprocesses the collected original data
and stores it locally. Any system is not absolutely ideal and reliable. It is necessary to
test the reliability and bit error rate of this communication system. As the bit error rate
of the system is at a lower level, it is possible to find the bit error phenomenon only by
transmitting a large amount of data. For any type of wireless RF transmission chip, its
effective transmission distance is a very critical parameter.

4 Conclusion

With the development of microprocessor, embedded technology has been fully devel-
oped and widely used in wireless communication, information appliances and indus-
trial control. Embedded-based data transmission system, supported by fast-developing
embedded high-performance processors and increasingly powerful embedded operating
systems, combined with increasingly perfect wireless network technology, is gradually
developing towards multi-function, multi-task, multi-communication mode and high
real-time performance, with broad application prospects. Starting from the extensive
application of embedded systems in the industrial field, this paper briefly analyzes the
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current development situation and the problems that will be faced in the remote transmis-
sion of data by wired and wireless methods. The adoption of a completely open source
and free embedded artificial intelligence operating system not only greatly improves the
plasticity and expansibility of the wireless data acquisition and analysis system, but also
is very beneficial to the commercialization of products. Embedded systems are widely
used in industrial control field due to their high efficiency, stability, configurability and
convenient installation.With the rapid development of wireless network communication
technology, more and more information devices begin to adopt wireless communication
technology. Wireless communication technology eliminates the need to arrange special
cables and connectors between devices in offices, homes and on trips.
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Abstract. Aiming at the problem of inflexible steering and motion of robot, this
paper applies fuzzy adaptive PID control algorithm to the differential steering
control system of mowing robot to improve its rapidity and accuracy. In this paper,
according to the domestic green environment and the overall parameters of the
mowing robot, the overall design of the mowing robot is made, the fuzzy adaptive
PID control algorithm of the mowing robot differential steering control system
is designed, the mathematical model of the mowing robot differential steering is
constructed, and the MATLAB/Simulink is used to simulate the fuzzy adaptive
algorithm. The simulation results show that the response speed and overshoot
of fuzzy adaptive PID algorithm are 2.42 s and 16.4, respectively, The response
speed and overshoot of PID are 7.18 s and 36.3% respectively, so the dynamic
performance of the differential steering control system based on Fuzzy Adaptive
PID algorithm is better than that based on ordinary PID control.

Keywords: Mowing robot · Fuzzy adaptive PID · Differential steering

1 Introduction

With the acceleration of my country’s urbanization process, the construction of urban
greening environment has gradually received attention, and lawn mowing has become
more and more important. Traditional lawn mowing equipment is mainly hand-push and
knapsack lawn mowers [1], with backward technology. In recent years, the advent of
intelligent lawn mower robots has greatly changed this phenomenon. Intelligent lawn
mowing robot is a kind of intelligent robot that integrates machinery, sensors, intelli-
gent control, human-computer interaction, computer and other disciplines [2]. Zhang
Zhigang and Luo Xiwen’s team proposed a fuzzy adaptive PID algorithm applied to
rice transplanters, which promoted the research on automatic steering of wheeled agri-
cultural machinery [3, 4]. The Hu Lian team of South China Agricultural University
used the fuzzy control method to redesign the automatic steering module of the rice
transplanter [5], and realized the intelligent control in this respect. The Xiong Ru team
of Northwestern Polytechnical University proposed a new type of autonomous driving
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method for smart cars [6]. Zhu Zenghui’s team adopted the fuzzy control method and
designed a fuzzy controller for braking system [7], which greatly improved the acceler-
ation tracking performance. The Wang Zhenyu team of Kunming University of Science
and Technology proposed an AGV differential steering control method and added fuzzy
control [8, 9]. Yuan Chaohui’s team studied a fuzzy control method of aircraft steer-
ing front wheel steering based on an improved immune genetic algorithm optimization
[10]. The Zhao Chenyu team of Shanghai University conducted research on modern
agricultural automated AGV trolleys, and applied fuzzy control theory to agricultural
AGV trolleys [11]. The Wang Maoli team of Qingdao Technological University made a
research on the application of fuzzy PID algorithm in agricultural machinery automatic
steering system [12]. The Xie Shouyong team of Southwest Agricultural University used
a single-chip microcomputer to control and optimized the obstacle avoidance algorithm
[13]. The team of Chen Baorui and Yang Lei of Beijing Institute of Technology aimed
at the transmission system of high-speed tracked vehicles [14]. The team of Liu Yang
and Zhang Wei from Hubei University is based on a large number of control equipment
in modern agricultural greenhouses [15]. The team of Li Jun and Yu Fan of Shanghai
Jiaotong University proposed a road recognition method based on brake pressure and
wheel acceleration [16]. The Chen Zheming team of Chongqing University of Tech-
nology proposed a steering control strategy that uses fuzzy control for feedback, which
greatly improves vehicle handling and stability [17].

Yang Yang from Jiangsu University proposed an intelligent vehicle tracking control
system for corner compensation. The performance improvement of path tracing is more
significant [18].DiaoQinqing proposed a special fuzzy controlmethod for the problemof
the steering mechanism of the smart car in the big curve [19]. Jiang Jingping of Zhejiang
University proved that fuzzy control has great application value in the field of position
servo system [20]. Zhang Kun from South China University of Technology introduced
fuzzy control and improved the steering control system [21]. Liao Huali from Hohai
University designed a fuzzy controller to improve the line tracking algorithm [22]. Zhang
Nan of the Ordnance Engineering College used a fuzzy controller to tune traditional PID
parameters [23], which improved the speed and accuracy of the steering control of smart
cars. Chen Ming of Hefei University of Technology introduced the Ackerman steering
theorem to adjust the angle of the other two wheels to achieve three-wheel full steering
[24]. Li Huashi of Beijing Institute of Technology added fuzzy control to optimize it, and
the simulation results show that its lateral acceleration can reach the steady-state value
at a relatively fast speed [25]. Lan Hua from Beijing Institute of Technology proposed
a fuzzy control method with parameter self-tuning [26].

The above studies have used fuzzy control in various fields of control systems,
especially motion control and steering control, which shows that fuzzy control has great
prospects in the application of steering control systems [27–29]. Both the speed and
adaptability have been improved to a large extent. In this paper, fuzzy adaptive PID
control is used to optimize the differential steering control system of the lawnmower
robot. The PID parameters are adjusted in real time through the fuzzy controller, and
then the PID controller calculates the steering deviation of the lawnmower robot. The
environmental adaptability of the differential steering control system has been greatly
improved.
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2 Control System Design Scheme

The control of the lawn mower robot is mainly embodied in two aspects: tool control
and motion control. To complete the motion control of the lawn mower robot, the three
major modules of the lawnmower robot need to work together. The three major modules
are: navigation and positioning module, path planning and avoidance. Barrier module,
steering control module.

The mobile function requirements of the lawn mower robot are mainly reflected in:
accuracy: need to accurately control themovement of the car body; stability: stable travel
without overturning; flexibility: it can complete steering tasks at different angles.

According to the demand analysis of the mobile car body and mobile module of the
lawn mower robot, we first need to determine the chassis distribution of the car body.
There are three common wheeled robot differential models in Fig. 1.

Universal wheel

Driving wheel

Fig. 1. Three differential models of wheeled robots.

The guidance module is set at the front end of the lawn mower robot and connected
with the single-chip microcomputer. The guidance module first obtains the deviation of
the lawn mower robot from the original route, and transmits the deviation to the single-
chip microcomputer. The single-chip microcomputer transmits the position deviation to
the fuzzy adaptive PID control program the speed difference between the two driving
wheels is output. At the same time, the speed feedback module installed between the
driving wheel and the driving motor feeds back the wheel speed in real time. The actual
wheel speed is comparedwith the wheel speed output by the fuzzy adaptive PID program
section, and the error is obtained PID control, and finally output to the motor drive
module. The two motor drive modules control the rotation speed of the left wheel motor
and the right wheel motor respectively through PWMpulse width modulation and signal
amplification, and output the speed difference between the two drive wheels, and finally
realize differential steering and reduce Small position deviation. The control diagram of
the differential steering control system of the lawn mower robot is shown in Fig. 2.
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Fig. 2. Control schematic diagram.

3 Design of Fuzzy Adaptive PID Control Algorithm

Fuzzy control system includes four parts: fuzzification, knowledgebase, fuzzy reasoning,
and defuzzification. Fuzzification is to use language variables to describe the change
process of variables, no longer use specific values such as 1cm to express position
deviation, but use positive and negative medium fuzzy language to describe it to achieve
fuzzification. The knowledge base stores the control rules described by the language.
Fuzzy reasoning is to use the rules in the knowledge base to reason and get the fuzzy
output. Finally, the accurate output is obtained by defuzzification.

Fuzzy adaptive PID control is an important development direction of fuzzy control.
Fuzzy adaptive PID control is self-adaptive and self-learning. It has better control effect
for those complex systems with nonlinearity, large time delay, and high order. The
schematic diagram of fuzzy adaptive PID control in this article is shown in Fig. 3.

Sensor

Left and 
right wheel 

motor

Fuzzy
controller

PID controller
d/dt

r(t) e c(t)

Fig. 3. Fuzzy adaptive PID control principle diagram.

The fuzzy self-adaptive PID control system of this article first takes the angle devia-
tion e and the deviation change rate ec as the input. After the fuzzy controller’s fuzzifica-
tion, fuzzy inference, and defuzzification, the PID parameter changes �Kp, �Ki, �Kd

are output, and then calculated by the PID controller to output the speed difference �V
between the left and right driving wheels, Realize steering control.

Assuming that the lawn mower robot is on the left side of the predetermined trajec-
tory, the deviation is negativewhen it needs to turn right, and the basic domain of position
deviation e is [−8, 8], and the above basic domain is divided into 7 quantitative levels
{−6, −4, −2, 0, 2, 4, 6}, fuzzy subset {NB, NM, NS, ZO, PS, PM, PB}, respectively
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representing negative big, negative medium, negative small, zero, positive small, posi-
tive middle, positive big. Use these seven fuzzy subsets to describe the magnitude and
direction of the angular deviation. The corresponding laws of fuzzy subsets are shown
in Table 1.

Table 1. Comparison of steering methods.

Fuzzy subset NB NM NS ZE PS PM PB

Encoding code NB NM NS ZE PS PM PB

The membership function is selected in this paper, which is simple in operation and
highly sensitive. The membership function is shown in Fig. 4.

-6 -4 -2 0 2 4 6

0.5

1.0
NB NM NS ZE PS PM PB

Fig. 4. Membership function.

At present, there are many types of fuzzy inferencemethods, and the commonly used
methods are Mamdani method and Zadeh method. Both methods follow the same fuzzy
inference synthesis rules, but the methods for determining fuzzy relations are different.
In application, theMamdanimethod is commonly used. So this design uses theMamdani
method as the fuzzy reasoning method.

The realization of fuzzy reasoning, in addition to confirming the reasoning method,
also needs to improve the knowledge base and adjust the fuzzy rules to achieve the
accuracy of control. Since we have three outputs �Kp, �Ki, �Kd , we need to sep-
arately analyze how to adjust the PID parameters �Kp, �Ki, and �Kd when facing
the corresponding error and error rate of change to enable our control system the most
effective.

First, we design the fuzzy rule of �Kp. Theoretically, when the error is large, we
need a larger Kp to speed up the response speed of the system, and when the error is
moderate, we should choose a smaller Kp to ensure The overshoot of the system will not
be too large. When the error is small, in order to ensure good steady-state characteristics
of the system, a larger Kp is still needed to reduce the static error. Based on the above
characteristics of Kp in PID control, we can design a fuzzy control rule of �Kp. The
fuzzy control rule table of �Kp is shown in Table 2:
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Table 2. Comparison of steering methods.

Kp E

NB NM NS ZE PS PM PB

EC NB PB PB PM PM PS PB ZE

NM PB PB PM PS PS ZE NS

NS PM PM PM PS ZE NS NS

ZE PM PM PS ZE NS NM NM

PS PS PS ZE NS ZE NM NM

PM PS ZE NS NM NM NM NB

PB ZE ZE NB NM NM NB NB

Next, design the fuzzy rules of �Ki. The main function of integral control is to
eliminate the steady-state error of the system. However, in the initial stage of adjustment,
in order to avoid the instantaneous increase of the error and the integral saturation, the
integral link should be restricted, so the error is relatively large. In the large initial stage,
Ki ≈ 0 should be taken. In the middle of adjustment, when the error is moderate, in order
to avoid affecting the stability of the system, the value of Ki should be appropriate. At
the end of adjustment, when the error is small, Ki needs to be increased appropriately
to reduce the static error of the system. The fuzzy control rule table of �Ki is shown in
Table 3:

Table 3. Comparison of steering methods.

Ki E

NB NM NS ZE PS PM PB

EC NB NB NB NM NM NS ZE ZE

NM NB NB NM NS NS ZE ZE

NS NB NM NS NS ZE PS PS

ZE NM NM NS ZE PS PM PM

PS NM ZE ZE PS PS PM PM

PM ZE ZE PS PS PM PM PM

PM ZE ZE PS PM PM PM PM

Finally, the fuzzy rule of �Kd is designed. The function of the differential link is
mainly to adjust the dynamic characteristics of the system, reflecting the trend of error
changes, leading correction, when the error is large, in order to avoid the differential
saturation caused by the instantaneous change of the error, The value of Kd should be
relatively small. When the error is moderate, Kd has a greater impact on the system, and
the value of Kd needs to be appropriate and remain unchanged. When the error is small,
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it is generally the later stage of adjustment, and the Kd value should be appropriately
reduced to avoid unnecessary oscillations. The fuzzy control rules of �Kd are shown in
Table 4.

Table 4. Comparison of steering methods.

Kd E

NB NM NS ZE PS PM PB

EC NB PS NS NB NB NB NM PS

NM PS NS NB NM NM NS ZE

NS ZE NS NM NM NS NS ZE

ZE ZE NS NS NS NS NS ZE

PS ZE ZE ZE ZE ZE ZE ZE

PM PB NS PS PS PS PS PB

PB PB PM PM PM PS PS PB

After determining the fuzzy rules, we also need to defuzzify the fuzzy amount after
fuzzy inference. The defuzzification usually includes the center of gravity method, the
area squaremethod, and themaximumdegree ofmembershipmethod. The design adopts
the center of gravity method to realize the defuzzification of the blur amount.

4 Robot Differential Steering Experiment and Simulation

4.1 The Establishment of Differential Steering Model

The lawn mower robot designed in this paper adopts a rear-drive two-wheel differential
scheme. For this reason, this article needs to establish a mathematical model of the lawn
mower robot steering for further research. Since the mowing robot in this paper only
has two rear-drive wheels for driving, in order to simplify the calculation, we abstract
the differential model of the mowing robot as a differential model of two rear driving
wheels, and the analysis does not consider the difference between the driving wheels
and the ground. The relative sliding of and the slight deformation of the driving wheel,
in this way, the state of the lawnmower robot can be constructed first, as shown in Fig. 5.

In Fig. 5, the XOY axis is the established grassland coordinate system, the center
point of the drive wheel connection at the beginning of pointO,D is the distance between
the centers of the two drive wheels, R is the turning radius of the lawn mower robot, and
VL is the left The wheel speed of the driving wheel, VR is the wheel speed of the right
driving wheel, V is the overall speed of the lawn mower robot, θ is the turning angle
of the lawn mower robot, and e is the position offset of the center position of the lawn
mower robot.



Differential Steering Control System of Lawn Mower Robot 361

D
R

VL

V
y

x

VR

O

e

θ

Fig. 5. Motion state diagram of lawn mower robot.

The vehicle speed of the mowing robot is the speed V at the center point, which
can be synthesized by the wheel speeds VL and VR of the left and right wheels. The
relationship is:

V = VL + VR

2
(1)

When the lawn mower robot turns, the speed difference between the two driving
wheels VL and VR results in a speed difference. Because the two driving wheels have a
fixed direction, they are regarded as connected rigid bodies, so they turn, and the turning
radius is R.

As shown in the situation in Fig. 5, VR > VL , the lawnmower robot turns left. Since
the left and right wheel trajectories should be arcs, according to the circle angle theorem,
we can get:

VR

R + D
2

= VL

R − D
2

(2)

By processing Eq. (2), the relationship between the turning radius of the lawnmower
robot and its driving wheel track and wheel speed can be obtained, as shown in Eq. (3):

R = D(V1 + V2)

2(V1 − V2)
(3)

The angular velocity when turning can be expressed as:

ω = VL − VR

D
= VL + VR

2R
(4)

The vehicle speed of the mowing robot is the speed V at the center point, which
can be synthesized by the wheel speeds VL and VR of the left and right wheels. The
relationship is:

V = VL + VR

2
(5)

Decomposing the speed of the mowing robot to the X axis, we can get:

VX = V sin θ (6)
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Using Eqs. (5), (6) as integral processing, we can get:

θ = θ0 + t∫
0

VL + VR

2R
dt (7)

x = x0
t∫
0

VL + VR

2
sin θdt (8)

Among them, θ0 is the initial offset angle of the lawn mower robot, and x0 is the
initial abscissa offset of the lawn mower robot. By processing Eqs. (7) and (8), we can
get the change in the direction angle of the lawn mower robot and the change in the
abscissa position in the time of �t:

�θ = VL + VR

2R
�t (9)

�x = VL + VR

2
sin θ�t (10)

Differentiate Eqs. (9) and (10) to obtain:

dθ = VL + VR

2R
dt (11)

dx = VL + VR

2
sin θdt (12)

The motion of the lawn mower robot is continuous, and the above formula can
continue the Laplace transform to obtain:

θ(s) = VL + VR

2Rs
(13)

x(s) = VL + VR

2s
sin θ (14)

By adjusting the angle and position of the lawn mower robot, the pose of the lawn
mower robot can reach the set value.

In order to establish the kinematics model of the lawn mower robot, we also need to
add the influence of the motor. According to the principle of the motor, the relationship
between the driving wheel and the armature voltage is:

VR(s) = 1

1 + Tms
UOR(s) (15)

VL(s) = 1

1 + Tms
UOL(s) (16)

Among them, UOR is the armature voltage of the right-wheel drive motor, UOL is
the armature voltage of the left-wheel drive motor, and Tm is the response time constant.

We can establish the dynamic characteristic structure of the lawn mower robot, as
shown in Fig. 6.
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Fig. 6. Structure diagram of dynamic characteristics of lawn mower robot.
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Fig. 7. Block diagram of control variables of lawn mower robot.

Since the lawn mower robot has continuous changes and small deviations during
operation, the dynamic characteristic structure diagram of the lawn mower robot in
Fig. 6 can be simplified, and the simplified control variable block diagram is shown in
Fig. 7.

Among them, �UO is the difference between the armature voltages of the left and
right wheel drive motors.

The transfer function of the mowing robot is:

d(s) = TmsV + 1

2Rs(Tms + 1)
(17)

4.2 Simulation of Fuzzy Controller

MATLAB is a commercial mathematics software produced byMathWorks in the United
States. It is a high-level technical computing language and interactive environment for
algorithmdevelopment, data analysis andnumerical calculation. Itmainly includesMAT-
LAB and Simulink. The simulation of the differential steering control system of the lawn
mower robot is selected to use MATLAB to complete.

In Simulink, the simulation model of the differential steering control system of the
lawn mower robot is established, and the fuzzy controller is put into it for simulation.
First, you need to find the required modules in the MATLAB/Simulink toolkit, and
drag them into the simulation page, such as Scope module, Gain module, Fuzzy Logic
Controller module, etc., and connect them. The differential steering control system of
the mowing robot. The simulation model of fuzzy adaptive PID controller is shown in
Fig. 8.



364 X. Guo et al.

Fig. 8. Fuzzy adaptive PID controller simulation model.

4.3 Simulation Results and Analysis

We also established a conventional PID controller simulation model, and compared with
the fuzzy adaptive PID controller, the operating results are shown in Fig. 9:

Adjustment time of Fuzzy PID: 2.42s

Rise time of PID: 1.28s

Rise time of Fuzzy PID: 0.62s

Adjustment time of PID: 7.18s

1.164

1.363

Fig. 9. Comparison chart of simulation results.

In Fig. 9, the blue line is the simulation result of the fuzzy adaptive PID controller,
and the black line is the simulation result of the conventional PID controller. Use the
scope module to measure the data, and get the data of the two response curves as shown
in Table 5.
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Table 5. Comparison of steering methods.

Control type Rise time Adjustment time Overshoot

Fuzzy adaptive
PID

0.62 2.42 16.4%

Conventional
PID

1.28 7.18 36.3%

From the simulation results, it can be seen thatwhen the fuzzy adaptive PIDcontroller
controls, the rise time, adjustment time, and overshoot are larger than the conventional
PID controller and the number of oscillations is less. The analysis shows that the fuzzy
PID controller is correspondingly fast, with small overshoot and short stabilization time.
The speed and stability are better than conventional PID controllers.

5 Hardware Circuit for Control System of Mowing Robot

The design core of the differential steering control system of the mowing robot is the
controller based on the fuzzy adaptive PID algorithm. The power module of the system
supplies power for other modules. The STM32f103c8t6 single chip microcomputer is
used as the microprocessor and control core. The electromagnetic guidance module
obtains the position deviation and outputs it to the stm32 single chipmicrocomputer. The
drive module controls the rotation of the motor to realize the control of the mowing robot
Steering control. The experimental results show that the fuzzy adaptive PID algorithm
can effectively control the specific forward, backward, steering and other functions of
the mowing robot. The specific control system trajectory is shown in Fig. 10.

Fig. 10. The control system trajectory of mowing robot.
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6 In Conclusion

In this research, through the study of PID control and fuzzy adaptive PID control algo-
rithm, the fuzzy adaptive PID algorithm is applied to the differential steering control
system of the lawn mower robot. After establishing a mathematical model and using
MATLAB/Simulink to simulate, it is concluded that the use of fuzzy adaptive PID algo-
rithmcan improve the response speed and stability of the grass-mower robot’s differential
steering control system.
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Abstract. With the rapid development of Internet technology, the advent of the
era of big data and began to penetrate into all walks of life in society, and more and
more in the enterprise management mode to play a positive role. After entering
the new century, the huge data and changeable market environment have formed a
new situation of economic development, which puts forward higher requirements
for enterprise management. Under the influence of big data, various advanced
technologies have improved the informatization level of enterprise management.
It has become the default consensus of all walks of life to use various informa-
tion technologies to innovate enterprise management mode. As the era of big
data has a certain impact on the traditional management mode of enterprises, the
traditional management mode gradually shows its shortcomings. Therefore, only
by conforming to the trend of the development of the times and innovating the
enterprise management mode, can we make full use of the advantages brought
by the era of big data and quickly help enterprises identify massive information.
Each industry should strengthen its own reform and make continuous innovation,
so as to make greater contribution to the society. Based on the reality, this paper
first gives a brief overview of the concept of the era of big data, then discusses
the problems existing in the management mode of enterprises in the era of big
data, and finally puts forward effective strategies for the innovation of enterprise
management mode in the era of big data, so as to create more favorable conditions
for the development of enterprises.

Keywords: Big data era · Enterprise management mode · Innovation research

1 Introduction

At this stage, Internet technology has achieved rapid development and wide popular-
ization. At the same time, big data technology based on the background of modern
information also shows a vigorous trend, showing an explosive trend in various fields.
Therefore, we are currently facing the impact of the era of big data [1]. Since the reform
and opening up, China has been using the traditional enterprise management mode.
However, under the current development background, if enterprises want to achieve
greater success, they should consciously reform the management system. Innovation
cannot meet the development needs of the era of big data. Therefore, although enterprise
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management is facing the reform of traditional mode, it also meets new opportunities of
innovation management mode. As enterprise managers, they should have the courage to
seize the opportunities and meet the challenges brought by the times. If enterprises want
to ensure the pace of stable development, they should make full use of the advanced
technology in the era of big data, promote the innovation of management mode, and
provide internal support power for enterprise development.

First of all, big data is a newconcept derived from the development of the times. Itwas
first put forward by Macintosh, a silicon company in the United States, to describe the
massive data generated in the era of information and knowledge explosion. The concept
of big data technology is gradually extended from the concept of big data technology,
which is used to extract from the high-efficiency data again to improve the efficiency of
the whole database information utilization. Secondly, McKinsey information consult-
ing company of the United States believes that big data is an indispensable factor of
production in all walks of life. It uses conventional software tools to extract, manage
and process the content that appears in a specific time, and comprehensively express
the integrity [2–5]. Finally, according to the treatment of the life cycle of big data, it is
usually divided into big data collection and preprocessing, big data retention and man-
agement, big data calculation methods and systems, big data mining and extraction, big
data influence calculation, big data security and confidentiality. The emergence of big
data technology optimizes the processing mode of massive information and improves
the speed and efficiency of data utilization. China’s enterprises have not fully adapted
to the changes in the era of big data, and they are still at a loss in many cases.

2 Analyze the Current Situation and Existing Problems
of Enterprise Management in the Era of Big Data

2.1 Enterprise Managers Ignore the Application of Big Data

The era of big data brings huge amounts of business information, including the specula-
tion of economic development trend of all walks of life and the importance of extraction
and application. However, it is obvious that the enterprisemanagers have not started from
the overall situation consciousness, and have not found the invisible business informa-
tion in the big data information, so they have ignored the problems in the era of big data.
Most enterprise managers in our country think that big data era is just the complexity
and diversification of data. They can only simply process and summarize the data in this
case. They have not found what kind of role and value will be produced to the enterprise
in the actual application process. Some enterprises even think that the massive business
information contained in the era of big data has not come from financial statements
and enterprise profit and loss statements. This kind of short-sighted enterprise man-
agers’ simple vision hinders enterprises from launching an impact to a higher direction
and higher status. They only use big data to expand access to information, and lack of
attention to the hidden value behind the era of big data [6].
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2.2 The Intelligent and Automatic Level of Enterprise Management is not High
Enough

The advanced technologies used in the era of big data include data preservation, data
sorting and data collection. However, with the rapid development of Internet information
technology, a variety of new technologies are gradually applied in various industries,
such as cloud computing technology, which has been integrated into the social enterprise
industry. The intellectualization and automation of enterprise management is the com-
prehensive application of various advanced technologies and tools in the era of big data.
Under the background that Chinese enterprises are not familiar with, Gartner Group
has proposed the definition of business intelligence in the last century. The core of big
data era is to provide the latest management methods and basis for enterprises with the
help of advantageous resources in the development process of the times. As the core
content, it is involved in various advanced industries, including finance, mobile, Internet
and other mobile e-commerce fields. However, the enterprise automation and intelligent
management has not been widely popularized. Therefore, in the face of the development
characteristics in the era of big data, enterprises cannot make effective adjustments,
resulting in problems in the operation process.

2.3 The Scientific Concept of Big Data Era Has not Been Established

According to the current situation of social development, the arrival of the era of big
data has shown a massive growth trend for the processing capacity of enterprise data.
Although there are many types of enterprise management data, mainly including pure
digital text structured data and semi-structured and fully structured data mode, these
data types composed by most industry enterprises cannot adopt unified processing mode
[7–10]. According to the current semi-structured processing mode in enterprises, the
data processed by enterprises has accounted for more than 80%, and there is no effective
management mode to improve. The problem of data integration in the era of big data
is that the system platform constitutes different information systems, and it is difficult
to truly realize data sharing in various business modules. Therefore, enterprises do not
establish a scientific concept of the era of big data, which affects thework of all aspects of
the enterprise, as well as the problem of safe storage of enterprise data, which is also the
lack of current enterprise management. If the network hacker divulges the confidential
information of enterprisemanagement, itwill cause a catastrophic threat to the enterprise.

3 Effective Strategies for Innovating Enterprise Management
Mode in the Era of Big Data

3.1 Establish Enterprise Operation Decision-Making Mechanism Based on Big
Data

Under the background that all walks of life in the whole society are facing the influ-
ence of big data technology, banning the traditional enterprise management mode has
become the inevitable trend of the development of the times. Only by taking effective
measures and implementing innovative enterprise management mode, is the key to win
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the development of enterprises at this stage. To understand the disadvantages of tra-
ditional management, enterprises should establish a set of business decision-making
process suitable for the era of big data, so that the enterprise’s decision-making can have
an objective positioning. Specifically, it is to use Internet technology to obtain a large
number of reference information [11], and arrange enterprise professionals to classify
and screen the information in the information. As the main reference information of
enterprise decision-making and operation, only by ensuring the scientific and efficient
decision-making process, can we better meet the consumption and management form in
the era of big data.

3.2 Enterprises Introduce and Cultivate Big Data Talents

China is in the background of big data era development. If we want to complete the
exploration and innovation of enterprise management mode, we need to supplement the
fresh blood of enterprises and introduce big data talents. Therefore, as an enterprise
manager, he is not only responsible for the processing and collection of various data of
the company, but also for the dynamic prediction of the development of social industry in
the market. It is necessary to introduce big data talents instead of traditional thinking to
treat the changing society. In addition, for a large number of employees of the enterprise,
regular training and assessment of big data era and big data technology is not enough. It
is not enough to only introduce big data talents, but also improve the processing ability
of big data for all employees. Enterprises can select well-known scholars and experts
in the industry according to their own conditions and qualifications to popularize the
awareness of the era of big data in the form of lectures, and strengthen the exchange and
learning of personnel, and make self coping strategies.

3.3 Improve the Hidden Business Value of Managers in Data

The impact on the development of enterprises caused by the era of big data is inevitable,
and the enterprise management mode will be reflected in the process of reform and
development. The effective use of big data for enterprises to achieve higher benefits is a
positive significance. Ifwewant tomake big data technologywork for us,wemust deeply
understand the connotation, characteristics and significance of big data [12–14]. On the
one hand, it is necessary to make use of the value of big data for decision-making and
operation in enterprise management to ensure the implementation of decision-making
is scientific, reasonable and objective. On the other hand, in the process of developing
business intelligence, enterprises need to consider effective communicationwith decision
makers, and look at the problems encountered in the construction of large-scale data from
all aspects and angles, so as to analyze the large-scale data for the smooth construction
of enterprises the system makes effective reference.

3.4 Using the Social Networks of Employees

As an important framework of enterprise management mode in the era of big data, the
social network of enterprise employees is of great significance, which cannot be ignored.



372 Y. Zhang and J. Shi

From the perspective of current enterprise utilization rate, the lack of social network level
of employees makes enterprise management in a decentralizedmode. Enterprises should
be good at using all available resources in the era of big data, which will not only greatly
improve the overall and social benefits of the enterprise, but also help to maintain the
passion of the employees themselves, identify with the corporate culture, and have good
satisfaction and loyalty [15–17].

4 Conclusion

To sum up, China’s enterprises are facing the stage of rapid expansion and development
of big data, which affects all sectors of the society, and ushers in new opportunities for
enterprise development while causing great impact. Therefore, in the face of this new
situation, enterprises should consciously innovate the management mode, improve and
improve the application of big data knowledge in enterprise management, so as to make
effective reference value for promoting the sustainable development of enterprises. In
the era of big data, the problems in enterprise management should be solved in time,
and the management system should be optimized to provide the basis for the economic
benefits and social values in the development of enterprises.
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Abstract. Automated testing is actually a kind of software testing. Previous test-
ing work was completed by testing engineers manually executing test cases.
Embedded systems have been widely used in real life, and the corresponding
embedded software scale is also expanding day by day, but the requirements for
its development cycle and product quality have not decreased at all. With the
development of embedded system, we urgently need a testing system that can
test and analyze the software of embedded system on-line in real time in the unit
phase, integration phase, system phase and other phases of software development
to ensure the quality and reliability of the software. This paper designs and imple-
ments an embedded system automation test platformbased on infrastructure cloud.
The platform is built on infrastructure cloud environment, which can make full
use of hardware resources and reduce hardware costs.

Keywords: Cloud platform · Embedded system · Automated testing

1 Introduction

With the rapid development of science and technology, the functions of both software and
hardware are increasingly complicated today. How to complete the testing of software
and hardware in the fast update iteration has become the top priority for all companies.
Since the development environment and operation environment of embedded systems
are different, the automatic testing of embedded systems should be conducted separately
in the development environment and operation environment, which will greatly increase
the cost of system testing [1], so it is required that the scale and complexity of embedded
software also continuously improve. The quality and development cycle of embedded
software have a decisive impact on the final quality and time to market of products [2].
The introduction of automation technology shortens the software testing life cycle and
improves the maintainability and regression of software testing. Automated testing has
become an indispensable testing method. This paper mainly studies how to build an
automated interface test platform in the test cloud and use the platform to test the project
to protect the software quality and improve the development speed.
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2 Automated Testing

Automated testing mainly simulates some manual testing behaviors through computers,
and completes some tedious and boring tests or tests that cannot be completed man-
ually according to instructions. Through uninterrupted testing, automated testing can
improve the testing efficiency and increase the utilization rate of testing environment
[3]. According to requirements, testers can increase, decrease or modify the arrangement
and combination of automatic test cases by themselves to avoid redundant tests when
increasing the coverage rate of automatic tests. By using the automated testing frame-
work, time and resources can be effectively utilized to improve testing efficiency. The
design requirements of the currently applied embedded automatic test system platform
are all configured by testers according to various kinds of software and hardware and
environment. The stable operation of the test system is ensured by inputting data into the
test system, and the output results are studied and analyzed [4]. Moreover, the develop-
ment environment and operation environment of embedded software are not consistent,
so even if the test is sufficient in the host environment, it cannot be said that there is no
problem in running the software in the target environment. In order to realize automatic
batch execution of test scripts and facilitate management of test scripts, the test manage-
ment tool reads a test configuration file edited by a tester before sending a test request.
Automated test types include unit test, integration test and system test. At present, only
these three types of tests can be automated.

3 Automated Test Cloud Platform

Automatic test cloud platform software system as shown in Fig. 1, the software system of
the automated test cloud platform is mainly divided into four parts, namely the desktop
PC part of the test engineer, the server part of the cloud platform, the database part
and the VTP executor part. In the distributed resource scheduling cluster, the virtual
machines on the host with heavy load will be automatically migrated to the host with
light load to achieve load balancing in the cluster.

In order to better manage the test and reduce the maintenance of test scripts, so that
testers can write test cases, we have developed a set of automated testing framework to
meet the current needs. The test case is downloaded to the target machine for operation
through the communication interface (serial port or network). The information gener-
ated after the program is run is uploaded to the host machine through the communication
interface, and then the received information is analyzed and processed. The configura-
tion file will define the storage location of the test script set, the time interval for script
execution, the communication time interval between the host computer and the target
computer, and the number of stub points for each communication. Every time the soft-
ware changes, we must retest the existing functions in order to determine whether the
modification achieves the expected purpose and check whether the modification dam-
ages the original normal functions [5]. C language has played an important role in the
automatic testing of embedded systems, greatly enhancing the practicability of assembly
language and effectively solving the obstacles of technical communication.
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Fig. 1. Automatic test cloud platform software system

3.1 Typical Application Scenarios of Automated Test Cloud Platform

Currently, this infrastructure cloud environment is managed by a dedicated person,
including various operating system template management, virtual machine mirroring
and restore operations, virtual machine creation and deletion, etc. [6, 7]. The emergence
of automated testing tools has reformed the traditional manual mode, making testing
work enter the era of rapid development of automation. In the automated test cloud
system, the test engineer can save the network diagram and configuration information
when performing the test task for the first time in a test scenario, and only need to load
the scenario saved during the first test again when the problem list regression is needed.
Its main feature is that it does not run the program under test. It mainly uses inspection,
technical review and code static analysis to check the errors of the software under test.
For embedded software, the test only needs to be performed on the host computer. And
transmits the script set at the specified position to the target machine side, and at the
same time initializes each test variable according to the parameters in the configuration
file [8–13]. Support the parallel execution of test cases on multiple clients, and increase
the batch execution speed of test cases by adding hardware. Software users do not need
to purchase additional hardware equipment, software licenses and install and maintain
software systems. They can easily use the software at any time and at any place through
an Internet browser and pay fees regularly according to usage.
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4 Design of Embedded Software Automation Test Platform Based
on Cloud Platform

The automatic test method of this project is designed as Host/Target mode in test mode,
and the overall architecture adopts Client/Server structure. Host/Target mode means
that the compile link and test analysis are both run on the host machine, while the tested
program is run on the target machine [14–18]. The tester makes a test request to the target
machine side through the testmanagement tool, and transmits the script target file that has
been compiled successfully to the target machine side. It must rely on the specification of
requirements that can reflect this relationship and the function of the program to consider
the test cases and infer the correctness of the test results, that is, it can only be based
on the external characteristics of the program. After each test, it will automatically
judge whether the work is completed or not, and after all tests are completed, it will
automatically send all test data to the host computer. If the authentication can be passed,
the authentication server will send relevant information to the user at the equipment
end, and the equipment end will construct a dynamic access control list according to the
information to control the access of the client. The communication between the target
computer and the host computer is via serial port or network. The schematic diagram is
shown in Fig. 2.

Fig. 2. Host/Target schema structure diagram

By executing all function test scripts, the platform pre inserts system code to capture
the coverage of system code. The tester covered the report through analysis. According
to the load, timing and performance requirements in the requirements, judge whether
the software meets these requirements. It is necessary to analyze and study mainly
subjective factors, and the inevitable objective factors can be ignored. The automated
test cloud platform schedules and allocates resources through topology look up, which
is the core algorithm of the automated test cloud platform. The control of the testing
process needs to realize the automatic execution of the whole process from obtaining
the testing code and the tested software to deploying the software and testing until the
final release of the testing report without manual intervention. The basic framework
layer mainly includes automatic test case engine, report engine and work-flow. Statistics
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and display of the coverage of the tested software system and graphical display of the
static calling relationship of the tested software system functions; The test agent controls
the execution of the script, caches the collected test results and coverage information
to a specific memory area, and the target machine sends the test results and coverage
information to the host machine at fixed time intervals. That is, when the statement
coverage rate is 100% and the branch coverage rate is ≥85%, the test is considered
ideal, software errors can be detected by nearly 90%, and the consumption of time and
space is allowed.

All data in the automated test cloud platform, such as automated scripts, device
connection information and execution result logs, are stored in MY-SQL database. MY-
SQL is an open source database, because of its open source nature, users can freely
customize MY-SQL database according to their own needs. It is mainly used to control
the execution of tests, so there is no need to cross the operating system platform and
use Windows operating system. The control command is also a batch script command.
Its slave machine can be used as a test execution machine, mainly playing the role of
executing test scripts. Each tenant customizes its own service according to its author-
ity. The second is the setting, management and control of permissions. The degree of
customization of tenants’ services depends on the granularity of resource permissions.
When the tested source code changes, the source code can be recompiled to determine
the modified part of the software and maintain the test case library; The test agent will
judge whether the current script has been completely tested after testing each script, and
if so, it will send all the remaining test data in the buffer to the host. Software quality
is a mixture of many factors, or a combination of many factors. These factors may vary
according to different application aspects and different user viewpoints. Therefore, the
effectiveness of test cases becomes crucial and important, and more errors should be
found and corrected in limited tests.

5 Conclusion

This paper innovatively proposes an automated testing framework and constructs an
automated testing platform based on visual script. It is deployed as a service mode of
cloud platform, and the automatic test of embedded system is deeply studied. Then,
combined with the actual working situation, the test method of this embedded system is
proposed, which realizes the functions of automatic compilation, automatic execution
of test cases, etc. The automatic testing platform based on it can be realized, and daily
integrated testing can be realized, thus protecting the development quality and reducing
the development cost. However, the current platform still has some defects and has great
room for development. Relevant technicians should continuously explore and make
efforts to further promote the improvement of the automation level of the testing system.
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Abstract. Intelligent control is formed on the development of computer tech-
nology. Embedded humanoid intelligent control system has excellent self-
organization and self-adaptation capabilities, and has good performance in large-
scale complex industrial system control. With the development of instruments and
meters, instruments and meters have penetrated into all fields of people’s life and
become an important tool for human beings to acquire information, understand
nature and transform nature. Now the development level of instruments andmeters
is an important symbol of the development level ofmodern science and technology.
Programmable logic controller (PLC) is a kind of digital operation and operation
control device. It is an electronic system developed instead of the traditional relay,
which integrates computer technology, communication technology and automatic
control technology. Embedded humanoid intelligent control system has superior
self-organization, self-adaptive and self-learning ability. The arithmetic operation
function and data processing ability of PLC are greatly enhanced, which makes
the realization of complex control algorithm on PLC possible.

Keywords: Intelligent control · PLC · Instrument

1 Introduction

With the rapid development of instruments and meters, computer and network technolo-
gies are also developing rapidly. Intelligent control technology is an interdisciplinary
frontier discipline developed on the basis of artificial intelligence, cognitive science,
operations research, system theory, information theory and cybernetics with the rapid
progress of computer technology. It is an advanced stage of control theory development
[1]. Programmable Logic Controller (PLC) is a control device for digital operation and
operation. It is an electronic system developed instead of traditional relay and integrates
computer technology, communication technology and automatic control technology [2].
Intelligent control is formed on the development of computer technology. Intelligent
control system has excellent self-organization and self-adaptation capabilities, and has
good performance in the control of large complex industrial systems. People combine
a plurality of individual individuals with certain intelligence to form a humanoid intel-
ligence system with independent control performance and mutual cooperation charac-
teristics [3]. More and more people realize that the cooperation of humanoid intelligent
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systems can complete more complicated tasks with less cost. Compared with a single
agent, humanoid intelligent systems, especially distributed humanoid intelligent sys-
tems, have many obvious advantages [4]. The application of embedded system to the
field of instruments and meters, and the combination of traditional instruments, sensors
and microprocessors, has become the main trend of the development of the instrument
and meter industry.

As one of the important development directions of industrial control network, embed-
ded intelligent control instrument is the result of the joint development of industrial data
communication technology, control network technology, Internet technology and other
technologies. Using a variety of technologies, joint operations can usually complete
some single difficult tasks [5]. In the process of in-depth research on intelligent con-
trol theory, people find that various control strategies have their own advantages and
disadvantages, and a single control strategy cannot have perfect control performance.
Intelligent equipment such as PLC, information collector and other data collection and
processing devices can play a huge role in industrial and information construction [6].
The decision-making and actions of each individual in the group are independent, but
there are extensive altruistic cooperative behaviors within the group. Intelligent control
system has excellent self-organization, self-adaptation and self-learning ability, and has
shown good performance in the process of controlling large and complex industrial sys-
tems [7]. As the most widely used automatic control equipment, PLC equipment is being
widely studied and analyzed by people in order to better serve human life and work.

2 Main Features of PLC Intelligent Control System

With the continuous development of science and technology, some programmable intel-
ligent technologies have become more and more widely used in practical applications.
PLC intelligent control system has its own distinctive features, mainly reflected in its
good expansion performance. Since various modules can be mounted on the rack on the
back bus, the modules can be selected according to actual requirements. At present, PLC
control technology is widely used in the field of industrial automation. For example, it
has grown into a pillar industry in metallurgy, electric power, light industry, chemical
industry, etc. Based on the continuous development of computer technology and net-
work communication technology, for the development of automatic control system, the
integrated application of corresponding technologies can further strengthen the com-
munication function of PLC. The application of PLC control technology can not only
provide a very reliable control application for various automation equipment, but also
can put forward a more reliable and perfect solution when controlling, which well meets
the development needs of industrial enterprises.

Fuzzy control system combines practical rich working experience to sum up oper-
ation experience, thus having fuzzy operation rules to realize effective control. Fuzzy
control is a control method that can reflect human intelligence. Automation clients can
create automation objects, access objects provided by automation servers, obtain or set
properties of objects, or call methods of objects. The interaction between automation
objects and automation customers is shown in Fig. 1.
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Fig. 1. Interaction between automation customers and automation components.

The development of computer network technology has also continuously increased
the requirements for industrial control and management, which has prompted PLC con-
trol systems to begin to move from closed centralized systems to open distributed sys-
tems. Faced with the object of control, the complexity of the control object is very
high, coupled with the particularity of the use environment and the continuity of long-
term work, these all place higher requirements on the PLC control technology. Because
many field buses are developed by PLC manufacturers, it is closely related to PLC.
Programmable can form multiple control devices into a huge control network and then
perform unified platform control management. Under this development background, the
operation status of each instrument and equipment in the network is operated under the
network connection and collected on the operating system. The communication program
of PLC control technology is relatively simple, only need to use the communication inter-
face software and special computer to realize the design of the communication program,
which greatly reduces the workload of computer programming.

3 Design of Embedded Humanoid Intelligent Control Instrument

When the equipment is in normalworking condition, there is a certain logical relationship
among the intermediate memory unit, output signal and input signal of the electronic
control system. If the equipment fails, this logical relationship will be destroyed. The
main program is to optimize the parameters such as the start-up of the wind turbine and
the large and small motors. The subprogram is mainly to control the subprogram to stop
the program and collect the operation data of the system. The use of PLC analog control
module enables it to realize not only process control, but also instrument monitoring
through control statements. Under the PLC-based control system, analog control is based
on the characteristics of the control object itself, and the integrated system is built after
the functional modules are combined [8, 9]. In the position control, the automatic control
is mainly realized for the stepping motor, and the pulse is sent to accurately position
the corresponding displacement [10–14]. According to the characteristics of the control
object, PLC can flexibly realize system control by successfully assembling a complete
control system through a combination of functional modules.
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Fig. 2. PLC word processing object model.

Based on the PLC control system, the corresponding command system and fre-
quency converter can realize effective control of the motor with the application of this
system equipment, mainly controlling and adjusting the rotation speed. Judging from
the control effect, the temperature system has a large inertia load characteristic, and has
requirements for steady-state accuracy and anti-interference capability, etc. Through this
control system, the requirements of indexes can be met. Many automation objects are
provided in PLC control system, and there are inheritance and derivation relationships
among these objects, forming a tree-like hierarchical structure. Among them, the Appli-
cation object is the basic object in PLC object mode and represents the word processing
program itself. Figure 2 shows a part of a PLC text object model.

At present, in the actual application of PLC system equipment, a major drawback
is the low compatibility of the system itself. Because the corresponding buses and the
like in PLC design and R & D are all of a special nature, there are certain differences in
the structures designed by different companies. For complex systems that cannot estab-
lish accurate mathematical models in engineering practice, they cannot be controlled by
traditional control methods, but people can summarize their operating experience into
fuzzy operating rules based on rich work practices to achieve effective for them control.
The current standard for the specific programming software of PLC control technology
is still in planning, which greatly affects the standardized use of PLC control technology.
Although this PLC software program is written and implemented with corresponding
specifications, in the process of actual use, the industrial production environment itself
will still have a certain influence on the practical application of this system [15]. The
development of computer and network communication technology, as well as the con-
tinuous improvement of the control and management requirements of the industry, make
the PLC control system also from the closed centralized system to the open distributed
system. When PLC control technology is used, sequence control and logic control can
be effectively realized [16–20].

4 Conclusion

With the continuous progress of human society, the application scope of instruments
and meters covers almost all fields of human activities. Instruments and meters have
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become an important tool for people to understand and transform nature. PLC, as a
control element, has great functions and strong operability, it is also an embodiment
of human wisdom. Its use is conducive to the scientific and timely management and
control of the operation and effectiveness of various equipment in life and production.
The application of embedded system in the field of instruments and meters and the com-
bination of traditional instruments, sensors and microprocessors are the result of the
common development of industrial data communication technology, control network
technology, Internet technology and other technologies, and is also the inevitable trend
of the development of instrument industry. With the rapid development of PLC tech-
nology, its function is more perfect, the application field is gradually expanded, and the
problems in practical application are gradually solved. With the increasing status in the
field of industrial automation control, PLC will be an important guarantee and support
for the development of industrial automation in the future. In order to promote the fur-
ther development of China’s industry, we should vigorously promote the application of
PLC control technology in industrial automation production, so that China’s industrial
technology continues to develop.
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Software Development and Test Environment
Automation Based on Android Platform
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Abstract. With the advent of the mobile Internet era, the quality of Android
application software and the level of user experience have become the key fac-
tors that determine the success or failure of market competition. The construc-
tion of software development and testing environment is an important part of the
whole software development process. It is imperative to use machines instead
of manpower to complete complicated tests that require precision. The concept
of automated testing arises at the historic moment. The construction of software
development and testing environment is an important link in the whole software
development process. Different versions of operating systems, databases, network
servers and application services, combined with different system architectures,
make the types of software testing environments to be constructed various. The
opening of Android system makes the development of Android Software easier.
Any developer, whether a professional company or an individual, can develop
their own applications. The combination of automated testing and manual testing
makes up for the shortcomings found in automated testing, which requires a lot
of initial investment and special personnel to maintain.

Keywords: Software development · Android · Automation

1 Introduction

The construction of software development and testing environment is an important part
of the whole software development process. The combination of different versions of
operating systems, databases, network servers and application services make the types
of software testing environments to be built different [1]. At present, the mobile Internet
is in a period of rapid development. No one expected its growth rate. Android, as a smart
phone platform, is developing rapidly because of its openness, rich hardware selection,
unlimited by operators and developers. With the diversity of software operating envi-
ronment, the complexity of configuring various related parameters and the compatibility
of testing software, the construction of software development and testing environment
becomes more complex and frequent [2]. Application software is indispensable in the
use of mobile phones. Especially today, smart phones have become an indispensable
part of the development of mobile phones. Most software development environments
are reusable, but often different software development and testing environments need to
alternate [3]. The opening of the Android system makes Android software development
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easy. Any developer, whether a professional company or an individual, can develop their
own applications and share them with others.

With the increasing demand for various aspects of the software operating environ-
ment, the complexity of configuring various related parameters, and the compatibility
of testing software, the work of building a software development and testing environ-
ment has become more complicated and frequent [4]. The cost of software testing needs
to account for nearly half of the total cost of software development, and the required
test work time is generally more than 50% of the software development cycle. This
illustrates the complexity and complexity of software testing. With the rapid develop-
ment of application software, the update of the Android system, the rapid popularization
of intelligent terminals and the continuous progress of testing technology, past testing
work has exposedmore andmore problems and deficiencies, including old test terminals
[5]. After entering the testing phase, test engineers need to perform system-level testing,
including functional testing, performance testing, stability testing, etc. For each different
version of the software, it is also necessary to verify the existence of version regression
in the test [6]. Testers should realize that software testing is not only a process to ensure
the quality of software products, but also integrated into the whole company’s software
development process to supplement and promote software development..

2 Software Development Test Environment Based on Virtualization
Architecture

Except for the operating environment of various mobile phone systems, the other is the
same as the traditional software. However, in the development phase, the same tests as
normal software testing methods are still required. In the test process, according to the
actual situation, the tester cannot list all the test cases. A few representative cases can
only be selected from a large number of test cases to represent other values not listed in
this category. Software quality must be improved, and software testing is an important
and effective means to ensure software quality. Each product can be encapsulated into a
class, and its base class can encapsulate the common attributes of each product [7]. For
mobile phones, the memory information to be recorded includes the total memory of the
mobile phone, the remaining memory currently available and the memory occupied by
the software to be tested. A large number of errors in the test occur at the boundary of
the input and output ranges, rather than inside the input and output ranges [8–10]. Then,
we need to focus on writing test cases for boundary conditions.

Each test program contains one or more test cases for specific types of components,
where the test methods are specifically defined. At the same time, we should study the
current standards and specifications, and check whether the product specifications are
applicable to the correct standards, whether they conflict with the standards and spec-
ifications, and whether there are any omissions [11–13]. Android platform is carrying
more and more traffic. The research on the security and stability of Android platform
is becoming more and more important. Figure 1 shows the relationship between name
node size and data node size.

With the rapid development of software testing, automated testing is becoming a
very noticeable trend and trend in the field of software testing. In the product line
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Fig. 1. Relationship between the size of the name node and the size of the data node

of the same product supplier, each product usually has the same characteristics and
functions, and each product has its own unique attributes and functions [14–16]. Due to
the characteristics of Android system, processes that are not displayed in the foreground
are in the suspend phase, and a part of memory will be released. The memory occupied
by the background display is not actually running, so the data in the running state must
be recorded to correctly reflect the information of the software. The testing speed is far
behind the release speed of the product. In this case, if there is no automated testing to
help, manual testing can only sigh. One application program implementing the control
device executes part of the test case while the other part operates another application
program of the device. For example, a message containing photos taken by a camera
application as attachments is sent.

3 Design Requirements of Android Software Automated Test
Platform

In order to standardize theworkflowandensure the development quality of automated test
cases. The quality of software products has certain special characteristics, which is very
different from the quality inspection of other products, and computer hardware products
in the same field are also different. The quality measurement of software products cannot
be directly detected. The client of mobile application testing system is the module that
truly realizes testing behavior. It is responsible for analyzing testing scripts, executing
testing tasks, realizing testing cases, reporting testing results, and recording testing logs
[17]. The client program in the test framework passes the test cases to the server program.
After the server program executes, the test result is returned to the client program, which
saves the result locally as an object. The computer software codes according to the test
rules, executes in the computer environment, and automatically verifies the response and
behavior of the tested program [18]. The management tool processes all the events input
by the user interface through the built-in command parser, and converts these events into
understandable forms and passes them to the appropriate modules. The test management
platform is responsible for communication with the central management platform and
management drives the overall test system. The test management platformmakes a good
test task schedule according to the test frequency and time requirements of the test plan.
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Since most of the errors come from the requirement analysis stage, the correctness
and accuracy of the requirement analysis is crucial to the future process. According to
the test requirement analysis report, design test cases to fully cover the test requirements
for each test requirement point. Most software testing is based on manual testing, but
with the development of software industry, the complexity of software testing is also
increasing. If the test plan does not exist or the auxiliary plan contained therein does not
have corresponding test station information, the operation will fail in the initialization
phase. At the same time, the demand side or users have higher and higher requirements
for the software, so we should pay attention to the readability and maintainability of the
script in the writing process. Test scripts play a key role in the automated testing process
[19]. For software testing, which scripting technology to use is not the most important,
and it is the most important to consider the test case system supported by scripts. As
a test of software product quality, these related factors should be covered as much as
possible to obtain a comprehensive evaluation of software product quality.

4 Conclusion

The combination of automated testing andmanual testing not only makes up for the defi-
ciencies found in automated testing, but also solves the shortcomings of low efficiency
and large duplication ofwork inmanual testing. Equipment suppliers and software devel-
opment companies have already used some system automation testing tools. However,
these tools are not perfect and have many restrictions on use, not systems. With the
increasing complexity of software, the problems of low efficiency and low accuracy of
manual testing are gradually exposed. Software testing automation can not only save
human resources, but also, more importantly, it can discover the functional defects and
user experience related problems of application software faster and earlier and shorten
the improvement period. This paper studies a new type of automatic testing system,
which not only meets the requirements of cross application and cross equipment testing,
but also does not judge the test results according to the graphical interface. To some
extent, the software developed based on Android system has the complexity of PC soft-
ware, so in order to ensure the quality of such software, efficient testing is very important.
During Android testing, the screenshot is obtained and transmitted to the server, and the
similarity comparison of the images is completed at the server, and the completion of
the test is given by comparing the screenshot sequence of the operation.
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Abstract. Aiming at the sports information service platform of communication
subject, communication object and media are analyzed, on this basis from the
perspective of statistics in sports as an example to analyze the characteristics of
information and channel sink. By using the analytic hierarchy process, from the
network sports information content, audience experience, network sports infor-
mation organization and dissemination of sports information and network envi-
ronment in four aspects construct the sports information dissemination model
evaluation index system, and determine the weight of each index. The results
show that: the premise of sports information dissemination model based on net-
work technology in order to serve the public, the right to guide the public to build
a harmonious sports information network for the purpose of the business model,
to the development of sports website, expand business partners, re positioning the
sports network station commercial operation mode, break the old ideas, improve
the connotation of operation mode sports website.

Keywords: Sports information communication · Network technology ·
Communication factors · Index weight

1 Introduction

Currently belongs to the information age, and the Internet to accelerate the upgrading
of the information age [1–3]. Network technology as the characteristics of the modern
means of communication and economic forms gradually penetrate into people’s life,
study, work and recreation and fitness field [4–8]. This paper aims at the research of
sports information communication mode, in order to explore the reform way of sports
information communication mode from the perspective of network technology [9–13].
Li andWang [14] pointed out that the future of China’s sports information dissemination
website portal will combine and use more new technology, will promote the transfor-
mation of audience “to” user “, the difference of comprehensive portal trend intensified,
network video will become the main communication forms of sports information net-
work. Zhang et al. [15] theory and method of operation of communication, standing in
the angle of sociology, analysis in the network sports information communication prob-
lems, pointed out that in the process of sports information dissemination for cultural
conflict, ethical loss and other issues, in the face of network trust crisis, and actively
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put forward the way to solve the problem. To improve the sense of social responsibility
of network media. Wang [16] by using the method of questionnaire investigation and
factor analysis etc., to Sina, Sohu, NetEase, Tencent and other 4 major portals as the
research object, the main factors affecting the extraction of Chinese large portal sports
information dissemination effect and classifying and naming, the proposed site taking
more advanced techniques. Effective measures to improve their own strength. Li [17]
pointed out that the audience of sports information needs from the passive acceptance of
the past, to live entertainment, to meet the self-competition pleasure, and sports infor-
mation media to meet the audience of these changes, also gradually changing sports
information communication mode. In this paper, based on analyzing the sports infor-
mation service platform and transmission mode of sports information dissemination
elements, constructs the evaluation index system of sports information communication
mode, in order to improve the sports information dissemination mode of our country to
provide the feasible advice.

2 Communication Model of Sports Information Service Platform

2.1 Service Platform Communication Main Body

The sports fitness information service platform based on the related sports venues, sports
audience to participate in fitness activities such as badminton, basketball, indoor swim-
ming pool, Futsal Soccer field, tennis court, O2O (Online To Offline) loop to booking
online and offline activities, back online comment form of sports communication. The
main body of sports fitness information service platform is divided into the govern-
ment to buy services such as sports information service platform and corporate sports
information service platform.

The government purchase service sports information service platform has threemain
GoSports, GroupPass, Sports in Jiading,GoSports in theHubei Province Sports Bureau,
need reservation venues inGuangzhou city;Groups Pass SportsBureau, Sports in Jiading
need reservation venues; in Jiading District Sports Federation, to venue booking.

Classification of 
service platform

Company

Group PassGovernment

Go Sports

Sports in Jiading

Guevara Sports

Dong Sports

idong 

Hundred kind of sport

Fig. 1. The main body of sports fitness information service platform.

Corporate sports information service platform has four main Guevara Sports, idong
Hundred, kind of sport, Dong Sports, Guevara Sports in Shanghai, which provides a
solution for urban life; idong in Shanghai, mainly for the Hundred kind of sport expe-
rience; in Beijing, mainly for Dong Sports golf movement; sports life in Beijing. The
main body of information dissemination platform for sports fitness information is shown
in Fig. 1.
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2.2 Object of Sports Fitness Information Service Platform

The object of the sports information service platform construction of communication
mainly includes all objects except platform operation and maintenance of venues, coop-
eration, the communication objects include sports enthusiasts (C1), sports organizer
(C2), industry partners (C3). Where: C1 as the communication object can receive accu-
rate, timely, or through independent query way to find the platform for the dissemination
of sports venues or activities, this is the platform as the core group of users, but also to
remove the venues resources, sports fitness information service platform to absorb the
basic source of customers; C2 belong to the second class the communication object, in
the sports fitness information service platform for different communication subject in
this category, there are still some discrimination; C3 industry partners, currently about
O2O closed loop as the main means of communication, but the real consumption of
the product or service must be experienced by the consumer online activities, open to
experience exercise, the site, equipment, medical security and other factors supporting.
O2O online and offline interactive transmission line as shown in Fig. 2:

Query Booking
Payment

Tickets Share

Online

Offline

Online promotion 
trigger point

Offline promotion 
trigger point

PC terminal Mobile 
terminal Terminal

Fig. 2. O2O online and offline interactive communication Roadmap.

2.3 Sports Fitness Information Service Platform Carrier

At present, the networkmedia information service platform construction of sportsmainly
as the official website of mobile phone, APP (Application), WeChat, micro-blog, public
account,which is currently the fourmajor areas of information platform service providers
launch themain content.With the use of fourmedia, in various sports information service
platform of actual operation and maintenance of the media, the official website has the
largest proportion of the sports information dissemination effect is still in computer
“end the most authoritative and most comprehensive display of the content. The rapid
development of mobile phone APP, a large proportion of the key factors to replace
the use of computers: convenient, mobile, low power consumption, etc. Although there
are traditional sports booking service information platform based on Web and long,
and the telephone information service, but with the addition of LBS (Location Based
Service), the change of location-based services and social dating mode, stimulate the
development efforts to the spread of O2O mode based platform for service providers,
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occupy the important position in front of all mobile APP platform in the relatively strong
influence. WeChat public number and the use of micro-blog public account, it reflects
the effectiveness of the new network of social networking tools during the difference
between the number ofWeChat public closer towordofmouth. Sports fitness information
service platform for the network media carrier, as shown in Table 1:

Table 1. Physical fitness information service platform of the network media carrier.

Category Official website Mobile APP WeChat public
number

Micro-blog public
account

Go Sports ◯ ◯ ◯ ◯

Group Pass ● ◯ ◯ ●

Sports in Jiading ◯ ◯ ● ◯

Guevara Sports ◯ ● ● ●

idong ◯ ● ◯ ●

Hundred kind of
sport

◯ ● ◯ ◯

Dong Sports ◯ ● ◯ ◯

3 Sports Information Dissemination Elements

Tournament organizing 
committee

Field service personnel

Athletes

Sports reporter

Audience

Sports event 
information 

communication 
source

Fig. 3. Sports event information dissemination source.

The basic information dissemination process is completed, usually requires three
elements of information source, information and information, in this process, the source
is the seven point of the communication process, as the main factors in the dominant
position, is the sponsor of communication activities. To some extent, the quality and
quantity of the dissemination of the contents of the source is the key to determine the
success or failure of a communication activity and the effectiveness of the spread of the
key as shown in Fig. 3.

Sports event information dissemination, for example, the source of information
dissemination as shown in Fig. 4.
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Sports information source Sports information Sports information Lodge

Fig. 4. The process of sports information dissemination.

3.1 Information Dissemination of Sports Ink

Sex Profession 

Age Income 

Culture 

59%

41%

male

female 20%

1%

38%

12%

6%

4%

1%

5%
2%

10%
Worker
Farmer

Student

Enterprise
personnel

Government
 agent
Teacher

Doctor

Businessman

No occupation
Others

46%

19%

17%

11%

8%

<25

26-35

36-45
46-55

>56

38%

9% 17%

12%

7%

6%

11%

<500

501-1000

1001-1500

1501-2000
2000-2500

2501-3000

>3000

32%

45%

4%
6%

14%

Junior high school

High school or
technical secondary
school

Junior College
Undergraduate

Graduate student

Fig. 5. The basic situation of the National Volleyball League Division XX audience statistics.

The sink refers to the audience or the receiver, the receiver is the information dis-
semination activities of various types of reflection and. The destination is one of the
two poles of the communication process, and plays important role in the communication
process, a complete transmission of information sent by the source, only to reach the
destination is not complete. Not only that, the destination information or products to
consumers, the two communicators of information content, feedback communication
activities of the participants and the communication effect. Therefore, the Organizing
Committee on publicity work should be taken into account when the sink, according to
predict their psychological needs. The destination of the situation more understanding
more can put me on the direction of propagation, for they can be targeted propaganda
work. The basic situation of XX league ranking division audience as shown in Fig. 5.We
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can see fromFig. 5, a sink populationXX audienceDivisionNational Volleyball League:
more men than women; the young than in the elderly; occupation for students, workers
and higher income white-collar class; higher educational level, mostly educated; lower
middle income. The results of the survey on the XX sports news audience structure is
basically the same.

3.2 Channels of Information Dissemination of Sports Events

Investigation of the audience access to information channels are conducive to the Orga-
nizing Committee of the event in the event of information publicity strategy, focus on the
choice of the mass media. According to the Shan [18]: survey shows that the potential
audience to obtain external information mainly by television, newspapers, Internet and
friends, accounted for 40%, 39.7%, 31%, 29.7%, radio, magazine supplement. The three
largest audience in addition to “friends” this channel is the other of the mass media in the
remaining four. The National Volleyball League Division XX audience love watching
TV, usually watch TV shows and TV time as shown in Table 2.

Table 2. List of TV programs that the audience likes to watch during the League

Sort TV program Frequency TV station Frequency Time to watch Frequency

1 Sports 465 CCTV 5 463 19:00–20:00 229

2 News 306 CCTV 1 356 20:00–22:00 115

3 Teleplay 255 Henan 1 137 08:00–10:00 110

4 Entertainment 239 CCTV 6 131 11:00–13:00 99

5 Film 228 Zhengzhou TV 118 22:00–00:00 73

6 Others 11 Henan 2 109 06:00–08:00 62

7 -- -- CCTV 4 79 Others 53

8 -- -- Henan 3 75 -- --

9 -- -- Others 49 -- --

4 Empirical Analysis

4.1 Construction of Evaluation Index System of Sports Information
Communication Mode

The factors that affect the communication effect of sports information based on network
technology in our country aremainly caused by the differences of age, gender, occupation
and education level. This article from the content of sports information network (U), the
audience experience (V), sports information organization and communication network
(X) and network sports information environment (Y) to construct four perspectives influ-
ence factors of sports information dissemination model evaluation index system based
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on. The authenticity of the impact factor of U information (U1), (U2) the importance of
information timeliness, information (U3), the original information (U4), comprehensive
information (U5) and the number of information (U6); recreational impact factor of
V information (V1) professional, information transmission (V2) varieties, information
(V3), information interaction (V4) and practical information (V5); the impact factor of
X classification and organization of information (X1) analysis of communication and
information (X2); the impact factor of Y website credibility (Y1), the number of Inter-
net users to participate in the dissemination of information (Y2) and advertising (Y3).
Based on this, the evaluation index system of sports information communication mode
is shown in Fig. 6. Based on the above research, the evaluation index system of sports
information communication mode can be used to evaluate the model effectively, and it
can help to improve the model.

X2

Evaluation results of sports information communication mode
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U

U1
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Fig. 6. Evaluation index system of sports information communication mode.

4.2 Determine the Weight of Evaluation Index

The determination of the index weight has the following three steps [19]:

STEP1: Constructs 22 comparison judgment matrix.

Each level of factors relative to the level of a single factor can be simplified to a
series of single factor comparison of the judge.

STEP2: Will initialize the judgment matrix into a comprehensive judgment matrix.

First of all, the judgment matrix is initialized according to the calculation method
of the geometric mean of the calculated 22 comparisons between each index value,
transforming it into the final matrix, then, for the final matrix according to formula (1)
calculation method is shown by synthetic judgement matrix.{

A(S) = [
a(S)ij

]
n×n

aij = k∗
√∐k∗

S=1a(S)ij
, S = 1, 2, · · · , k; i, j = 1, 2, · · · , n (1)
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STEP3: Calculates the eigenvector corresponding to the largest eigenvalue of the com-
prehensive judgment matrix, and then the vector is normalized, which is the weight
of each index. According to the 1–9 scale method proposed by T.L. Saaty, the 22-
comparison judgment matrix is constructed, and the weight of each index is calculated
according to the AHP model theory. The results are shown in Table 3:

Table 3. Calculation results of each index weight

Index Weight Index Weight Index Weight Index Weight

U 0.38 V 0.29 X 0.21 Y 0.12

U1 0.25 V1 0.32 X1 0.42 Y1 0.44

U2 0.20 V2 0.25 X2 0.58 Y2 0.37

U3 0.16 V3 0.20 Y3 0.29

U4 0.18 V4 0.15

U5 0.10 V5 0.08

U6 0.11

5 Conclusion

With the development of computer network, we should strengthen the comprehensive
quality of the employees in order to serve the public and guide the masses. Govern-
ment led, Internet users to participate in the construction of multimedia network sports
communication environment, building a harmonious network of sports information dis-
semination environment. The development of sports website business model, expand
the business partners, re positioning of the commercial operation of the sports website
model, playing the old concept, improve the connotation of sports website operation
mode.
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Analysis of Computer Graphics and Image
Design in Visual Communication Design
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Abstract. In the process of visual communication design, graphics and images are
the most basic elements. Computer graphics and images using the relevant hard-
ware equipment and processing technology, software, etc. can further improve the
level of visual communication. At present, graphics and image design has grad-
ually become an important part of the visual communication design process, and
also presents significant information characteristics. In order to study the related
contents and main design methods of computer graphics and image design in
visual communication design, this papermainly analyzes themain contents, appli-
cation advantages and design methods of computer graphics and image design.
The results show that computer graphics and image design can consolidate the
effect of visual communication design. Computer graphics and image design have
significant advantages of visual communication design, such as easy to modify,
product preview, unique image and so on. Computer graphics and image design
are widely used in visual communication, such as text design, illustration design,
packaging design, etc. Therefore, in the future, we should continue to maintain
this advantage in the process of computer graphics and image design, so that the
design methods of computer graphics and images can be further optimized and its
practical value can be improved.

Keywords: Visual communication · Computer graphics and image design ·
Analysis

1 Visual Communication Design and Computer Graphics Design
Related Content Analysis

In today’s society, the relevant requirements for graphic image design are gradually
improved, and taking computer as the design carrier adds new vitality to graphic image
design [1, 2]. However, in the process of computer graphics and image design, many
designers only focus on computer design technology, but ignore the graphic and image
design art itself [3].

1.1 Basic Contents of Visual Communication and Computer Graphics Design

Overview of Visual Communication Design
Visual communication is an important way to spread information in human society [4–
8]. People mainly use visual symbols to transmit, and ultimately achieve the purpose
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of information sharing and communication. The main purpose of visual communication
design is for people to appreciate, so the design content also has the role of visual
communication. Visual communication design contains a wide range of related content,
in addition to printing art, commercial design, advertising design, display and politics
and other related content. Vision in the concept of visual design includes two aspects:
first, a subjective feeling produced by human sensory organs under the action of light;
second, it represents a special meaning of image design.

Computer Graphics and Image Design Content
The design process of computer graphics and images needs to be guided by specific
design objectives and created in color information, graphic image information and other
aspects by using relevant computer technology [9–11]. From the point of view of com-
puter graphics design, the designer can fully use the computer graphics technology in
the design process, so long as it can fully use the computer graphics technology in the
design process. At present, there are many kinds of graphic and image design softwares
commonly used by computer graphic and image designers. For different application
fields, the image processing software used is also different. 3D Max, flash, Auto CAD,
PS are common computer graphics and image processing software.

1.2 Advantages of Computer Graphics in Visual Communication Design

In the process of visual communication, computer graphics and image design has a
very significant advantage, mainly in the following aspects: (1) integrating the visual
communication effect into the computer graphics and image design process, we can
re plan and calculate the graphic image design content from the perspective of visual
communication, so that the designed graphics and images have unique characteristics. (2)
Designers can express their own unique thinking in the process of computer graphics and
image design. Even if there are design errors, they can also use software to make timely
changes. There is almost no design waste phenomenon, not to mention the consumption
of paper. (3) Computer image graphic design can preview the finished product. After
previewing the design works, designers can change the previous design content with
the help of computer software. At the same time, pay attention to the simplicity of the
design, and compare the works before and after the modification on the same interface.

2 Analysis of the Application of Computer Graphics Design
in Visual Communication Design

2.1 Application of Text Design Related Technology

In the process of computer graphics and image design, text belongs to the most simple
visual communication factor. Computer related technology is used to design and process
visual communication text. Photoshop is a common graphics and image design software,
referred to as PS. The software for text design tools, including size, color instructions, can
be customized according to user needs. For example, designers can use PS software to
make diversified changes to the text, adjust the word spacing, so as to enhance the effect



402 H. Chen

of visual communication. From the perspective of visual communication, computer
graphics design can improve the performance of the text, consolidate the artistic effect
of the text, and avoid being too monotonous.

2.2 Application of Illustration Design Related Technology

The image resources of visual communication include illustration, illustration and draw-
ing, etc. if the picture is not processed, it will be dull, monotonous and inactive. In order
to further strengthen the application effect of illustrations in visual communication, the
original state of pictures is changed by means of computer graphics and image design
method. For example, in the illustration design, the illustration designer needs to use the
computer graphics and image design software to color the illustrations, use the pencil to
draw the basic structure of the illustration, and then combine with the computer graphics
and image software to fill the colors in the drawing.

2.3 Application of Packaging Design Related Technologies

In our daily life, packaging design is the most common visual communication factor.
Various packaging designs can be seen everywhere in shops and shopping malls, such
as clothing, video packaging, etc. consumers generally see packaging design first. The
attraction of packaging design itself will stimulate consumers’ interest in consumption.
On the shelves of shopping malls, there are a variety of goods that have been designed
for packaging, and many of them need to use computer graphics and image software to
deploy images.

3 Analysis of Computer Graphics Design Technology in Visual
Communication Design

3.1 Hardware Equipment Required for Computer Graphics and Image Design

Output Device
The output device includes display and output devices, such as display and liquid crystal
display, which are respectively represented by CRT and LCD; the printer includes color
printer, color light printer, plotter, etc. The display card is a necessary device in the
process of computer graphics and image design and processing. It processes the image
into the format that the display can display, and displays it on the screen to form the
image finally. The display card selected in the process of graphic image processing must
be equipped with special memory and corresponding graphics and image processing
acceleration chip, so that it has a certain image preprocessing ability, and is not just a
simple display interface device.

Graphics and imagedisplay card generally consists of different parts, such as graphics
chip, RAM DAC, interface and so on. Therefore, the processing of graphics and image
data must go through the following steps, and finally the designed graphics image will
be presented on the display screen:
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First, the line enters the graphics card chip and sends the image to the graphics card
chip to carry out the corresponding processing; second, the video chipset enters the
video RAM, which is the process of displaying and storing the image processed by the
graphics card chip. Third, fresh run needs to enter the DAC, display memory, take out
data, and then to ram DAC to carry out data conversion related work. Fourth, the DAC
enters into the display and displays the converted pictures directly on the display screen.

Acquisition Equipment
The acquisition equipment includes scanner, camera, camera, etc. The types of scanners
include flat-panel scanner, negative scanner and roller scanner. At present, digital cam-
eras and cameras are commonly used. Digital camera is a kind of special camera which
can take pictures, convert the captured scenery directly through internal processing, and
finally store the pictures in digital format. Compared with ordinary cameras, digital
cameras do not need to use film, but use removable or fixed semiconductor memory to
save the acquired images.

3.2 Analysis of Computer Graphics and Image Design Technology

Image Representation and Storage Technology
The main function of image acquisition equipment is to convert the optical signal in
the real world into digital signal which can be recognized by computer. The image
output device is the optical signal that can be recognized by human eyes by converting
these digital signals. Palette is an important part of image representation and storage
technology. The palette uses three basic colors: blue, red, and green, each color is divided
into 25 to 255 different categories. Different color values need to have hue, brightness,
saturation and other attributes.

Digital image can be divided into dot matrix image and vector image. The so-called
dotmatrix image is an image composed of points. The point itself has different colors, and
its specific color is determined by the gray value of three primary colors. The common
formats include PSB format, BMP, tiff, PEG/PG, EPS format, GIF format, PDF format,
PNG, etc. Vector graphics are also known as drawing images or face-to-face images.
Lines are generally used to depict graphics, the elements of vector graph are generally
lines, polygons, circles and arcs. Common vector image formats include: swf format,
WMF format, SVG format, EMF format and so on.

The Related Technology of Plane Digital Image Processing
If you want to process a plane number, it is usually applied in two cases. One is the image
that processes the image, that is, the whole process of image to image. The other is to
convert an image to a non image. Digital image processing involves computer digital
technology, so the range of images involved must be far beyond the traditional sense of
images, including invisible physical images, digital images and digital images.

The common design methods in the process of computer graphics image design
include the following: first, sharpening processing method, to increase the clarity of
object contour in the image, the imageneeds to be sharpened. In the process of processing,
the gray value of the point needs to be increased. Firstly, the gray value of the processing
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point and the value of the surrounding 8 points are processed, and then the result and
the gray level of the original image are processed. The value is added, which gives the
gray value of the point to be processed. Second, flat processing is to process the flower
points in the image. This processing method needs to sort the points to be processed and
the eight points around them, and then the value of the middle position is taken as the
gray value of the point. Third, compression change processing. The purpose of image
compression is to make the subjective visual feeling and data in the image, and finally
realize the purpose of compressing the image by changing the image description mode.
Image compression includes lossy compression and lossless compression, in which the
lossy compression method ignores the visual insensitive parts, so as to improve the
compression rate. The compression rate of lossless compression is usually not high
compared with the former. The following are the processes of lossy compression and
decompression:

Compressed image flow: original image - DCT transformation - divided by
quantization coefficient - rounding

Decompress image flow: compress image - multiply quantization coefficient - DCT
inverse transform - rounding

4 Conclusion

With the continuous development of computer technology, graphics and image design
methods based on computer technology can provide better visual experience for people.
In the process of visual communication design, computer graphics and image design
technology with its own unique methods and characteristics shows greater advantages,
not only to improve the effect of visual communication, but also to enhance the prac-
tical value of graphic image design, with obvious feasibility. In the process of visual
communication design, computer graphics and image design should give full play to the
advantages of computer technology, so that its advantages in all aspects of visual com-
munication can be maintained, and finally the expression level of graphics and images
can be improved.
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Abstract. With the advent of the era of big data, this article selects the 2014World
Bank survey data on Indian private companies from the perspective of knowledge
search channels, and analyzes the relationship between external search breadth
and enterprise process innovation performance from the perspective of organiza-
tional learning theory, and it also explores the moderate effect of the attention
allocation process, namely, senior management’s tenure and financing constraint.
The research finds that: External search breadth and enterprise process innovation
performance have an inverted U-shaped relationship. Senior management’s tenure
plays a positive moderate role. In addition, in order to ensure the correctness and
reliability of the selected model, the paper tests the applicability and endogenous
problems of the inverted U-shaped model of the sample. The research conclusions
provide a theoretical reference for companies to effectively allocate attention and
improve their ability to benefit from external search.

Keywords: Big data · External search breadth · Process innovation ·
Attention-based view · Organizational learning theory

1 Introduction

In the current era of increasing data resources, competition among enterprises increas-
ingly depends on whether enterprises can create knowledge and commercialized innova-
tion achievements in a fast and effective way. However, under the impact of big data, how
to accurately, efficiently and conveniently analyze the impact of external knowledge on
innovation results has becomea realistic problem facing organizations. Somore andmore
companies are implementing external search strategies to actively identify and integrate
external knowledge from sources such as partners, competitors, consultants, business
laboratories, education institutions and industry associations [1]. Despite the widespread
recognition of the importance of external search, extensive knowledge searches often fail
to achieve the desired results. Predecessors’ research is also full of contradictions about
how external search breadth affects corporate innovation performance [2]. This raises
a very important theoretical question for us: When can companies realize the benefits
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of innovation from external search strategies? Why can some companies benefit more
from external search strategies, while others cannot?

The external search strategy is an activity way for organizations to solve problems,
involving the creation and restructuring of technological ideas. External search strategy
can be characterized by the breadth and depth of knowledge search [3]. The external
search breadth represents the number of different organizational sources from which the
enterprise seeks knowledge, while the external search depth is the extent to which the
enterprise searches knowledge from each external topic. Because of costs and risks, it is a
difficult task for companies to obtain the desired innovations from awide range of knowl-
edge searches. Noting these issues, more and more research in recent years has begun to
focus on when companies can overcome these obstacles and improve the efficiency of
external search strategies. Although attention resource limitation is widely regarded as
a key factor that hinders enterprises from effectively acquiring, absorbing and integrat-
ing external knowledge, how to weaken the negative influence of attention resource on
external search strategy is rarely discussed. In addition, most of the existing research on
the relationship between external search and innovation focuses on product innovation.
But research on external search and process innovation is limited with customer-oriented
product innovation process innovation can reconfigure the value chain, thus reducing
production costs, improving product quality and manufacturing flexibility. Therefore,
process innovation involves more tacit knowledge, is not easy to be transferred to imi-
tation, and is more likely to bring competitive advantage to the organization. Therefore,
it is particularly important to study the relationship between external search and process
innovation.

Therefore, this paper analyzes the relationship between external search breadth and
process innovation from the perspective of organizational learning theory and attention-
based view, thus expanding our understanding of relationship between external search,
attention distribution and enterprise process innovation performance. First, this paper
analyzes the relationship between external search breadth and enterprise process innova-
tion performance. Second, this paper examines the moderating effect of factors affecting
attention distribution. Finally, to ensure the robustness of empirical results, this paper
uses both the ordered counting model and the Poisson distribution model, and examines
the endogeneity of the sample.

2 Literature Review and Research Hypothesis

TheOrganization for EconomicCo-operation andDevelopment (OECD) defines process
innovation as “a new or significantly improvedway of producing or delivering, including
major changes in technology, equipment or software” [4]. Inmost cases, themain purpose
of product innovation is to develop new products to meet the needs of customers. The
main purpose of process innovation is to shorten lead times, reduce operating costs, and
increase operational flexibility. Compared with product innovation, process innovation
is more complex. And it consists of tacit knowledge related to organizational system
knowledge. The development of process innovation is also slower, requiring more trial
and error and experience learning to achieve its hidden value.
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2.1 External Search and Process Innovation

Although the advantages brought by the breadth of knowledge search are obvious, there
is no agreement on how the external search breadth affects the process innovation per-
formance. First, due to the limited ability of enterprises to absorb knowledge, the effec-
tive understanding and rational integration and application of diverse external knowl-
edge may make external search negatively affect the process innovation performance of
enterprises. Second, with the increase of the external search breadth of enterprises, the
difference of knowledge is gradually increasing, which increases the difficulty of knowl-
edge exchange and combination among enterprises. The cost of identifying, absorbing
and integrating external knowledge increases, which weakens the positive effect. Third,
because themanager’s attention resources are limited, themanager can only allocate lim-
ited attention resources, and it is impossible to make full use of all external knowledge.
Finally, tacit knowledge, as an important strategic resource owned by the organization,
is difficult to transfer or replicate. Therefore, the tacit knowledge obtained in the external
search must be accompanied by the loss of substantive knowledge, making the cost of
external search exceed the benefits it brings.

Based on this, this paper proposes the following hypothesis:

H1: The relationship between external search breadth and process innovation
performance is inverted U-shaped.

2.2 The Moderating Effect of Attention

From the previous analysis, it is known that the limited attention of managers is one of
the key antecedents that lead to the negative effect of external search breadth. Partici-
pants and organizational resources are important factors influencing the organization’s
attention distribution, and also constitute an important part of the attentional structure
distribution [5]. This paper selects the executive tenure and financing constraints as the
proxy variables of the participants and organizational resources.

Participants: The Moderating Effect of Executive Tenure
The executive tenure is one of the important factors affecting the decision-making
behavior of managers, which may affect the acquisition and absorption of external
knowledge.

First, managers with different tenures have different reserves of knowledge about
enterprises and external environment, which affects the selection and elimination of
information required by managers in enterprise process innovation. Long-term man-
agers have a deeper understanding of corporate culture and internal resources, and have
a deeper understanding of the types of external knowledge required by enterprises.
Therefore, they can identify the most valuable resources for enterprises and get them
more quickly and effectively. Managers with short term tenure are likely to receive a
wide range of external knowledge, make unfavorable decisions for the company, cause
waste of enterprise resources, and delay the best time for process innovation.

Secondly, managers with different tenures have different concerns. Managers with
long term tenure pay more attention to the development of long-term goals of the com-
pany due to the stability of positions and salary, so they will pay more attention to the
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use of knowledge that is conducive to enterprise innovation. The short-term manager’s
concerns are mostly in the management of labor relations and external relations, and
the supervision and assessment of managers with short term tenure are more strictly,
and the threat of positions is even more serious. They will focus more on improving
the short-term performance of the company and ignoring the long-term value of the
company.

Based on this, this paper proposes the following hypothesis:

H2: Executive tenure positively moderates the relationship between external search
breadth and process innovation performance.

Organizational Resources: The Moderating Effect of Financing Constraints
We believe that the interaction between financing constraints and external search breadth
will have an impact on enterprise processes innovation performance. The increase of
financing constraints makes the financial capital of enterprises limited, which encour-
ages enterprises to pay more attention to the use of internal knowledge, reduce the
participation of enterprises in other cognitive activities, and reduce the efficiency of
enterprises in identifying, absorbing, integrating and using external knowledge. Com-
pared with internal knowledge, the search and application of external knowledge is more
risky, more uncertain, and more costly due to the existence of opportunism and specula-
tion in the transaction, unpredictable factors in the environment, and so on. In financial
markets with high financing constraints, due to the restriction of funds, enterprises will
pay more attention to the use of existing resources and knowledge within the enterprise.

Based on the above analysis, this paper proposes the following assumptions:

H3: Financing constraints negatively moderate the relationship between the external
search breadth of firms and process innovation performance.

3 Research Design

3.1 Research Sample

The data is taken from the World Bank’s 2014 survey data on private enterprises in
India. The purpose of the survey is to understand the business environment, the impact
or restrictions of the business environment on private enterprises, and the innovation of
private enterprises. The survey data consists of two parts. The first part mainly investi-
gates the investment environment and financial data of the company. The second part is
the innovation follow-up survey data. In order to ensure the validity and robustness of
the empirical results, this paper deletes the sample of the service industry after matching
the two parts of the data according to the enterprise code, only retains the sample of
the manufacturing industry, and deletes the missing value of the corresponding variable,
and finally The sample have 395 companies in 19 sub-sectors.

3.2 Indicator Selection and Variable Definition

Independent Variable. External Search Breadth (Procb) is the cumulative type of
organization that has a relationship with the company in process innovation [6, 7].
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Dependent Variable. A large number of scholars have divided innovation into two
categories: new to the market and new to the world [8]. The proxy variable of the
process innovation performance (Procin) is the main process innovation level in the
enterprise. The question in the second part of the questionnaire is “whether the main
process innovation of the enterprise (1) is new to the local market; (2) The domestic
market is new; (3) it is new to the international market.”

Control Variable. The control variables selected in this paper include company size
(Size), firm age (Age), human capital (Human), R&D (Research and Development),
whether the company is located in the main trading city (City), and government control
(Gover).

3.3 Model Estimation

Since the variable process innovation (Procin) is an ordered discrete non-negative integer,
this paper uses the ordered counting model (Oprobit) for the estimation. In addition, in
order to ensure the robustness of the estimation results, we also examine the endogeneity
of the sample and use the basic model Poisson as the robustness test of the sample. Since
the main effect assumed in this paper is an inverted U-shaped relationship, and the
hypothesis of regulating the relationship of this curve is proposed, this paper adopts the
three-step method of confirming the U-type relationship proposed by Haans et al. [9].
First of all, as shown in Eq. (1), β2 must be significantly negative. Second, the slope of
the two extremes of the range of independent variables must be sufficiently steep. If Xl
is used to represent the low end portion of the X value and Xh is the high end portion,
then the second condition should be guaranteed: β1 + 2β2XH is significantly negative,
and β1 + 2β2XL is significantly positive. Third, the turning point of the U-shaped curve
must be within the variation range of the sample data of X. In the calculation of the
confidence interval of the independent variables, this paper uses the Fieller algorithm
to calculate the confidence interval of 90% of the independent variables. In addition,
in order to avoid the model being S-type, it is also necessary to guarantee the cubic
coefficient γ3 of the independent variable in Eq. (2) non-significant. Therefore, the final
model of this paper is shown in (3) and (4)

Y = β0 + β1X + β2X
2 (1)

Y = γ0 + γ1X + γ2X
2 + γ3X

3 (2)

Pr ocini = ai + bi × Pr ocbi + ci × Pr ocb2i + di × CV + εi (3)

Pr ocini = ai + bi × Pr ocbi + ci × Pr ocb2i + di ×MV × Pr ocbi

+ ei ×MV × Pr ocb2i + fi ×MV + εi (4)

Among them, the dependent variable Procini is the process innovation performance of
the enterprise. The independent variable Procbi is the external search breadth. CV is the
control variable. MV is the adjustment variable. εi is the error term.
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In addition, there may be endogenous problems in this paper. In order to solve this
problem, this paper uses the Conditional Mixed Process proposed by Roodman [10]
to test and deal with the endogeneity in the ordered counting mode. The choice of
instrumental variables must be an exogenous variable that has no direct connection to
the innovation performance of the enterprise process, but can strongly influence the
breadth of the external search. Therefore, the “degree of resistance to input and supply”
directly affects the external search breadth of the enterprise, but it does not affect the
process innovation performance of the enterprise. Therefore, this paper takes “the degree
of obstruction of input and supply” as a tool variable for the external search breadth.

4 Empirical Results and Analysis

4.1 Descriptive Statistics

Table 1 reports the descriptive statistics of each variable and the Pearson correlation
coefficient matrix. It can be seen that the external search breadth and process innovation
performance are not significantly positively correlated, and further tests are needed [11].
In addition, the results of multicollinearity analysis showed that the variance expansion
factor (VIF) did not exceed 2, indicating that there is basically no multicollinearity
problem between variables.

Table 1. Descriptive statistics of variables and Pearson correlation coefficient matrix

Variable Procin Procb R&D Age Human City Gover Tenure Finance

Procin 1

Procb 0.01 1

R&D 0.16*** −0.02 1

Age 0.11** 0.08 0.14*** 1

Size 0.16*** −0.04 0.19*** 0.18***

Human 0.09* −0.20*** 0.05 −0.02 1

City −0.02 −0.01 0 −0.05 0.18*** 1

Gover −0.02 0.06 0.01 0.01 0.05 0.06 1

Tenure 0.02 0.01 0.09* 0.38*** 0.06 −0.01 0.11** 1

Finance 0.06 0.06 −0.07 −0.04 0.09* 0.15*** −0.01 −0.10** 1

Mean 0.53 0.1 124.99 22.09 0.67 0.84 4.1 15.69 0.98

St.d 0.76 0.39 798.33 14.01 0.25 0.37 14.22 10.26 1.07

VIF
—

1.06 1.06 1.23 1.1 1.06 1.02 1.2 1.07

Note: The observed value is n = 395; The superscripts ***, **, and * represent statistical
significance of 1%, 5%, and 10% respectively.
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4.2 Preliminary Regression Results and Endogenous Analysis

Table 2 reports the preliminary regression results using the ordered counting model.

Table 2. Preliminary regression results

Variable 1 2 3 4 5

Procb 0.640** 0.720** 0.596 0.250 −2.872***

(1.99) (2.41) (1.58) (0.36) (−10.39)

Procb2 −0.265* −0.412*** −0.232 0.237 −0.023

(−1.89) (−2.64) (−1.28) (0.37) (−0.27)

Procb3 −0.142

(−1.19)

R&D + 0.000*** + 0.000*** + 0.000*** + 0.000*** −0.000

(3.18) (3.09) (3.15) (3.18) (−1.17)

Firmage 0.010** 0.011** 0.010** 0.010** 0.002

(2.11) (2.13) (2.04) (2.09) (0.38)

Size 0.035 0.034 0.036 0.035 −0.024

(0.57) (0.55) (0.57) (0.56) (−0.50)

Human 0.519* 0.538* 0.507 0.515* −0.708**

(1.66) (1.69) (1.58) (1.65) (−2.35)

City 0.068 0.096 0.073 0.066 0.119

(0.33) (0.47) (0.35) (0.32) (0.64)

Gover −0.006 −0.008* −0.006 −0.006 0.003

(−1.41) (−1.90) (−1.48) (−1.40) (0.79)

Procb*Tenure 0.117**

(2.53)

Procb2*Tenure −0.066**

(−2.37)

Tenure −0.005

(−0.71)

Procb*Finance −0.120

(−0.33)

Procb2*Finance 0.035

(0.21)

Finance −0.002

(−0.03)

(continued)
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Table 2. (continued)

Variable 1 2 3 4 5

atanhrho_12 3.263

_cons (0.91)

Wald chi2 826.32*** 854.27*** 831.87*** 1285.29*** 14135.03***

Pseudo R2 0.117 0.122 0.117 0.117

N 395 395 395 395 395

Note: ***, **, and * represent statistical significance of 1%, 5%, and 10%. The regression
coefficients in parentheses () are z values. The regression coefficients in parentheses [] are p
value.

Model 1 Table 2 is the regression result of the main effect. Models 2 and 3 add
the moderate variables—the executive tenure and the financing constraints. The model
4 adds the cubic of the independent variable to test whether the model is S-type. The
model 5 uses the conditional mixing process to test the endogeneity of the sample [12].
It can be seen from the model 5 in Table 2 that the auxiliary estimation parameter
atanhrho_12 in the estimation result is not significantly different from 0, indicating that
the external search breadth is an exogenous variable, and there is no endogeneity problem
in the sample. Therefore, in order to ensure the robustness of the estimation results, the
estimation results of Models 1–4 should be used.

Model 1 in Table 2 shows that the external search breadth at 5% statistical level
significantly promotes process innovation performance, and the square of the external
search breadth significantly negatively affects process innovation performance at the
10% statistical level. H1 is supported. It can be seen from Model 2 that the interaction
term between the executive term and the external search breadth is significantly positive
at the 1% statistical level, and the interaction term between the executive term and the
external search breadth squared term is significantly negative at the 5% statistical level,
indicating that the executive tenure has a significant positive moderating effect. H2 is
supported. It can be seen from Model 3 that the interaction term between the financing
constraint and the external search breadth is not significantly negative, and the interaction
term between the financing constraint and the square of the external search breadth is
not significantly positive. H3 is not supported.

5 Inverted U-shaped Test

It can be seen from the model 4 in Table 2 that after adding the cubic of the outer search
breadth of the independent variable, the cubic coefficient is not significant, indicating
that there is no S-type relationship between the external search breadth and the process
innovation performance. Then a three-step inverted U-shaped test is performed. The
specific results are shown in Table 3.
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The models (1) and (2) in Table 3 correspond to the inverted u-type test of the
models 1 and 2 in Table 2, that is, the inverted u-type test for the hypotheses H1 and
H2.It can be seen that the inverted U-applicability test in Model 1 is significant at the
statistical level of 10%, and the low-end slope of the independent variable is 0.278,
which is significantly positive at the 10% statistical level, and the high-end slope is
−0.567, which is significant at the 5% statistical level. The turning point 1.371 is within
the 90% confidence interval of the independent variable. Similarly, the inverse u-type
applicability test in Model 2 is significant at the 5% statistical level, the low-end slope
of the independent variable is 0.368, which is significantly positive at the 5% statistical
level, and the high-end slope is −1.275 at the 1% statistical level. The turning point of
0.895 is within the 90% confidence interval of the independent variable.

Table 3. Inverted u-type test

variables (1) (2)

Procb 0.640** 0.720**

(1.99) (2.41)

Procb2 −0.265* −0.412***

−1.89) (−2.64)

XL slope 0.278 0.368

(1.645)* (2.017)**

XH slope −0.567 −1.275

(−1.846)** (−2.384)***

Appropriate U test 1.64* 2.02**

[0.050] [0.022]

Turning Point 1.317 0.895

90% confidence interval [−0.019, 2.300] [0.376, 1.349]

Note: The same as Table 2

To further prove whether the moderating effect of the manager’s tenure on the exter-
nal search breadth and the process innovation performance is as expected, we draw the
moderating effect diagram, and the result is shown in Fig. 1. It can be seen from Fig. 1
that when the senior management term is high, the relationship between the external
search breadth and the process innovation performance is steep. When the senior man-
agement term is low, the relationship between the external search breadth and the process
innovation performance is relatively flat. So H2 is further supported.
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Fig. 1. The moderating effect of executive tenure

6 Robustness Test

This paper also uses the basic model Poisson distribution model to regress the sample,
and further eliminates the interference of the sample heteroscedasticity. The report results
are shown in Table 4. Model 6 is the regression result of the main effect. Models 7 and
8 are the regression results after adding the moderate variables—the executive term and
the financing constraint. And the model 9 is the regression result after adding the cubic
of the external search breadth of the independent variable. From Model 6 we can see
that H1 is further supported. From Model 7 we can see that H2 is further supported. It
can be seen that the inversion u-type suitability tests of Model 6 and Model 7 are robust.
From Model 8 we can see that H3 is not supported.

Table 4. Poisson regression results.

Variable 6 7 8 9

Procb 0.637* 0.697** 0.54 −0.523

(1.8) (2.29) (0.88) (−0.01)

Procb2 −0.298* −0.456*** −0.23 1.332

(−1.69) (−2.64) (−0.66) −0.01

Procb3 −0.509

(−0.01)

Procb*Tenure 0.120**

−2.44

Procb2*Tenure −0.073**

(−2.40)

(continued)
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Table 4. (continued)

Variable 6 7 8 9

Procb*Finance −0.192

(−0.34)

Procb2*Finance 0.069

(0.24)

LR chi2 85.85*** 89.13*** 86.09*** 86.02***

Pseudo R2 0.112 0.116 0.112 0.112

N 395 395 395 395

XL slope 0.285 0.373

(1.467)* (1.606)*

XH slope −0.570 −1.248

(−1.340)* (−1.648)*

Appropriate U test 1.34* 1.61*

[0.091] [0.055]

Turning point 1.330 0.921

90% confidence interval [−0.019, 2.300] [0.376, 1.349]

Note: The same as Table 2

7 Conclusions

With the advent of the era of big data, this article starts from the perspective of knowledge
search channels, this paper selects the 2014 World Bank survey data of private enter-
prises in India, based on the integration perspective of organizational learning theory
and attentional view, examines the inverted u-type relationship between external search
breadth and process innovation performance, and the moderating effect of attention dis-
tribution process. We found that, initially, the external search breadth of the enterprise
positively affects the process innovation performance. When the external search breadth
reaches a certain level, it has a negative impact on the process innovation performance.
The enterprise executive term positively moderates the external search breadth and the
process innovation performance.

Through this research, this paper draws the following enlightenments: 1) Enterprises
should follow the market trend, learn and absorb external knowledge, and reasonably
control the external search breadth. Enterprises should appropriately control the external
search breadth, effectively avoiding the negative effects brought by extensive knowledge
search effect. 2) Enterprises should constantly improve relevant management systems
and extend the term of talented executives. As an important part of human resources,
managers, especially executives, have become increasingly prominent in the decision-
making of modern organizations. 3) Enterprises should actively explore and discover
other factor structures that affect the attention distribution of enterprises, find external
knowledge that matches existing knowledge in enterprise process innovation, rationally
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allocate attention, rationally manage external relations, and improve the benefits brought
by external knowledge.
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Abstract. Flipping classroom is a brand-new teaching mode, in which teachers
and students interact and communicate to jointly complete troubleshooting and
knowledge construction . The emphasis on personalized autonomous learning,
diversified cooperative exploration and open communication and interaction in
the reverse classroom have pointed out a new direction for deepening the reform
of English teaching. Turning over the classroom teaching mode is simply a change
to the teachingmode, and teachers play amore guiding role in a complete teaching
activity. Corpus provides a wide range of learning resources for bilingual teaching,
while flipped classroom provides a new teaching mode for bilingual teaching.
The construction and application of this model will further promote the deep
integration of information technology and English curriculum, and promote the
transformation of College English teaching concept and the reform of English
curriculum system. College teachers should play the positive role of technology
as much as possible to improve the quality and efficiency of teaching and promote
the reform and development of teaching mode.

Keywords: Turn over the classroom · Teaching methods · College English

1 Introduction

With the rapid development of information society, many fields have changed with each
passing day. In the field of education, information technology is also quietly changing
the teaching methods and methods. Educators are constantly trying to optimize the
teaching effect through the use of information technology [1]. From the perspective of
application results, most flip classroom teaching practices have achieved good teaching
results. Flipping the classroom is to use advanced video and network technology tomove
students’ learning forward, complete the absorption of knowledge, and complete the
internalization of knowledge in the classroom,which is anothermajor change in teaching
philosophy and teaching methods in the electronic era [2]. Turning over the classroom
teachingmode is simply a change to the teachingmode, and teachers play amore guiding
role in a complete teaching activity [3].Under the background of information technology,
new educational concepts and teaching modes are sought to provide powerful external
conditions for the smooth progress of educational reform. The relatively relaxed learning
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environment in colleges and universities has attractedmore andmore teachers in colleges
and universities. Teachers and students in colleges and universities are more likely to
meet the requirements of turning over classroom teaching, and learning is no longer
limited to classrooms [4]. In higher education institutions, there are sufficient research
funds and research teams, so in the process of education informatization, universities
should bear more responsibilities. The new education and teaching mode represented
by the flipped classroom is gradually being carried out and explored in colleges and
universities. The teaching evaluation method of the flipped classroom and the ability of
teachers to implement the flipped classroom have become issues worthy of discussion
[5].

2 Feasibility Analysis of Flip Classroom Bilingual Teaching

Flipping the classroom can give full play to the main role of students’ learning and
significantly enhance the communication and interaction between teachers and students
as well as between students. In the personalized learning under the reverse classroom
teaching mode, students become autonomous learners. They can control the choice
of learning time and learning place, and they can also control the learning content.
Students also hope to further consolidate and improve their interpretation skills through
the Internet, and hope to receive personalized guidance from teachers through online
communication. Students are the leading role in the whole learning process and are no
longer passive recipients of knowledge in traditional classes. Students in the classroom
through group learning and cooperative learning to complete the understanding and
absorption of the knowledge learned. Reducing teachers’ teaching time and leaving
students more time for learning activities in the classroom is another core feature of
turning over the classroom [6]. The implementation of flip class not only needs the
support of information technology, but also needs micro class as a carrier. Turning
over the classroom reverses the process of imparting and internalizing knowledge in
traditional teaching. The internalization of knowledge is put into the class and completed
under the guidance of teachers and the cooperation and exchange of students. Flipping the
classroom greatly improves the interaction between teachers and students and between
students and students in the classroom. Because students conduct a certain degree of in-
depth learning of the courses to be learned through teaching videos, in the classroom are
mainly student questions, teacher answers and discussion and communication between
students.

Flipping classroomshaveflippedover the teaching formand subject content teaching,
and the role of teachers has also changed. When teachers evaluate, the interactivity in
the classroom becomes more effective. According to the teacher’s evaluation feedback,
students will learn about their learning more objectively. In this case, teachers need to
provide students with the necessary learning resources, design enlightening questions
and targeted practice questions for students. Students can complete the acquisition of
knowledge before class to prepare for the absorption and internalization of classroom
knowledge [7]. As a new teaching mode in the teaching environment of information
technology, flipping the classroomemphasizes the application of information technology
in teaching and the information literacy of teachers. In the flipped classroom model, the
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content taught in the original classroom is completed before the class through network
technology [8–10]. On the basis of not reducing the transfer of basic knowledge, enhance
the interaction between teachers and students in the classroom.Using interpreting corpus
related software, teachers and students can obtain statistical data more intuitively, so as
to objectively analyze the actual use of the language [11, 12]. Teachers ’attitudes towards
flipped classroom teaching and teacher values also affect teachers’ ability to implement
flipped classrooms to a certain extent.

3 Construction of Hierarchical Model for Bilingual Teaching

Teachers should focus on students as much as possible when designing flip classroom
teaching. Through a variety of effective teaching activities to help learners understand
and internalize knowledge, improve the effect of classroom learning [13–15]. Teachers
should draw a learning path map according to the actual needs of students and the
requirements of the syllabus, and make a series of high-quality micro courses based
on the path map. In the classroom, teachers should adopt various teaching methods
to carefully design classroom activities and mobilize students’ participation. As a new
teaching method, the core of flip class is the internalization of knowledge in class [16].
The application of the concept of turning over the classroom in English teaching can
break through various disadvantages of traditional English teaching, greatly promote the
interaction and cooperation between teachers and students, and thus improve the quality
of English teaching. In order to make more effective use of multimedia, students should
internalize what they have learned and truly realize the individuation of their learning.
There is a need for a more perfect and scientific college English teaching model.

Flipping classroom has reversed the structure of traditional classroom teaching to a
certain extent. It is a way for students to learn knowledge by watching micro-class or
other ways before class. Compared with primary and secondary school teachers engaged
in basic education, college English teachers have relatively high academic qualifications
and the ability to accept new things quickly [17]. As the implementer of bilingual teach-
ing, a high-quality team of teachers is a strong guarantee for the quality of bilingual
teaching, while for the general science and technology colleges in the west, the short-
age of compound teachers is the primary problem facing bilingual teaching [18]. From
the perspective of students, college students are more capable of autonomous learning
and self-control than students in compulsory education. In class, teachers help students
absorb and internalize knowledge. After class, students can consolidate what they have
learned. Most college English teachers with a certain language and teaching knowledge
system are able to combine their language learning experience to a large extent to realize
innovative teaching of college English.

4 Conclusion

The teaching of professional knowledge in higher education should be aimed at dif-
ferent students according to their aptitude, i.e. appropriate teaching scenarios should
be adopted for different courses and different students, and enhancing the interaction
between teachers and students is the commongoal of various teaching scenarios.With the
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advancement of educational information technology and the reform of college English
teaching in our country, the perfect hardware configuration of colleges and universities
can also meet the requirements of implementing flip classroom teaching mode based
on micro-class. Flipping classroom teaching mode is established in a relatively free
environment, which can effectively promote communication between teachers and stu-
dents, thus enlivening the learning atmosphere in classroom teaching and improving
their learning enthusiasm. Teachers should carefully design all links before and in class,
fully mobilize students’ independent learning ability, use process evaluation method, let
bilingual teaching achieve immersion teaching, and then achieve the goal of training
international talents. The implementation of flipped classroom also puts forward higher
requirements for teachers’ professional development. Teachers should not only have the
ability to master modern educational technology, but also scientifically and reasonably
allocate the relevant modules of each teaching. Only by accumulating the experience of
flipped classroom in practice can teachers and educators gradually improve the flipped
classroom teaching mode suitable for bilingual teaching.
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Abstract. With themulti-modality of college foreign language cognitive style and
dimensions, China’s higher education curriculum reform also has higher require-
ments for the traditional class teaching system based on practice. It is of great
urgency and necessity for teachers to establish effective teaching concepts and
guide classroom teaching to realize effective teaching. Under the background of
big data, the current traditional British teaching mode does not meet the appli-
cation requirements of independent colleges. Massive open online course and
microteaching have become trends in the field of education. The introduction of
multi-modal discourse analysis theory brings new ideas, methods and teaching
design to English teaching. College English takes classroom teaching as the main
body, and the collaborative application of multi-modal discourse changes the rigid
explanation mode. Based on the analysis of the integration of big data and multi-
modality in the current college English curriculum, this paper has initially formed
a theoretical framework for the construction and evaluation of multimodal class-
room environment in China. Teachers need to use their rich working experience
and profound knowledge to create a good learning atmosphere for students.

Keywords: Multimodal classroom · English teaching · Big Data

1 Introduction

With the multimodal cognition and dimensions of college foreign language, the cur-
riculum reform of higher education in our country also has higher requirements for the
traditional class teaching system based on practice [1]. The scale of English education
in our country continues to expand and great achievements have been made in English
teaching, especially in primary and secondary schools. However, it cannot be denied that
there is still a big gap between the current situation of English education in China and the
requirements of China’s economic construction, social development and era develop-
ment. Classroom teaching is a widely used teaching method in college English teaching
activities. Although the continuous development of modern educational technology has
brought new models for teaching activities, the new models and technologies are also
realized under the condition that classroom environment is the main body [2]. Between
teachers’ teaching behavior and students’ learning effect, it has become an important
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potential factor that determines learning effect and affects students’ cognitive and emo-
tional development. Computer-based and classroom-based English multimedia teaching
mode is a newEnglish teachingmode designed to help Chinese college students meet the
requirements of college English teaching [3]. At present, in the actual teaching, English
classes are still mainly taught by teachers, only explaining pronunciation, vocabulary,
sentence patterns and other knowledge step by step according to the established goals
[4]. This neglects the students’ ability to use language in the real context. Students are
only passive acceptance, participation and subjective consciousness is very poor, so
effective teaching must adapt to the requirements of specific teaching situation [5]. The
English classroom teaching model under the network environment is under the guidance
of constructivism and other theories. This paper analyzes the integration of big data
multimodality in university foreign language courses at this stage, and initially forms
a theoretical framework for the construction and evaluation of our university English
multimodal classroom environment.

2 Multimodal Analysis of College English Classroom

In the teaching activities of colleges and universities, the classroom is the place where
teachers and students communicate most, so classroom teaching has always been the
focus of researchers. English not only refers to communication tools, but also is an
effective way to improve the use of English to obtain information, analyze information
and broaden your mind. Effective teaching is not only a kind of teaching theory but also
a kind of teaching practice. In order to construct the multi-modal classroom teaching
strategy of college English under the new curriculum standard, we use the method
of combining student questionnaires and teacher interviews to understand the current
situation of college English classroom teaching [6]. The English level of the college
students enrolled by the large-scale enrollment expansion in our country is different, so
the teaching methods of teachers need to be adjusted. In addition, due to the differences
of students in different schools, the classroom teaching environment cannot be ignored.
Based on the theoretical model of the construction and evaluation of the multimodal
classroom environment of college English in China, the scale is designed to investigate
the teaching process and teaching results of college English classroom at two levels by
exploring the personal perception of college students of English classroom environment
in China.

With the development of the times, the main function of modern English classroom
teaching is not only to teach students about the English language itself, but also to
cultivate students’ ability to communicate in English. On the whole, the relationship
between the three dimensions of the teaching process and between the three dimensions
and the learning effect is assumed to be consistent with the observed data. Each path
coefficient of the pathmodel has significant significance. Figure 1 is a path analysismodel
of constructing dimensions of college English multimodal classroom environment and
learning effects.
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Fig. 1. Path analysis model.

The three dimensions of learning behavior, interpersonal support, and situational
support also show significant positive correlations with learning effects. It shows that
the three dimensions are related to the learning effect, which further reflects the high
internal reliability of the overall scale. Among the many factors that affect effective
teaching, classroom management, activity innovation, and educational technology are
three important variables that affect the establishment of teaching situations. The estab-
lishment of teaching situations is the basic requirement for effective teaching. The con-
stantly changing teaching situations require teachers to adopt flexible and diverse class-
roommanagement strategies to ensure the orderly development of teaching activities [7].
Teaching media should be a cognitive tool for students’ active learning and collaborative
exploration, not just a means to help teachers impart knowledge. Under the new round
of curriculum reform, the core literacy training of subjects becomes the top priority, and
the core literacy of English subjects naturally becomes the focus of educators. College
students can say a lot of time, can also say very little, the key is how to reasonably
plan the time, the combination of work and rest is the best choice for learning. College
students face not only academics but also invisible shoulders on their shoulders. There
is an extra burden of responsibility pressure, which affects the learning effect in happy
colleges [10–14].

3 Practical Exploration of Multimodal English Classroom

The effectiveness evaluation of classroom teaching should not only look at the results
of teaching, but also attach importance to the teaching process. In the questionnaire
survey and discussion, we also found that what students think of teachers’ multimodal
classroom teaching behavior includes in-depth explanation, clear multimedia course-
ware, active classroom atmosphere and effective group discussions. When one mode of
discourse cannot fully express the full meaning of the communicator, the communicator
must supplement and strengthen it with other modes of discourse [15, 16]. Although
students began to contact with English from primary school, some students were not
interested in it and did not pay attention to it, which led to the low English scores. The
content of classroom teaching is pronunciation. Teachers should explain the key points
and skills of pronunciation clearly, and then let students imitate with reference to the
corresponding audio. A relaxed English learning atmosphere should be created. Boring
times are unavoidable in English learning. Teaching is not only a cognitive process [17].
A lively and efficient course cannot be conducted under tight teacher-student relations.

The language itself is very vivid, but it is difficult for students to keep their attention
throughout the English class. Multimodal application will mobilize students’ different
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senses, and the conversion of different modes will continuously attract students’ atten-
tion, enhance students’ learning interest and thus improve classroom teaching efficiency
[18]. A reasonable and effective teaching theory is fundamental in the teaching process.
The influence of students’ knowledge and experience gained through participating in
teaching activities on their learning behavior, interpersonal support and landscape sup-
port is an important part of building a multi-modal classroom environment. In a foreign
language environment, classroom learning is not only a series of cognitive processes
such as processing, analyzing and memorizing the oral or written language input of the
target language. Teaching characteristics are the combination and expression of teach-
ers’ long-term formed teaching concepts, teaching ability and teaching style, and are
the sign of excellent teachers’ mature, personalized and creative stable state. With the
promotion of the new curriculum concept, teachers should pay attention to the improved
teaching mode, gradually changing from the traditional knowledge indoctrination to the
guidance, inspiration, consultation and encouragement of students’ learning, so as to
liberate students from the learning machine.

4 Conclusion

The popularization of big data and the development of multimedia make the second lan-
guage acquisition mode show the characteristics of multimodal. The reconstruction of
multimodal classroom must be rooted in the classroom full of information and wisdom.
Classroom teaching is the most important link in the process of foreign language learn-
ing, and the construction of multimodal classroom environment is an important potential
factor that determines the quality of teaching. The discussion in this paper has initially
formed a theoretical framework for the construction and evaluation of multimodal class-
room environment for college English in China. The choice of multiple modes in English
classroom teaching is because one mode cannot fully convey the teaching content or can
not effectively convey clear teaching content, teachers must supplement and strengthen
it with other modes of discourse. Multimodal teaching mode is more in line with the
needs of the society and the times. In the English classroom, multimodal means are used
to stimulate students’ multiple senses through network technology, so as to stimulate
students’ interest and initiative in learning English. Whether students’ learning methods
are scientific, learning efficiency and learning initiative affect their learning effect. The-
ory is only a guide in teaching, but also requires teachers to fill in the gaps with their
rich working experience and profound knowledge to contribute to the construction of
multimodal classroom environment.
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Abstract. With the development of higher education information, hybrid teach-
ing as a new teaching mode is being gradually built and applied by many colleges
and universities. The hybrid teaching mode not only realizes the integration of
online learning and traditional classroom, but also improves students’ ability of
self-learning. The author’s researchmainly expounds from three levels, firstly clar-
ifies the connotation of mixed teaching mode, secondly analyzes the construction
strategy of mixed teaching mode in colleges and universities, and finally takes
English professional teaching as an example, and elaborates the application of
mixed teaching mode in practice.

Keywords: Mixed learning · College English · Diversity research

1 Introduction

The hybrid teaching method is based on the development of the times to select and
integrate advanced and excellent teaching methods, teaching resources and teaching
mode, aiming to strengthen the basic knowledge of language and practical application
of English majors in colleges and universities. The implementation of hybrid teaching
methodsmust have solid theoretical guidance and experience summary, require teachers’
careful design and scientific planning, and adjust the corresponding teachingmethods in a
timelymanner for students’ learning.Many teachers in the teaching process do notmaster
themixed teachingmethods, the root cause is that teachers can not scientifically integrate
traditional teaching methods and Internet teaching methods, can not scientifically use
the teaching methods and content of the two complementary advantages, to achieve
strong combination. Network teaching is the inevitable trend of the development of the
times. If teachers can not master network teaching, it will seriously affect the quality of
classroom teaching. Therefore, teachers should scientifically integrate network assisted
teaching, use a variety of teachingmethods, scientificallymaster network teaching skills,
give full play to the advantages of network teaching, and effectively make up for the
shortcomings and shortcomings of traditional classroom teaching [1].
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2 Construction Strategies for Mixed Teaching Models in Colleges
and Universities

2.1 Import Flip Classroom Teaching Form to Strengthen Students’
Capacity-Building in English Learning

The main value of the flip classroom teaching form with the Internet as the carrier is
reflected in the change of teaching mode, the change of teaching content, the scientific
change of teacher’s teaching mode, and the change of students’ learning form. In the
traditional classroom teaching, science importflip classroom teaching form, is to allow
students to have more time and opportunity to carry out language practice, no longer
implement the theory of large blocks in the classroom, teachers before class through
video form to present basic content, so that students learn some knowledge in advance,
in the classroom, teachers have more time for their teaching of English basic knowl-
edge intensive training, such as situational dialogue, simulated language dialogue and
debate, so that students experience the practice of language in the classroom, Realize
the coordinated development of theory and practice, and promote the realization of the
goal of applied English talents. First of all, flipping the classroom teaching form requires
teachers to scientifically reform the classroom teaching structure, to allocate the time
of teachers’ English theoretical knowledge explanation and students’ language prac-
tice exercise, and to make the students’ language practice exercise the key content of
classroom teaching, to realize the dynamic learning mode of students, and to transform
the teacher sancturnity into the organizer of the activity-based classroom, not just the
theoretical knowledge. Secondly, importing and flipping the classroom teaching form
requires teachers to carefully craft the curriculum before class, highlight the difficulties,
guide students to learn, understand and master the learning content, students also need
to properly save such learning videos, according to learning habits to do a good job
of sub-category and key outline, convenient for the future “basic English” curriculum
theoretical knowledge review and communication ability to strengthen [2].

2.2 Import Micro-teaching Forms to Promote Students’ Capacity-Building
in English Learning

The main value of micro-teaching form with mobile phone as the carrier is reflected in
the timely dissemination and sharing of “fine” learning video, can be typical, valuable
learning content in the form of video timely sharing to students, can effectively summa-
rize and comb the knowledge plate, the fragmented knowledge content in series to form
a knowledge chain, and can accurately grasp the essence, clear focus, easy for students to
understand and practice the use. There are many contents in the course of basic English
for College English majors, and each knowledge point and knowledge segment has its
core elements. Teachers should guide students to master the core knowledge points, only
relying on classroom time is far from enough. Teachers need to import Microteaching
in time, and make use of the advantages of microteaching, and adapt to the help of
micro-blog, WeChat, QQ group, official account and web page [3].

Communication channels for students to consolidate their learning after class.Micro-
class teaching form can fully mobilize students to use fragmented time to learn, video
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situation teaching content presented more rich learning content, can be the key gram-
mar knowledge, vocabulary memory rules, reading and writing skills, Anglo-American
cultural differences, can also be classic European and American film and television
clips, or professional business English communication skills, such as diversified learning
resources rich in micro-teaching content, promote the overall development of students’
English knowledge [4].

Thewidespreaduse ofmicro-teaching form is the inevitable result of the development
of the Internet age, teachers should make full use of this advantage to assist the basic
English classroom teaching in colleges and universities, make up for the transient ness
of traditional classroom teaching time and the limitation of teaching content. The micro-
class videos producedby teachers are very valuable typical learning content, emphasizing
fine and small, easy for students to learn and digest understanding. In addition, teachers
can regularly or irregularly share micro-class videos, and do a good job of students’
learning records supervision work, such as the implementation of check-in clocking
to promote students micro-class content learning. Taking this kind of teaching form
combining online classroom with offline micro-class can effectively consolidate the
basic English theoretical knowledge and practical application of students [5].

2.3 Importthe Course Mode, Science Construction Course, Strengthen Students’
English Application Capacity-Building

With the Internet as the carrier, the development and application of various learning plat-
forms and learning app accelerates and promotes the application of the teaching form of
mu in the basic courses of English in colleges and universities [6–10]. The value of the
teaching form ofMu class is mainly reflected in the openness of viewing, the systematic,
complete and precise content, students can quickly search for a variety of large-scale
online quality courses according to the needs of learning and ability development, to
achieve the expansion of knowledge ability and thinking deepening. A complete knowl-
edge chain application process on display in the form of teaching is no longer a single
point of knowledge, but a quality course of listening and writing in basic English. The
so-called quality curriculum embodies a deeper level of language understanding and
language use skills, which requires students to think deeply and explore, and to give
more prominence to the practical exercise of students’ comprehensive English ability. In
the classroom teaching, the introduction of the teaching form of the teaching class can
effectively realize the scientific transformation of teaching form, the classroom teaching
will be actively transformed into the students’ independent learning, and the classroom
learning to extracurricular learning extension, for students to create more opportunities
for independent learning. In order to effectively promote the scientific application of
the teaching form of the teaching of the teaching, teachers need to make timely learn-
ing supervision and timely answer questions, for example, to build WeChat learning
exchange group, supervise students’ independent learning, organize learning, discuss
and answer questions, in order to effectively promote students’ in-depth study. College
English major “basic English” is a very wide range of topics, and very targeted, students
can according to their own ability to develop the needs of the Internet, quickly retrieve
many valuable learning videos, through in-depth study, thinking and practice exercise,
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can effectively promote the college English major English application capacity-building
[11–14].

In the traditional classroom teaching, the introduction of flipped classroom, micro-
class and teaching forms, are aimed at the development of students’ ability, the need
to plan, scientific design teaching forms, so that hybrid teaching better serve the col-
lege English major “basic English” curriculum teaching, and constantly strengthen the
students’ English language application ability [15].

3 The Requirements of Teachers in the Mixed Teaching Mode
of Colleges and Universities

It is the goal of the reform of college English teaching to change acceptive learning to
active inquiry learning. Themassive network online resources and convenient interactive
communication make hybrid teaching become the most representative teaching mode
in the modern stage of educational technology. The so-called mixed teaching, that is, to
play the role of teacher guidance, supervision and students as the main body of initiative,
creativity, make full use of online teaching and classroom teaching complement each
other, improve the learning effect of students. Generally speaking, the hybrid teaching
model is divided into three levels: one is the online (E-learning) offline (classroom)
hybrid learning docking, the other is the classroom discussion and virtual classroom
learning “integrated” learning, and the third is the “learning” and “learning” mix, that
is, learning skills and practice [16–18].

The core of hybrid teaching is to realize the effective integration of online and
offline, and to improve and transform the traditional teaching. From the perspective
of comparative education, the traditional teaching classroom is teacher-centered, most
of the classroom time is used for low-level cognitive activities such as memory and
understanding, there is less contactwith learning for higher-level cognitive activities such
as analysis, evaluation and debate, while classroom teaching in the world’s mainstream
colleges and universities revolves around higher-level cognitive activities, with students
hands-on practice training, innovative thinking and rapid development of ability [19,
20].

The hybrid teaching mode not only changes the students’ cognitive way, but also
changes the teacher’s teaching style and teaching strategy to a certain extent. The change
of teacher’s role is reflected in the shift from focusing on “how to teach” to paying more
attention to “how to guide learning”. From the analysis of students’ needs, teaching
content and actual teaching environment, teachers plan and guide students’ individual
learning needs with the goal of teaching tasks. Teaching uses classroom debate, answer-
ing questions and group cooperation activities to strengthen and consolidate what is
learned in the classroom, expand divergent thinking, and promote students to complete
deep learning. In mixed teaching, teachers should learn to use multimedia technology
and network platforms, integrate various teaching resources, create cross-cultural com-
munication simulation language environment for students, monitor students’ online and
offline learning process, track learning records and learning feedback, encourage and
urge students to cultivate interest and motivation in self-study language. Teaching eval-
uation is no longer focused solely on test scores, but on the learning process and student
growth.
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4 College English Hybrid Teaching Mode Application

The promotion of mixed teaching mode makes the teaching form of the new era pay
attention to. Under the guidance of the mu class platform, many people in China interac-
tive teaching platform, such as super-star learning pass, rain classroom, blue ink cloud
class and other rapid development, and gradually be promoted to use. Relying on the
modern information platform, the mixed teaching model aimed at improving teacher-
student interaction and teaching efficiency has gradually taken to the stage and been
widely promoted. The hybrid teaching mode breaks through the contradiction of tra-
ditional classroom teaching, and has the characteristics of flexible teaching place and
wide range of subjects, which meets the diversified learning aspirations of learners in
the context of the new era.

4.1 Application of Teaching Mode Based on Instant Interaction in a Mobile
Environment

In the context of mobile information technology support, English major teaching should
adapt to the needs of the times, and adopt the mixed teaching mode of the instant
interaction with the traditional classroom, namely, the student’s offline (autonomous
learning) and flip classroom (classroom discussion) combination.

Taking the “BasicS of English Writing” course taught by the author as an example,
this course is based on the interactive teaching platform of “Blue Ink Cloud Class”,
which adopts the mixed teaching mode, and the teaching link is designed as follows:
Before class, teachers choose suitable according to teaching content.

Learning materials, and upload the learning materials to the Blue Ink Cloud class
platform, such as how to write an outline, how to conceive, the meme sentence writing
and demonstration methods to strengthen the students’ grasp of theoretical knowledge,
students log on to the network platform, independent completion of course learning. In
class, the teacher relies on the key content in the video, asks questions, arouses students to
think deeply about the knowledge and method of writing theory and conducts group dis-
cussions, and at the same time, the teacher answers questions according to the students’
discussion situation. In class, teachers can interact with students instantly information,
such as roll call, test, answer and other novel teaching links, efficient completion of
teaching tasks, in line with the new era of students to accept the characteristics of infor-
mation. At the same time, teachers can timely and effectively grasp the learning situation
of students through the data percentage. After class, students combine classroom dis-
cussions, complete exercises, and feed back to teachers. In the course of learning in this
course, students’ composition homework feedback is good, which shows the effective
and efficient mode of mixed teaching.

4.2 Application of English Teaching Mode Based on Complementarity
of Human-Machine

The complementary model of human-machine complements is a useful complement to
the traditional teachingmodel. Combinedwith the traditional teachingmode, the practice
of homework evaluation, testing and feedback through the Internet platform can not only



436 M. Zhang

improve the efficiency of teachers and students, but also timely and accurate feedback
of results, effectively solve the contradictions existing in the traditional classroom.

The author takes the English professional writing course as an example, in the course
of teaching this course, the author combines the traditional composition feedback mech-
anism, and at the same time introduces the online composition review platform of the
“batch change network”. In the stage of composition modification, the effective use of
teachers’ revision, studentmutual evaluation and approval network and other channels of
mutual integration of the form, the students’ practice synod, so that students get different
opinions and expand their thinking.

5 Conclusion

Mixed university English teaching practice, with “personalized” independent learning
and “online and offline classroom complementeaching” as the goal, task-oriented, all-
round,multi-terminal for scientific layered graded teaching services. The hybrid teaching
mode can promote the interaction between teachers and students, make up for the defi-
ciency of the traditional teaching mode based on teacher teaching, and further deepen
the reform of English teaching in colleges and universities. This kind of teachingmode is
student-centered interactive teaching experience,which highlights students’ subjectivity,
promotes personalized learning and development, and is conducive to improving stu-
dents’ employment competitiveness. Select students with training potential to strengthen
the second classroom learning, excellent students to tutor one-on-one tutoring, for the
reform of college English teaching out of a new path.

In themixed teaching experience, college English teachers adhere to the combination
of classroom teaching andpractical teaching, traditional teaching andmodern technology
integration, to carry out all-round, diversified teaching. Under the guidance of “three
comprehensive education”, we should carry out the fundamental task of “establishing
morality and cultivating talents”.We should combine ideological and political education
with language skills training to overcome the western culture centered teaching mode. It
is our duty to spread advanced culture and let Chinese culture go to the world. Guiding
college students to strengthen their cultural self-confidence and consciousness, broaden
their international vision, and enhance their recognition of Chinese excellent traditional
culture.
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Abstract. This paper starts from the perspective of the ecological teaching of
foreign languages in the context of computer networks. The current situation
of the lack of an ecological model in college English classroom teaching under
the current computer network environment is proposed, and the construction of a
college English ecological classroom teaching model under the computer network
environment is studied. The theoretical method has certain reference value for the
construction and optimization strategies of the ecological teaching mode under
the computer network environment and the realization and development of foreign
language courses.

Keywords: Computer network · Foreign language ecology · Teaching mode

1 Introduction

At present, with the gradual progress of globalization and the rapid development of
computer network technology, many aspects of people’s lives are being profoundly
affected by the age of the Internet information [1–5]. The widespread use of computer
networks has also brought unprecedented opportunities and challenges for language
teaching. At present, although there has been some improvement in college English
classroom teaching, it has neglected the integrity of the classroom, the relevance of
various factors in the classroom, the openness and continuity of the teaching process, and
has separated many factors such as curriculum, teachers, students, and the environment
[6–8]. The organic connections and interactions between them have led to imbalances
in the classroom ecology and ultimately to the loss of vitality in the original living
classroom. To this end, exploring how to revive the collegeEnglish classroomecosystem,
how to exert the synergy effect of various ecological factors, and achieve effective,
high-quality teaching, has important theoretical and practical significance [9–13].
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2 The Ecological Education Mode of Computer Network
Technology in Foreign Languages

2.1 Constructing a Foreign Language Ecological Teaching Model Based
on Computer Network Technology

Under the era of widespread application of information technology, computer network
technology accelerates management changes in various fields with its unique charac-
teristics of high speed, integration, virtualization, and intelligence. Including foreign
language ecological teaching mode, foreign language teachers will not need to use com-
puter network technology to deal with various foreign languages teaching work [14, 15].
The interpenetration and development of multi-disciplines such as foreign language eco-
logical teaching, computer and foreign language teaching, will continue to promote the
integration of computer network technology and the foreign language ecological teach-
ing model field. In foreign language teaching, the foreign language ecological teaching
model and computer network technology complements each other. At present, the degree
of information in the field of foreign language ecological teaching has become higher
and higher, and many of the business data processing has been digitized and networked.
Traditionalmanual inspectionmethods have been difficult to adapt to the requirements of
foreign language teaching. At the same time, in terms of information of foreign language
teaching, computer network technology has continuously expanded the scope of foreign
language teaching.With the continuous maturity of computer network technology, it has
gradually realized the use of computer systems to assist foreign language teachers in data
calculation and data analysis, and can be used in the field of foreign language ecolog-
ical teaching [16–21]. The use of electronic data for information management analysis
will gradually break the gap between electronic data and foreign language teachers in
the field of foreign language eco-teaching, and save a lot of manpower and material
resources for foreign language teaching and improve work efficiency. Therefore, the
ecological language teaching model based on computer network technology will be an
effective way for the future development of foreign language ecological teaching model.
Similarly, the application of computer network technology in the field of foreign lan-
guage ecological teaching model will also make computer network technology theory
and application. The level has been continuously improved. The methods for developing
a foreign language ecological teaching model are as follows:

(1) The traditional methods for developing the ecological teaching model of foreign
languages include: checking records or foreign language teaching materials, checking
tangible teaching equipment, teaching feedback, teaching interviews, teaching com-
ments, teaching evaluation, and teaching implementation. Traditional foreign language
teaching methods are still necessary and effective for the foreign language ecological
teaching model, as shown in Fig. 1.

Foreign language teaching materials: This is the most traditional approach to foreign
language teaching. It involves the mobilization, management, and use of resources in the
development andutilization of resources, foreign language ecological teaching, aswell as
the establishment and improvement of foreign language ecological teaching systems, and
policy development in the development and promotion of foreign language ecological
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teaching in colleges and universities [22–24]. And the implementation of teaching is
using this method to correlate relevant language teaching materials and records.

Tangible teaching appliances: In the ecological teaching mode of foreign languages,
the inspection of tangible teaching equipment is mainly to check whether the number of
various facilities and equipment used for development and promotion of foreign language
ecological teaching satisfies the requirements and whether the operation status is good.

Foreign language 
teaching materials

Tangible teaching 
equipment

Teaching feedback

Teaching interview

Teaching
implementation

Teaching Evaluation

Teaching Review Ecological
Education in 

Foreign
Languages

Fig. 1. Analysis of traditional methods for developing ecological teaching mode in foreign
languages.

Teaching feedback: It is obviouswhether field teaching feedback on foreign language
ecological teaching is in good condition. However, foreign language teachers need to
pay more attention to whether the teaching feedback has been taken by foreign language
teaching institutions in terms of measures and measures, and whether they have been
used in foreign languages [25]. The institutions or their staff’s business activities or
teaching implementation proceeds comply with the relevant regulations.

Teaching interviews: Special attention should be paid to this method in the foreign
language ecological teaching model, which mainly adopts survey questionnaires and
interview teaching methods. For example, a survey of environmental promotion is con-
ducted and a questionnaire is sent to relevant personnel who have lived in the area for a
long time.

Teaching review: It is the process by which a foreign language teacher acquires
foreign language teaching materials through direct statements from third parties on the
relevant information and status in order to obtain relevant information.

Teaching evaluation. It is the foreign language teacher who checks the correctness of
the relevant data teaching evaluation and can be used to review the following materials:
teaching evaluation of original vouchers and bookkeeping vouchers, teaching evaluation
of teaching logs, teaching evaluation of lists, and teaching evaluation of other relevant
materials.

Teaching implementation: It is the foreign language teacher who independently con-
ducts re-operation verification on relevant business procedures or control activities. In
the foreign language ecological teaching model, this method has an important role, and
that is, the teaching methods and measures related to foreign language ecological teach-
ing are taught once by foreign language teachers or related professionals, and the results
are retested [26–28]. For example, in the foreign language teaching of teaching quality,
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it is not possible to rely solely on the data provided by the education department. After
the foreign language teacher conducts an on-site experiment, the third-party teaching
implements evaluation procedures to verify the teaching quality.

(2) A comparative study of computer network technology and traditional foreign
language teaching methods.

The traditional foreign language teaching method is applicable to the verification of
the foreign language ecological teaching model. However, due to the particularity of the
foreign language ecological teaching model, it has certain limitations in the analysis of
foreign language teaching. Therefore, the foreign language ecological teaching model
must explore somenewones. In the current situationwhere computer network technology
is widely used, computer network technology has beenwidely used in the field of foreign
language eco-teaching. The business database of relevant departments can provide data
such as completion of classes, education statistics, and onlinemonitoring [29–32]. These
data volumes are very large. The mutual relationship is also very complicated, which
requires that institutions and foreign language teachers use computer networks to assist in
foreign language teaching. In terms of foreign language teachingmanagement, computer
network technology and traditional foreign language teachingmethods are very different.
The traditional foreign language teachingmethodsmainly rely onpapermaterials to carry
out foreign language teaching, including the preparation, formulation, and approval of
the implementation plan of the previous period of foreign language teaching preparation.

The summary of the final period of foreign language teaching and the work of the
implementation stage were all performed by foreign language teachers through writ-
ten materials, and their real-time and convenience were all poor. Computer network
technology has changed the problems of the lack of real-time and convenience in the
traditional paper media and written communication. Real-time communication between
foreign language teaching groups and institutions has been realized through electronic
data packets and network transmission. The communication between teachers of foreign
language teaching groups has created a convenient platform. Because computer network
technology is widely used in the field, foreign language teachers face not only simple
teaching plans, but also face a large amount of data and diverse information systems, in
such an increasingly complex foreign language teaching classroom. The traditional for-
eign language teaching methods face enormous challenges. The director of the National
Bureau of Education put forward the need to master the technical skills of computer
networks, or else foreign language teachers will lose their teaching qualifications in the
future. Therefore, in advancing computer network technology, it is of great significance
to strengthen research and experience sharing in this area.

2.2 The Application of Computer Network Technology in Educational Foreign
Language Teaching

In the implementation of foreign language teaching for a certain year’s planned edu-
cation of a city’s education bureau, the key teaching ecological promotion project of
foreign language teaching investment is extended by using computer network technol-
ogy, and the performance of the projects it invests is evaluated. A municipal education
bureau is a municipal-level financial planning unit that organizes and supervises the
implementation of key subjects. In the implementation of foreign language teaching in
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the planning education of a certain year, the implementation of supervision and informa-
tion dissemination of foreign language ecological teaching is reviewed. In this foreign
language teaching, the implementation of the teaching plan of the department plan and
the investigation of the business data of the teaching object are taken in point, the use
of computer network technology techniques to analyze the focus of foreign language
teaching, through the extension of foreign language teaching key projects, reveals the
problems in the supervision and management of foreign language ecological teaching,
ecological teaching survey and information dissemination. The application of computer
network technology in the practice of the project is mainly divided into two aspects. On
the one hand, it is the management of foreign language teaching, including project estab-
lishment in the computer network information system, production of foreign language
teaching materials, formulation of foreign language teaching implementation programs,
and foreign language teaching. Ecological implementation process has foreign language
teaching summary, foreign language teaching exchange and so on. On the other hand, it
analyzes and deals with foreign language teaching data, including analysis and process-
ing of business data and analysis and processing of teaching data. The application of
computer network technology will be combined with the application of foreign language
teaching management system and data analysis system.

kτ

kh 1−+ ihkh ihkh + hk )1( +

1−ku ku

Fig. 2. Analysis of foreign language eco-teaching data using foreign language teaching ecological
teaching implementation system.

The foreign language teaching scene management system manages the foreign lan-
guage teaching, and specifies the foreign language teaching matters and the method of
foreign language teaching, which is conducive to clarifying the objectives of foreign
language teaching and guiding the development of foreign language ecological teaching
[33, 34]. The use of foreign language teaching and teaching system (AO) to analyze for-
eign language ecological teaching data, and find foreign language ecological teaching
focus and clues, and discover foreign language ecological teaching doubt, performance
analysis and other applications, as shown in Fig. 2.

(1) Application of computer network technology in organization and management
of foreign language teaching.

In order to make use of computer network technology to establish a foreign language
teaching library for colleges and universities, and to facilitate the institutions to master
the overall situation of foreign language teaching, the colleges and universities will carry
out foreign language teaching into the comprehensive information management system
of universities and colleges. From the project planning, project approval, preparation
of project implementation plans, implementation plan approval, and other preparatory
stages of the project all operate in the integrated information management system and
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keep the project information in the system.First, according to the annual foreign language
teaching plan of the institutions, the foreign language teaching will be established in the
comprehensive teaching and ecological TOA system, and the project basic information
will be entered, including the project implementation time, the number of foreign lan-
guage ecological teaching human resources, project organizationmethods, project estab-
lishment background and project analysis. Foreign language ecological teaching goals
have predetermined foreign language ecological teaching objects and foreign language
ecological teaching range.

In the integrated teaching ecology TOA system, the foreign language ecological
teaching implementation plan is decomposed and entered according to specific teaching
items, and foreign language ecological teaching objectives, foreign language ecolog-
ical teaching contents, steps and methods as well as personnel division are specified
for each foreign language ecological teaching item. After the implementation of the
foreign language eco-teaching implementation plan is completed in the system, it will
be approved by the higher-level leaders in accordance with the approval process, and
after completion of the implementation plan revision and improvement according to the
approval of the superior leaders, the foreign language teaching will be implemented
using the data exchange function of the integrated teaching ecology TOA system. Basic
information packages and project business packages are packaged and delivered. The
basic project information packages and service packages delivered to the foreign lan-
guage teaching group personnel on-site management information system to ensure that
the foreign language teaching group of teachers of foreign language ecological teaching
content consistent.

Through the combination of the teaching of ecological TOAandAOsystem, the focus
of foreign language teaching is clarified. Through the splitting of the implementation
plan, the goal of foreign language ecological teaching is clearer. The foreign language
teaching teamcan formaglobal awareness of the project’s profile by viewing the teaching
of the TOE system. There is a clear guidance on the specific tasks and procedures of the
division of labor, laying the foundation for the future implementation of the ecological
teaching of foreign language teaching.

(2)Application of computer network technology in the course implementation phase.
First of all, the foreign language teaching group teachers will introduce the foreign

language ecological teaching table into the on-site implementation information manage-
ment system, according to foreign language ecological teaching division of labor and in
the teaching of the ecological TOA system, a good foreign language ecological teaching
target requirements have foreign language ecological teaching content and steps and
methods to guide the implementation of project foreign language ecological teaching,
and foreign language teachers will record the implementation process of foreign lan-
guage ecological teaching to the teaching of ecological TOA system, as shown in Fig. 3
as follows.

According to the foreign language ecological teaching goal requirements, the foreign
language teachers adopt foreign language ecological teaching implementationmeasures,
and the problems found in the foreign language ecological teaching are formed accord-
ing to the corresponding questions and qualitative basis, and recorded in the teaching
ecological TOA system. During the implementation of the foreign language teaching
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Fig. 3. The implementation process of foreign language ecological teaching record to teaching
ecological TOA system diagram.

site, the teachers of the foreign language teaching group will timely implement the for-
eign language ecological teaching content that is filled in during the course according to
a certain period of time, including the process records in the teaching of the ecological
TOA system and foreign language ecological teaching. The other information is pack-
aged and the data package is transmitted to the foreign language teaching team leader,
so that the foreign language teaching leader can timely grasp the ecological teaching of
the foreign language teaching by implementing the management information system of
the foreign language ecological teaching. Through the application of computer network
technology in the implementation of foreign language teaching sites, the implementa-
tion of the ecological teaching of foreign language teaching can be carried out in depth,
which provides a powerful guarantee for the realization of foreign language ecological
teaching goals. At the same time, the organization and management of the project is also
more standardized and the quality of foreign language ecological teaching is guaranteed.
Organization management work more efficient operation.

3 Conclusion

This paper studies the construction model of college English ecological teaching model
under the ecological teaching of computer network. The purpose is to promote the
student’s overall healthy development, and exert the concerted efforts of various factors in
the classroom, and to promote the smooth development of the entire classroom teaching
process. Lead teachers can change their educational concepts, and teachers use thewhole,
contact, harmony, symbiosis and other ecological perspectives to carry out and reflect on
classroom teaching, and improve the efficiency and quality of college English classroom
teaching, and update educational concepts, and promote education. The sustainable
development of the ecosystem and the healthy development of the teaching and education
reform have strong practical significance.
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FCST Synergy Education Model Based
on Mobile Internet Technology in Chinese
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Abstract. FCST collaborative education model is a creative idea for vocational
college students cultivating, especially under the background of COVID-19 pan-
demic. Family, society, school and teacherwork together to provide comprehensive
education to students. Based on the background ofmobile Internet technology, this
paper proposes an interactivemode of “FCST” to train higher vocational education
students from families, schools, teachers and society. Research methods: litera-
ture retrieval method; questionnaire survey; sample interview; logical induction.
Research conclusions: Mobile Internet technology is a mature technology and can
be widely used in higher vocational education in China. In the process of ideolog-
ical education for college students, families, schools, teachers and society jointly
construct the “1+2+3+N” “FCST” collaborative education model.

Keywords: Mobile Internet Technology · Chinese Higher Vocational Education
Institutions · “1+2+3+N” Route · FCST Synergy Education Model

1 Background

Higher vocational education institutions are important positions for cultivating artisans
in great powers and are important platforms for carrying forward the spirit of artisans.
The Optimization and Innovation of Educational Model in Higher Vocational Education
Institutions Is the Necessity of the Intensive Development of Universities and Colleges
and an Important Measure to Strengthen the Ideological and Political Work in Colleges
and Universities in the New Age. The advent of new media forces ideological and
political education workers to change their way of thinking and working methods [1–3].
When the traditional working methods cannot meet the needs of education, they should
actively accept the new mode of education. The concrete meaning of “FCST” mode is
as follows: F refers to family; C refers to school; S refers to social society; T refers to
teacher, that is, society, family and school co-educate people. Theway of implementation
can be summed up as “1+2+3+N”, specifically as follows: For a college student in
higher vocational colleges, relying mainly on two main bodies of education relations
(schools and families) The school daily management + social life education + family
groups and collective sports), through the establishment of N micro-Internet education
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information platform in student ideological education and behavior management to form
synergy, co-governance, mutual supervision, and jointly promote higher Adult students
become successful, so as to achieve the purpose of Chinese higher vocational education
institutions and families to coordinate education [4, 5].

Under the background of the global pandemic of the COVID-19, the safety man-
agement of college students has aroused great concern of the government. As the main
body of student management, university plays an important role, but students’ families
and communities should also undertake certain management obligations. In this paper,
we establish a college student management model and epidemic prevention and con-
trol system with the interaction of families, schools, students and teachers. In order to
maintain the normal teaching and scientific research of college students, universities
should strengthen the epidemic prevention and control to ensure the health of university
teachers and students.

1.1 The Research Methods of This Thesis

Data retrieval method. With the help of internet data, full-text periodical network data
and text books, search the relevant information of this paper by data retrieval method to
provide research theoretical data support.

Questionnaire method. This thesis draws on the undergraduates of ten vocational
schools in central China as the research object, altogether 1000 questionnaires were
distributed and 928 were recovered. After invalid questionnaires were removed, 900
valid questionnaires were sent out. The author conducted a statistical analysis of valid
questionnaires, and the data obtainedwill be used as the status quodata in the dissertation.

Interview. In order to understand the use of mobile Internet, such as WeChat, QQ
and other parents, the author conducted interviews with 50 parents, mainly about the
contact frequency, content and methods of parents and college students.

Logic Induction.According to his own in-depth observation andfield visits, this paper
summarizes the variousmaterials studied, so that the research resultsmore rigorous,more
practical, more application value.

2 The Status Quo of Cooperative Education in Higher Vocational
Institutes

Synergy Effects, in short, is the effect of “1+ 1> 2”. In 1971, the German physicist Her-
mann· Haken proposed the concept of synergy. In 1976, he systematically discussed the
theory of synergy and published such works as Introduction to “Symposium Introduc-
tion”. Synergies hold the view that there is an interaction and mutual cooperation among
the various systems in the whole environment. Collaborative effects can be divided into
external and internal situations, external collaboration refers to a cluster of enterprises
due to mutual cooperation to share business activities and specific resources, and there-
fore will be more than as a single operation of the business to obtain higher profitability;
internal collaboration refers to the overall effect of different parts of the enterprise pro-
duction, marketing and management, and different phases and different aspects of using
the same resource together [6–9].



FCST Synergy Education Model Based on Mobile Internet Technology 449

At present, the factors that affect the construction of institutions of higher voca-
tional education and family co-ordination mainly include the following aspects: First,
the responsibility orientation of the co-education between families and colleges and uni-
versities in the country is not clearly defined at the national level so that schools and
families play synergies Education for a variety of reasons led to “education vacuum.”
Second, due to economic pressure, work pressure and family burden, parents push the
education responsibility to schools and participate in the education of common sense.
Thirdly, in the process of giving play to the effectiveness of the leader of collaborative
education between families and colleges, the higher vocational education institutes have
not taken the initiative andmade the coordinated education between families and colleges
and universities appear on the surface, making it difficult to make breakthroughs [10].
To sum up, the problems that arise in the co-education between families and colleges are
related to the “absence” of the cooperation mechanism of co-education between families
and universities. Only when the benign cooperation mechanism is really built can all
parties play their initiative, participation and initiative, So as to achieve the optimization
of education effect.

The main objective of the interactive model between the family and the college is to
make full use of information technology and information equipment so as to solve the
problem of lack of effective and smooth communication between parents, students and
schools on education issues and to narrow the distance between families and schools.
The effect of communication enables parents to recognize the importance of family
and school co-education and promote the healthy development and overall growth of
students.

2.1 The Main Body Composition of Collaborative Education Model

Fig. 1. College, family, society, teacher’s collaborative education model.

The 21st century is a century with rapid development of science and technology. The
construction of our country needs more talents. These talents not only need professional
knowledge but also have sound personality [11–13]. Therefore, the ideological and
political education of college students in higher vocational education should be combined
with social development, keep pace with the times, follow the pace of the times, take the
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social road. Higher vocational college students’ ideological education, relying on the
school’s own power is difficult to do, we must from the school, family, society share, to
play their respective advantages, to make up their own limitations of perspective, from
different angles to promote college student’s Moral education to develop and grow, as
Fig. 1.

College Students’ Parents. Parents play an important role in the interactive system
of home and college. The parents’ expectations of co-educational model are the main
functional requirements of the interactive system of home and college. In China’s urban-
rural one-child-based society, parents pay more and more attention to their children’s
education in schools. Parents hope to keep abreast of their children’s school conditions,
including learning, living and hobbies, through the contact of families and colleges
and universities [14, 15]. At the same time, parents also hope that through the mobile
communication platform feedback school specific circumstances, including positive and
positive, but also negative and negative. Good ideas can be feedback to the school
through the mobile Internet technology, hoping the school can further improve and
jointly improve the quality of children’s education, encourage students to better growth.

Vocational College Students. College students are the objects of common education
both at home and at colleges and universities, and also the main body of attention of
both parties. Through the interactive platform of home and college, students can see
the teachers’ evaluation of themselves, including positive praise and negative criticism,
and formulate new learning plans based on the assessment so as to find out the gaps
and make learning more directional and motivated [16–18]. Students at different stages
of growth have different worldviews and values, student assessment is also a way to
promote better student growth, mutual evaluation can understand what their classmates
in a position, what behavior is more recognized by the students, which it is unwelcome,
in order to better understand themselves. Finally, students often experience confusion
and loss, and through the joint help of families and schools, students can feel warm
during their education.

The College. College is the main body of students in school education, is an important
place for students to learn and live. Schools can publish various school news and infor-
mation on home and college interactive systems, evaluate and guide students ‘thoughts
and behaviors, and give feedback on the students’ learning performance in recent time.
They can also make new education policies issued by higher education authorities In the
same way, various social and school supervision programs are conducted through inter-
active platforms of families and colleges so as to perfect various systems and policies
in schools so that schools can develop in an all-round way in education, teaching and
personnel training.

The Society. At present, China is in a crucial period of reform and opening up. Various
kinds of ideology and culture are intertwined and stirred up with each other, leading
to the formation of diverse social values. As a special group in society, the main liv-
ing environment of college students in higher vocational education is school, but their
influence by social environment can not be avoided. Poor social environment will lead
to the spirit of college students poverty, moral loss, psychological imbalance, therefore,
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it is necessary to strengthen the social environment. The concept of socialization of ide-
ological and political education among college students in higher vocational education
should be analyzed and researched from many angles and many factors.

3 China Mobile Internet Development and College Students’ Life

China mobile Internet development status quo. August 4, 2017 China Internet Network
Information Center (CNNIC) released the 40th Statistical Report on Internet Develop-
ment in China (hereinafter referred to as the “Report”) in Beijing. The Report shows that
as of June 2017, the number of netizen in China reached 751 million, accounting for one
fifth of the total number of Internet users in the world. At the same time, China’s Inter-
net penetration rate was 54.3%, surpassing the global average of 4.6 percentage points.
Mobile Internet users accounted for 96.3% of the dominant mobile Internet, Internet
users to further mobile devices centralized.

For social applications, WeChat, QQ space and blog became the top three social
application platforms with user usage rates of 84.3%, 65.8% and 38.7% respectively.
According to statistics, WeChat and QQ space utilization advantage is very obvious, and
the latter has opened the gap.

After 90 college students are accompanied by the development of mobile Internet up
a new generation. With the continuous decline in the price of smart phones and mobile
traffic tariff reduction, college students have become one of the major mobile Internet. In
the classrooms, dormitories, restaurants, bus stations or subway, everywhere with a cell
phone access to college students, mobile phone-based mobile Internet has been deeply
integrated into the daily life of contemporary college students and profoundly affect and
change the students learning and lifestyle.

The advent of newmedia forces ideological and political educationworkers to change
their way of thinking and working methods [19, 20]. When the traditional working
methods can not meet the needs of education, they should actively accept the new mode
of education. WeChat relies on these unique features and advantages to attract a large
number of users, especially undergraduates, to make college students become one of
the major user groups of WeChat and also one of the groups that WeChat needs to pay
attention to when it applies and develops software.

College students use WeChat survey. College students use the mobile Internet time.
The overall time spent by college students on mobile networks is generally high, with
only 33% of students having less than 3 h, 43% of students between 3 and 5 h, and 6% of
students even up to 8 h or more. According to the location of the Internet during the day,
84% of college students use their mobile phones for “anytime during the day”, followed
by “before going to bed” (76%) and “When using the toilet” (56%) and “Wake up in the
morning” (51%).

3.1 The Reason and Purpose of Using the Mobile Phone to Surf the Internet

Most of the college students choose to use the mobile phone network because of the “can
send a boring time” (75%), “Internet access is free from location restrictions” (74%) and
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“easy operation” (68%). The main purpose of using the mobile phone network is three.
The first is “communication” (89%), the second is “entertainment” (89%) and the third
is “access to information” (88%).

3.2 College Students Commonly Used Mobile Internet Applications

The most commonly used mobile phone network applications for higher vocational
college students are instant messaging (WeChat, QQ, etc.), personal space like Blog,
QQ, search engine, online payment and online music. Among them, every day will use
the top five are “instant messaging (WeChat, QQ, etc.)” “Blog, QQ and other personal
space” “search engine” “network news” and “online music.” From the aspect of each
option, instant messaging tools such as WeChat, QQ and so on are used frequently
by college students, which is obviously higher than the 91.2% usage rate of instant
messaging by nationwide mobile Internet users. Second, the daily use of mobile phones
by college students is mainly based on the three types of communication, access to
information and entertainment, which is basically consistent with the motivation and
purpose of using mobile phone networks for college students.

3.3 College Students Use Mobile Internet to Connect with Family Members

When asked about how often college students and their parents used mobile Internet,
31.03% of respondents chose to get in touch with their parents daily; 26.97% of college
students thought they would get in touch with their parents every other day; and 23.40%
Students from time to time communicate with their parents using their mobile Internet
with their parents. Only 18.60% of respondents choose to use their mobile Internet
technology to communicate with their parents rarely. Their contact information ismobile
phone.

3.4 College Students Use Mobile Internet Technology and Contact Content

Survey shows that students and teachers to communicate channels, the use of mobile
Internet technology accounted for 98.4%. 45.12%of the content is the dailymanagement
of the students; 24.21% of the students are learning content; and 19.74% of the exchange
is about the students’ safety and personal development of the content; 10.93% of the
content is the development of party members, social and other content.

3.5 Technical Support and Design Principles

Use the terminal.Android is an operating systemdesigned specifically formobile devices
such as mobile phones, PC and laptop, so the system is designed for simplicity, perfor-
mance and power savings. Android is largely based on Linux (Linux kernel, currently
version 3.0.1) and GNU software. In other words, Android is based on the Linux operat-
ing system for mobile terminal development. However, Android is not completely com-
patible with traditional Linux systems, for example, Android has a proprietary driver,
no Glibc support, no native windowing system, and more. Therefore, all Linux / GNU
applications can not be ported to Android.
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Fig. 2. System physical architecture diagram.

The physical structure of the system. According to the functional requirements of the
system, the client can complete the related functions through theWeChat public number
and browsing. The server must achieve Internet interconnected, in order to ensure that
the server and client network to data transmission and interaction. Users can use system
functions from their cell phones, laptops, PCs, etc., and system administrators must use
Web applications to manage the system. Therefore, the system physical environment
generally includes server devices and network devices. All kinds of client devices access
theWEB server through the network. TheWEB server interacts with the database server
to obtain the data, and then returns the data to the requesting user. Detailed physical
architecture (As shown Fig. 2).

Data transmission. In the application architecture, consists of two parts, namely,
mobile client and back-end server-side composition. Whether it is a mobile client or a
back-end server, the MVC schema is uniformly followed in the technical architecture.
MVC (Model View Controller) is a model-view-controller model. MVC is a design
paradigm. When organizing code, business logic, data, and display are separated. In this
way, when improving and optimizing the interface and user interaction data, No need to
rewrite business logic code. MVC has evolved independently for importing, exporting
and processing traditional input-output (UI) structures into the user interface.MVC ideas
and patterns in the background server-side development of the more mature mode, here
focuses on the application of MVC in mobile client, as follows:

• Model: The core part of the application to complete the storage and processing of
entity data.

• View: An XML layout file is used to describe the interface in Android. The interface
is used to generate user interface with the system. Android provides a rich interface
layout and flexible interface control technology.

• Controller: The control layer is actually Activity, which is determined by the life cycle
of the Activity. Through the Activity to complete the interaction of the entire business
logic, where the interaction with both human interaction, but also interact with the
system environment through this interaction to control the realization of the entire
system business logic. Use the set Content View method in the Activity to display the
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specified design interface, the user input data in the displayed interface, the control
interface to display and update the model state.

In recent years, China has vigorously developed vocational education, the number of
students in higher vocational education institutions has been constantly expanding, and
the problems existing in themanagement of students in higher vocational education insti-
tutions have also become increasingly prominent. Under the new situation, strengthening
the management of students in higher vocational education institutions and improving
the management effect are the needs of promoting the sustainable development of higher
vocational education institutions and ensuring the success of adult students. At a 2016
national conference on ideological and political work in universities, Xi Jinping, China’s
president, emphasized that “ideological and political work should be carried out through-
out the entire process of education and teaching so as to achieve full-time education and
full-scope education.”

4 Construction of FCST Synergy Education System

Fig. 3. Construction of “FCST” Synergy Education Model.

In the era of mobile Internet, parents can not only understand the academic status of
their children, but also understand the academic status of their classes, colleges and even
schools, and fully mobilize the parents’ motivation to participate in school education.
The mode of collaborative education for families and colleges and universities in higher
vocational education institutions is a starting point for strengthening the ideological and
political education in colleges and universities in the new era. It establishes a bridge of
cooperation between school-based education and family education, and promotes higher
vocational education Colleges and universities trained craftsmen. The paper designed
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the higher vocational education colleges and universities and colleges and universities
collaborative education “mobile Internet” model, as Fig. 3.

When applying the FCST system, universities should first classify and code the infor-
mation of students and their families to form a database, so as to realize the sharing of
database resources in the whole university; secondly, classify the students and their fam-
ilies database according to the geographical region, and establish several groups; thirdly,
collect the wechat accounts of students and their parents for grouping and coding, filter
the error information, and form data The university will input the personal information
of teachers into the data matrix, and get the data module of each region. The Internet
platform established by colleges and universities is used for constant monitoring and
information interaction.

5 Conclusion

With the mobile phone network entering the era of 4G and 5G, higher vocational educa-
tion institutions can organize teachers and students of the Information Network Institute
of our college to develop APP and APP for collaborative education of colleges and
universities. Just like Learning Chinese APP software, News, map of our school, stu-
dent moral education, enrollment and employment, etc. In the column of student moral
education, we embed the theoretical content of the ideological and political education
and the work experience sharing of the counselors so that the parents can increase the
number of students who browse the APP software Understanding of ideological and
political education, and enhance their children’s moral education. The true effectiveness
of information network platform in the development of family and college collabora-
tive education is reflected in the effective interaction between school and family, which
can create a one-to-one, many-to-many and many-to-many interaction with each other.
Artificial intelligence internet technology should be fully applied in the campusmanage-
ment of college students, especially in the face of public health emergencies, artificial
intelligence technology can be used in the behavior management, teaching management
and life management of college students. In the process of campus closed management,
Internet technology can not only solve the problem of students’ contact with their fami-
lies, but also solve the obstacles of academic discussion between teachers and students.
Tencent video conference APP, zoom, DingDing video conference APP and Wechat
video conference APP are widely used in Chinese universities.

Family and college co-education need to play the leading role of the school, but also
need to mobilize the enthusiasm of parents involved. Compared with the school, parents
in the family and college collaborative initiative was significantly less than the initiative.
The establishment of a parent committee, hiring high education, coordination ability,
with strong ideological and political education theory and practical ability of parents
to serve as chairman, responsible for the organization and management of family and
college co-education of family-related issues. The result of doing so can effectively
reduce the workload of counselors and ensure the smooth connection between schools
and families, so as to provide guarantee for higher vocational education institutions to
train qualified personnel.
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Reform and Innovation of Financial Teaching
in the Environment of Financial Crisis
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Abstract. How to apply Internet technology to the classroom in the teaching
process of applied undergraduate colleges is a questionworth studying. At present,
in the context of the domestic financial crisis, it is in this form to create learning
videos, students can watch at home or outside the classroom, can study completely
at home, or can return to the classroom to study. Face to face communication
between teachers and students through the Internet reduces a sense of oppression.
And the emergence of the financial crisis has replaced the lack of traditional
classroom teaching, highlighting the dominant position and encouraging changes
in teaching methods. In the environment of financial crisis, the reform and reform
of education is still the same theme of the times, especially the development and
innovation of educational methods, combinedwith the current reform of education
and learning forms, in fact, the use of information resources sharing. Based on
this, a new model suitable for undergraduate education in China is put forward,
which can be used for reference to the innovative research of “Internet+” model
of undergraduate education. This paper focuses on the financial teaching reform
and innovation path under the financial crisis.

Keywords: Financial Crisis Environment · Financial Teaching Reform ·
Innovation path

1 Introduction

In the contemporary mode of education, teachers’ teaching methods are also constantly
improving and improving, in order to make classroom teaching no longer single solid-
ification, the use of modern Internet technology combined with classroom teaching is
the most common way so far. Teaching knowledge for many students are more pro-
found difficult to understand, so many students give up learning, to re-engage students
to learn confidence, teachers need to combine the current popular Internet technology
with classroom content. In today’s innovation and reform of education, we should also
keep up with the pace of the times and apply convenient and fast Internet technology,
which not only makes the teaching method new, but also reduces the time for teachers to
give lectures, so that students can learn a lot of knowledge through the Internet [1]. The
development of educational innovation is still the most important thing in the educa-
tional field, because it can effectively promote the balanced development of compulsory
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education. Prime Minister Li Keqiang has also mentioned strengthening education to
speed up the construction of a modern education system. Based on this, we can add the
Internet to the existing teaching methods to change the traditional teaching methods of
the former single stereotype.

2 Main Problems of Traditional Teaching Mode in the Context
of Financial Crisis

2.1 No Comprehensive Training for Students

The traditional mode of teaching in our country can not satisfy the present mode of
educational development completely, because the traditional mode of education focuses
more on the teaching of students’ knowledge, and neglects the cultivation and develop-
ment of students’ various abilities, especially the lack of emphasis on the cultivation of
students’ innovative ability, as Fig. 1.

Fig. 1. Financial crisis environment.

2.2 Ignoring the Student’s Dominant Position

In the traditional teaching mode, teachers have always been the main body, but this
kind of education mode is not conducive to students’ learning, because students are
the “protagonist” in teaching activities, teachers are only “supporting roles”, must not
confuse the meaning of the two roles. Teachers impart knowledge to students, students
learn passively, and subjectivity is greatly inhibited. There is also that most students’
learning attitude is relatively negative, not many times will not have a clear plan for
their future development, if the attitude of learning, is not conducive to the overall
development of students [2]. In particular, the lack of compulsory training and the lag
in the construction of the ranks of agricultural teachers have prevented the realization of
the current equal education programme. This requires us to think about what we can do
and to study the more advanced scientific educational ideas abroad. Strive to improve
the current situation of teaching in China, innovate the mode of education and training,
and promote the “transparency” and “teaching nature” of teaching resources.
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2.3 Significance of Teaching Reform in the Context of Teaching Financial Crisis

2.3.1 Improving Students’ Learning Initiative

Fig. 2. Financial crisis environment.

With the continuous progress and development of science and technology, the traditional
teaching mode of the past can not meet the requirements of the development society for
teaching quality, but also can not train the talents who meet the requirements of today’s
society. In the process of teaching, put into the use of the Internet, Internet teaching is
mainly through the combination of pictures, words, video, sound construction. It can
make students feel fresh and urge students to take the initiative to understand learning, so
as to improve students’ active initiative in learning and improve their learning efficiency,
as Fig. 2.

2.3.2 Enabling Teachers to Lighten Their Burden

The Internet is mainly supported by the network, which is convenient and fast in search-
ing data and fast in information transmission. At this time, it can provide good lesson
preparation content for teachers, and analyze and summarize students’ learning situation
through the Internet. Then according to the students’ learning situation, make the cor-
responding teaching plan, so as to reduce the pressure of teachers’ lesson preparation,
save a lot of time, teachers can spend more time to help students learn.

2.3.3 Innovating and Reforming Modern Teaching Methods to Enable Students
to Turn Passive into Active Learning

As a result of the new education model has adopted a large number of innovative Internet
network teaching, such as the above micro-class vision, MOOC and flipping classroom
and other new learning tools. The greatest advantage of these new media learning tools
is that they can break the time limit and space limit, so that students can choose their
own online learning tools, which is also the best way to learn freely.

2.3.4 Developing New Educational Innovation Ideas for “Openness” and “Shar-
ing”

Colleges and universities should actively implement the new educational concept of
“opening up” and “sharing”, and new teaching ideas appear under the background of
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modern teaching. Themain purpose of college education is how to promote and advocate
the new concept of transparent sharing of education and how to better use the new
educational concept to train students [3] In addition, the current way of education in
our country is to find a suitable way for the development of education in our country,
because only by finding a suitable way for ourselves can we effectively develop the new
concept of “open” and “shared” education and have the opportunity to look forward to
the bright future of education [4–6].

3 Concrete Practice of Applied Undergraduate Colleges
the Background of Financial Crisis

3.1 Design Rich Teaching Activities to Enhance Students’ Interest in Learning

Teachers candownloadpre-recorded teachingvideos to the Internet, students canpreview
the course through the teaching platform, and then provide feedback to teachers on the
problems they face in their own learning process [7, 8]. Teachers allow students to
discuss learning problems in groups in groups, and classroom teaching is the driving
force to effectively improve students’ communicative ability and thinking ability [9–
11]. Organize and plan different teaching activities to improve students’ interest and
enthusiasm for learning, as Fig. 3.

Fig. 3. Financial crisis environment.

3.2 Changing Teachers’ Teaching Concepts and Increasing Teaching Videos

Changing teachers’ concept is a very important link in educational reform. Teachers’
teaching methods should be constantly innovated. In the normal teaching process, we
should pay attention to the cultivation of students’ subjective initiative, set a good exam-
ple and model for students, and use people-oriented ideas to cultivate students’ learning
concepts. Teachers should make it clear that students should mainly improve their learn-
ing ability in teaching. In normal teaching to increase the shooting of teaching video,
in the grade can also be selected “best learning video” and other activities, so that all
teachers and students can participate in the wave of video teaching [11–13].
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3.3 Construction of an Information Network Platform and Improvement
of the Scientific Evaluation System

Teaching should also build the corresponding network platform teaching, on the basis of
using the flipped classroom, first of all, tomake use of the characteristics that students like
to be in close contact with the Internet. Today’s students compare electronic products,
through the information network platform can effectively improve students’ interest in
learning and initiative, effectively enhance the network information teaching learning
platform. Can enable students to learn different new knowledge, help them correct their
learning thinking and exercise their learning ability, so that students can learn teaching
knowledge from various teaching learning software.

4 Conclusion

In the current development of education in China, the traditional mode of high-efficiency
education still has a lot of drawbacks, can not meet the current situation of education,
but with the rise of the Internet, in the way of education has changed a lot. Therefore,
with the development needs of modern education and the background of the times of the
Internet, we can develop all kinds of comprehensive qualities and innovative abilities
of students in an all-round way, on the one hand, to improve classroom efficiency and
students’ self-study ability, on the other hand, to carry out the new concept of education
and promote the harmonious development of education. In teaching, the success of
the application of modern Internet technology in college teaching depends largely on
the cooperation between teachers and students. In the context of the financial crisis,
the advantages of using this form of teaching to teach students have been shown most
vividly in this paper, and the teaching results are certainly self-evident, whether in our
country or abroad, the major colleges and universities are already using this method of
teaching, in terms of results, it is indeed very effective [14]. Therefore, if our country
wants to carry on the education reform innovation, must carry on the teaching method
innovation from the actual point of view unifies own development situation, can play the
fundamental role, this technology has become the education reform innovation essential
tool. In order to do a good job of educational reform and innovation, we also need
the joint efforts and progress of educators. In order to provide a strong guarantee for
Internet teaching, we should allocate teaching resources scientifically, improve teachers’
teaching level and ability, and strengthen investment in human and financial resources
[15]. Through the above methods, students can feel the fun of learning, enhance their
confidence in learning, so that students have a strong interest in teaching this subject.
Internet technology is used to improve teaching methods, mainly to improve the quality
of teaching.
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Abstract. The humanistic view and socialization of sports are the internal and
external factors of the development of school culture, and are the premise and
fundamental motive force of the development of school sports . In order to adapt
to the development of physical education teaching concept and meet the needs
of physical education teaching, school physical education should establish the
core values of physical education curriculum suitable for the requirements of con-
temporary social development. In the process of deepening educational reform,
colleges and universities should also recognize the social needs in the new era and
consciously undertake their own sports cultural mission. Colleges and universities
should further consider the important practical significance of the current sports
core values on the basis of re understanding the sports core values. The develop-
ment of school physical education should be guided by the new concept of health,
and the teaching process of college physical education should be people-oriented.

Keywords: Core values · School sports · Cultural mission · Practice path

1 Introduction

School physical education is entering a brand-new period of historical development.
Revisiting school physical education’s essential functionwill greatly promote our deeper
understanding of the intrinsic value of school physical education. Pushing forward the
construction of a healthy China is an important foundation for building a well-off society
in an all-round way and realizing modernization. It is also a national strategy to compre-
hensively improve physical quality and realize the coordinated development of people’s
health and economic society [1]. Therefore, the college sports culture, which is formed
by the integration of college sports and sports culture, leads the fashion of college cam-
pus culture with a unique attitude and vigorously promotes the development of college
sports. According to the historical development process of social culture, education is an
important component [2]. Although various social cultures, includingmass culture, exert
an irresistible influence on school culture and education, even this influence has many
negative elements. Therefore, from the perspective of core values, we should examine
the relevant issues concerning the value of school physical education in our country,
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further understand and grasp the status, functions and functions of school physical edu-
cation, and provide references for promoting the scientific and orderly development of
theoretical research and practice of school physical education in our country.

2 Analysis on the Current Situation of Sports Culture Development
in Colleges and Universities

In our country’s school education system, sports culture has been neglected and its
development lags behind. In primary and secondary schools, the first priority of the
school is to let students pass the examination and enter key secondary schools and
famous universities. In order to carry out scientific research on the core values of Chinese
physical education curriculum, we must first sort out the evolution and development
process of the core values of Chinese physical education curriculum, so as to excavate the
characteristics of the core values of different physical education curriculum in different
periods [3]. Influenced by traditional ideas, universities still focus on training students’
professional skills and imparting scientific knowledge, and the inheritance of humanistic
knowledge and humanistic spirit has not received due attention. School sports culture
is a cross-cutting component of social culture and sports culture. It is the product of the
interaction and mutual influence between sports culture and campus culture. It is the
sum of sports spirit and wealth created jointly by school staff in practice. The current
social and cultural value system has seriously affected the development of our school
sports, not to mention its leading and positive influence [4]. School physical education
does not know itself from inside, but needs to look back at itself from outside. School
physical education has been deprived of its right to pursue its own value and meaning,
or abandoned voluntarily, while focusing on the practical effect of skill training. School
physical education has lost its value of existence due to its neglect of the noumenon
value.

3 Cultural Mission of School Physical Education

3.1 Enrich Campus Cultural Life

School sports culture is a combination of sports culture and campus culture, and it is a
unique cultural phenomenon with profound cultural connotation and extension. Within
the scope of schools, influenced by social culture, many colleges and universities have
seen the imbalance of students’ sports culture. The level of sports culture and students’
cognitive level of sports culture need to be improved. The value of things varies from
person to person, and the value of objects varies from person to person, so the inner scale
of subject is the fundamental scale of value [5]. The all-round development of human
mainly includes the free development of human physical strength and intelligence, the
various development of human talents and the high development of personal social
relations. The strategic value of school physical education lies in the high consistency
between school physical education and social development. Physical education is an
importantway to realize the complete formof human life. As a practical activity, physical
education shapes people from two aspects so as to realize two purposes of education [6].
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Of course, while people understand and transform the objective world, these practical
activities of human beings, in turn, strengthen people’s subjective consciousness, make
people have a clearer understanding of their own subjectivity, and further consolidate
and strengthen people’s subjective position in the objective world. No matter from the
position of school physical education in modern social culture or from the perspective
of the universality of school physical education for audience groups, school physical
education should also serve as the task of leading and reconstructing in the process of
social culture.

3.2 To Improve Students’ Cultural Accomplishment

Life lies in movement, life lies in balance, and life lies in harmony. These concepts
reflect people’s cognition of life from different angles and levels. Sports value is the
meaning that sports presents to the main body. There are not only static phenomena
of sports value, but also dynamic conflicts and changes of sports value. School phys-
ical education should strive to create a healthy school atmosphere, actively organize
students to carry out sports activities, and comprehensively cultivate students’ health
literacy. School physical education, as the teaching of physical culture in schools, can be
fully displayed only when different levels of culture have a real impact on the educated,
and school physical education has the function of cultivating students’ external physical
quality and improving their internal life value. Campus culture has a subtle influence on
students, which can even transform the characteristics of talent cultivation in colleges
and universities. The charm of college sports culture is embodied in its own cultural
characteristics. Therefore, in addition to improving sports quality, college physical edu-
cation must also strengthen college students’ sports cultural quality [7]. To give full
play to the campus cultural characteristics of educating people in sports and become an
irreplaceable spiritual strength of campus for other disciplines.

3.3 The Era Mission of School Sports Culture

In the popularization of sports culture, theweak awareness of physical fitness and the lack
of educational approaches have greatly affected the development of school sports cul-
ture. In physical education teaching, teachers should follow the principle of inspiration
and guidance, improve students’ initiative and enthusiasm in participating in teaching
activities, and enhance students’ learning consciousness. The school spirit is a concen-
trated expression of the value orientation and ideals and beliefs of teachers and students
in a school. Therefore, in the practice of the construction of campus sports culture, we
should pay attention to the construction of good school spirit, pay attention to the con-
struction of teachers and students’ behavior culture, and promote the construction of
school spirit with the leading role of example and pioneer. Improving students’ own
sports cultural accomplishment, deepening their understanding of school sports, and
cultivating their sports fitness awareness are important measures to complete the college
sports cultural mission and develop lifelong sports, and this is the personal value of
school sports. However, according to the laws of education, school physical education
is restricted by and serves social politics, economy, science and technology, and culture,
which determines that school physical education should have its social value. Through
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the transmission and learning of sports skills, the effective inheritance of sports skills
culture can be realized. At the same time, sports skills exist as a common way of fitness
and education. However, the exertion of this educational function should be based on the
essential function of physical fitness, i.e. strengthening physical fitness through physical
exercise, thus cultivating human spirit, quality and perfect personality.

4 Socialist Core Values Leading the Practical Path of College
Sports Culture Construction

4.1 Strengthen the Construction of Sports System Culture in Colleges
and Universities

“Democracy” traces back to the basic connotation of “people-oriented”.On the one hand,
in themodernwestern educational ideology, it advocates “human nature replaces divinity
and human rights replaces divine rights”. The core idea is to put the value or status of
people in the first place. College sports culture is a specific system in the field of sports
culture. It is a comprehensive reflection of college students’ cultural quality and sports
quality, and reflects college cultural life and spiritual outlook. The conflict in the choice
of the value of school physical education is actually the conflict of people’s interests and
the conflict in the value standard, which is a distortion of the “irrational” function of
school physical education. In terms of specific measures, the socialist core value system
should be infiltrated into the system construction of campus sports culture, so that the
socialist concept of honor and disgrace can become the basic standard for teachers and
students’ daily learning, life and teaching, and become the basic yardstick for teachers
and students’ practical learning. As far as sports are concerned, its purpose is to promote
and maintain physical health, ensure sufficient physical strength and energy to meet the
needs of work, study and life, develop physical strength and skills and balance mental
energy, obtain exciting and carefree sports experience, and constantly create and perfect
oneself [8]. Students can not only experience the pleasant emotion brought by sports,
but also cultivate their life attitude of fairness, justice, consciously abiding by rules and
cooperating with each other through the experience of competition and cooperation in
sports, so as to promote the formation of their personality and cultivate good sports
ethics.

4.2 The Values of School Physical Education Need to Change from Instrumental
Rationality to People-Oriented

Value concept is a unique spiritual form of human being, a reflection of people’s value
life and condensation of practical experience, and a value orientation or value concept
in people’s heart [9–13]. The function of value concept is that it becomes the evaluation
standard system in people’s heart. As a part of social culture, the interaction between
sports and education has the same reason as social culture [14–18]. The education of
sports humanistic spirit to sound personality spirit is embodied in the following aspects:
developing people’s body and mind, improving people’s body and mind adaptability.
Cultivate talents with competitive spirit, fighting spirit, team spirit, sense of justice,
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sense of responsibility and sense of honor. At the same time, they have perseverance,
self-confidence, law-abiding and civilized behavior. Therefore, schools should adopt a
positive attitude to accept sports culture, combine the situation of physical education
in schools, scientifically introduce sports culture, and rationally transform it according
to the specific situation of students, so that sports culture can become a powerful tool
for shaping students’ physical and mental health. In order to achieve the goal of student
health, the pursuit of students’ psychological, social andmoral health of all aspects of the
school sports value orientation. In the practice of physical education, scientific physical
education curriculum can fully meet the needs of students and instill the correct values
of physical education. Gradually establish and improve the school sports management
system, so that college sports will become the propaganda base of sports culture and the
training base of competitive sports talents.

4.3 The Realization of Teachers’ Core Values in Physical Education Teaching

As college physical education teachers, they are facedwith high-quality college students.
When teaching physical education contents and sports skills, they should be concise and
clear, and in line with the theme, so that college students can effectively master and use
them. They should also focus on detailed explanation of methodological knowledge and
concepts. Teachers and students are encouraged to participate widely, actively discuss
and communicate, and effectively guide students’ thoughts in sports activities. The lively
and novel form has replaced the previous theoretical education, which mainly focused
on preaching, and has promoted the enthusiasm and enthusiasm of students to accept
education consciously. Under the guidance of socialist values and the ideology of phys-
ical education in colleges and universities, we should improve the management system
of physical education in colleges and universities and enhance the educational function.
Traditional ethnic sports are the crystallization of people’s wisdom. With its various
characteristics and forms, they carry the cultural accumulation of China for thousands
of years. It is not only an important part of China’s sports, but also a cultural treasure
showing the long history of the Chinese nation. Therefore, the education administrative
department should formulate a full-time sports teacher training plan to continuously
improve the educational level and professional quality of sports teachers. Increase train-
ing efforts, broaden training channels, to create conditions to encourage teachers to go
out to study and inspect. As an important position for cultural development, colleges and
universities are duty-bound to inherit and develop China’s excellent national traditional
culture, which is also the basis for highlighting the characteristics of our colleges and
universities. The main purpose is to provide direction guidance for PE teachers’ self-
development, so as to promote PE teachers’ professional development effectively and
reach the high level of contemporary specialization, thus improving their professional
status.

5 Conclusion

At present, building a well-off society in an all-round way and building a socialist har-
monious society are the historical missions of our country in the new stage. In the new
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historical period, college sports should be oriented by the society’s demand for talents,
based on the macro vision of students’ life-long development, carry out sports culture
education for students with sports as the carrier, and create a scientific model of school
sports. School physical education is geared to the needs of students in school and under-
takes the mission of strengthening the nation’s constitution, which affects the nation’s
future direction. Take the students’ sports cultural accomplishment as an important task
of the school, from enriching the curriculum content to carrying out extracurricular
activities, and actively guide students to experience this cultural connotation through
various ways. We will truly create a campus sports culture with socialist core values
as its guiding feature, so that students will imperceptibly accept the moral education
content dominated by socialist core values.
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