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Abstract. This paper presents a conceptual discussion of the theoretical con-
structs and perspectives in relation to using eye tracking as an assessment and
research tool of computational thinking. It also provides a historical review of
major mechanisms underlying the current eye-tracking technologies, and a tech-
nical evaluation of the set-up, the data capture and visualization interface, the
data mining mechanisms, and the functionality of freeware eye trackers of differ-
ent genres. During the technical evaluation of current eye trackers, we focus on
gauging the versatility and accuracy of each tool in capturing the targeted cogni-
tive measures in diverse task and environmental settings—static versus dynamic
stimuli, in-person or remote data collection, and individualistic or collaborative
learning space. Both theoretical frameworks and empirical review studies on the
implementation of eye-tracking suggests that eye-tracking is a solid tool or app-
roach for studying computational thinking. However, due to the current constraints
of eye-tracking technologies, eye-tracking is limited in acting as an accessible and
versatile tool for tracking diverse learners’ naturalistic interactions with dynamic
stimuli in an open-ended, complex learning environment.

Keywords: Eye-tracking - Literature and technology review - Computational
thinking

1 Introduction

Computational thinking (CT) refers to a notion of using algorithmic thinking and com-
putational solutions to represent complex tasks, solve problems, and design systems [2,
6, 52, 56]. Prior research has conceptualized and studied CT as a) a problem-solving
practice (e.g., algorithm design, testing, and debugging, or data organization and anal-
ysis), b) an assortment of computational concepts (e.g., sequence, parallelism, control),
¢) foundational cognitive processes related to algorithmic thinking (e.g., abstraction,
pattern recognition and generalization), and d) dispositions and perspectives important
for the enactment of the aforesaid elements (e.g., tolerance for ambiguity, persistence,
collaboration). Despite emerging as an area of growing educational significance in K-12
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education, conceptual and empirical research on CT education is still under-researched
[3]. In particular, there is a need to explore effective methods and tools for assessing CT
as a multifaceted competency developed and enacted during dynamic, contextualized
practices. Recent research is starting to suggest the use of eye tracking for assessing or
validating learning of CT, attitudes toward, cognitive engagement with, or processes and
states of development in CT practices (e.g., [4, 39, 50]). However, this research approach
is still emerging and is not yet a common practice.

Eye tracking has long been used in the field of cognitive psychology to study underly-
ing cognitive constructs such as attention, memory formation, and processing difficulty
[45, 46]. It has also long been considered one of the best measures of visual attention
allocation [42], and hence a prominent approach for tracking learners’ interaction with
the external environment or stimuli. The use of eye tracking to study students’ attention
and explore their cognitive processes or efforts in authentic educational environments
has been more limited but has garnered increasing interest in recent years [ 12]. Advances
in both hardware and software based eye tracking solutions along with a reduction in
their cost has made deployment of these solutions at scale possible [41, 55]. There is also
an increasing need for a non-intrusive assessment or analysis tool that can track learn-
ers’ engagement, cognitive processing patterns, and their cognitive-affective states in a
personalized, highly interactive, or collaborative learning environment. In partnership
with other multimodal or action-oriented data resources, eye tracking enables learning
scientists to better study affordances of a learning environment along with learners’
agency and conscientiousness.

Therefore, in this paper we intend to provide a conceptual discussion of the theoreti-
cal constructs and perspectives in relation to using eye tracking as a CT assessment tool.
We will also survey the current eye-tracking technologies—freeware desktop, mobile,
and web-based eye trackers—to present a technical evaluation of their set-up, data cap-
ture and visualization interface, data mining mechanisms, and functionality. During
the technical evaluation of current eye trackers, we focus on gauging the versatility
and accuracy of each tool in capturing the targeted cognitive measures in diverse task
and environmental settings—static versus dynamic stimuli, in-person or remote data
collection, individualistic or collaborative learning space, and neurodiverse learners.

2 Theoretical Constructs and Perspectives

Much of the prior work involving eye tracking and learning has focused on looking at
memory formation with a focus on the cognitive processes involved. This has included
looking at the visual attention, processing difficulty, working memory, and long-term
memory aspects of simple tasks including sentence reading, visual search, category
formation and list recall [46]. Prior research on eye tracking and learning have provided
a great deal of understanding of the various cognitive elements that make up learning but
have had limited impact on classroom learning [12]. In the following section, we provide
a review of major theoretical perspectives and related constructs that should shed light
on using eye tracking in the assessment and research of CT.



218 F. Ke et al.

2.1 Eye-Mind Assumption (EMA) and Visual Attention

The relationship between eye movements and cognitive processes are based on two
assumptions established by Just and Carpenter [23]: the immediacy assumption and eye-
mind assumption. Assuming a linkage between a person’s visual focus and cognitive
focus, the immediacy and eye-mind assumption were often used as an operational basis
for interpreting eye-tracking data. Just and Carpenter contended, “there is no appreciable
lag between what is being fixated and what is being processed” and “the interpretations
at all levels of processing are not deferred; they occur as soon as possible” (p. 331).

People’s visual attention behavior involves two types of attention: overt attention and
covert attention [14]. Overt attention is the act of intentionally directing one’s attention
towards visual stimuli, it happens when one selectively attends to one stimulus while
others are ignored. Covert attention is a neural process, it happens when one attends to
something without moving the eyes towards the object attended [15]. In the literature,
eye-tracking methodology is emphasized to provide a direct and objective measure of
overt attention by capturing the timing and location of participants’ visual focus during
visual studies [17]. Covert attention, however, cannot be directly measured via eye-
tracking technology, but it can be inferred by integrating eye-tracking measures with
other types of measures such as behavioral data and physiological data [14, 30].

Eye-tracking has become a focus of interest in computer-supported collaborative
learning (CSCL) research. It is considered a promising technique to examine and support
visual attention coordination, or joint attention, in collaborative learning environments
[47]. Joint attention is the ability to coordinate one’s focus of attention with that of
another person during a social interaction; it is “crucial for the development of social
communication, learning and the regulation of interpersonal relationships” ([10], p. 502).
The literature suggests that eye gaze, earlier than language and pointing gestures, is
typically the initial communicative channel one develops and relies on to experience
joint attention in social interactions [43]. With the enhancement of the eye-tracking
technology in measuring subtle changes in visual attention, eye-tracking becomes a
robust method to detect joint attention (e.g., [34]).

Previous studies emphasized that the ability to establish joint attention is crucial for a
group to establish acommon mental model and empathy in collaborative problem solving
(e.g., [48]). Joint attention was measured in multiple ways in these studies. For example,
Papavlasopoulou et al. [38] compared eye fixations of participants in two different groups
and examined the level of their gaze similarity (e.g., spatial dispersion). Schneider et al.
[48] constructed a metric for joint attention by incorporating the captured gaze points
with two additional parameters: latency and distance between gazes. Pietinen, Bednarik,
and Tukiainen [44] developed a new joint visual attention metric using the number of
overlapping fixations and fixation duration of overlapping fixation to examine the quality
of collaboration.

2.2 Engagement

Engagement and its measurement have long been a focus of research in human-computer
interaction [37]. Traditionally, engagement is measured through self-report instruments
[16]. Eye-tracking can compensate for the weaknesses of self-report measures (e.g.,
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honesty, sampling bias) and is gaining growing popularity in research of engagement.
Atalower end, engagement can be measured by the act of paying attention [33]. O’Brien
and Toms [36] argued that user engagement manifests through the observed interest and
visual attention when the user interacts with a designated tool. Extending this view,
Bassett and Green [7] concluded that visual attention provides an important lens to
understand cognitive engagement. Based on the eye-mind assumption that people tend
to engage with what they visually attend to, eye-tracking metrics such as fixation fre-
quency and fixation duration are widely used to indicate the level of engagement in
learning. Specifically, higher fixation frequency and longer fixation duration are linked
to higher levels of engagement in learning. As an effective tool to measure micro-level
engagement [33], eye-tracking has been utilized along with other types of measures (e.g.,
performance, self-report, and physiological measures) to capture and assess multifaceted
engagement in learning (e.g., [24]).

2.3 Inferring Cognitive Processes, States, and Traits via Eye Tracking

Current eye-tracking technologies allow researchers to trace participants’ eye move-
ments with minimum intrusiveness, which makes the eye-tracking data a solid inference
of the cognitive or information processing patterns, states, or traits [1, 54]. In the research
of multimedia learning, eye-tracking is frequently used to study how learners visually
process different formats of information. The literature has established a number of eye-
tracking metrics that are commonly used to infer participants’ cognitive processes during
learning [22]. For example, the number of fixations overall is a widely used eye-tracking
measure in HCI studies, it is thought to be negatively associated with participants’ search-
ing efficiency [19]. A greater number of fixations indicate lower searching efficiency
which possibly due to the poor design of visual elements display [22]. Frequency of
fixations on a specific area or element demonstrates the importance of the fixated area or
element. Additionally, the time one spends gazing at a particular component of a visual
scene designates the content he/she is visually engaged with [32].

Fixation duration is a commonly used metric to measure the level of processing diffi-
culty in learning [51]. A longer fixation duration on a stimulus indicates greater process-
ing difficulty associated with the stimulus (e.g., [35]). Saccades, the quick movements
between fixations, is another cognitive measure related to eye-tracking [18]. Saccade is
believed to relate to the change of focus in visual attention and interest in learning (e.g.,
[18]). Typical saccade-based metrics include number of saccades, saccadic amplitude
(i.e. saccadic distance), saccade regressions, saccadic duration, or saccadic velocity [9].
Previous studies suggested that fewer saccades are associated with less mental effort
during task performance (e.g., [39]). Saccade amplitude, specifically, is used to gauge
the cognitive processes that involve planning and hypothesis testing [11].

2.4 Cognitive Load and Effort

Cognitive load is a commonly examined cognitive construct in eye-tracking research
(e.g., [29]). The cognitive load theory implies that humans have a limited capacity and
duration of working memory, and the amount of information one is able to process
and temporarily store in working memory cannot exceed the limit of the capacity [53].
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Fixation counts and fixation duration are typical metrics used to infer the mental effort
participants exert or the cognitive load they experience during a task (e.g., [58]). Accord-
ing to Obaidellah et al. [35], low fixation time and counts link to less effort in mental
processing, while long fixation time and high fixation counts indicate more effort is
warranted for the task. In addition to these fixation-based measures, another important
metric in identifying cognitive load is pupil size [32]. Pupil size has in recent years been
used to examine the degree of cognitive load participants experience when accomplish-
ing a task. Prior research found that pupil dilation increases when a task is perceived
cognitively demanding (e.g., [21]).

3 Prior Eye-Tracking Reviews

A number of prior eye-tracking review studies have been conducted to provide an
overview of eye-tracking methodology, how it connects to research of HCI, learning,
and cognitive science, as well as the merits and challenges associated with using eye-
tracking for educational and research purposes (e.g., [1, 8, 25, 31, 49]). In this section,
we provide a synthesis of the major findings and discussions of these review studies.

Alemdag and Cagiltay [1], for example, conducted a systematic review of eye-
tracking research in the domain of multimedia learning. This work revealed the popularity
of temporal and count scales of eye-tracking measurements in multimedia research, pro-
viding three cognitive processes: selecting, organizing, integrating. The authors empha-
sized the necessity to bridge the current gap of eye-tracking studies with young partici-
pants, and advocated more effort to be invested in research in the K-12 contexts. Addi-
tionally, future studies should consider including qualitative analysis of eye movement
measures to supplement and support quantitative eye-tracking measures.

Focusing on the application of eye-tracking methods in spatial cognition, Kiefer
et al. [25] provided a review of recent literature and claimed that the potentials of mobile
eye-trackers in real-world studies have only just started to be exploited. However, two
main challenges of current mobile eye-tracking studies should be acknowledged: a) the
processing of mobile eye-tracking data is labor-intensive; b) the real-world environment
is hard to control. Therefore, the trade-off between internal and external validity is a
particular challenge for eye-tracking studies in authentic environments. For future eye-
tracking research in spatial cognition, the author suggests that more effort be devoted
to advance the traditional eye-tracking analysis, beyond the classic fixation, saccade
or scan-path measures, and consider deconstructing the complexity of the interplay
between ambient and focal attention [27], and participants’ switching patterns across
areas of interest [28].

Blascheck et al. [8] performed a survey of 90 publications to examine visualiza-
tion techniques used in eye-tracking studies. Overall, nine types of visualization tech-
niques were identified while some existing challenges and unanswered questions were
revealed. For example, capturing participants’ interactions with dynamic stimuli still
emerged as a major challenge in current eye-tracking studies. Given the growing trend of
research involving multimodal data analysis, developing multimodal data visualization
techniques (e.g., combining eye-tracking data with other sensor information from EEG
devices, or skin-resistance measurements) can be a potential focus in future eye-tracking
research.
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3.1 Summary

Multiple salient and common themes have emerged from the findings of these previous
eye-tracking review studies. First, the diversity and richness of quantitative metrics of
eye-tracking as inferences of the aforementioned theoretical constructs on cognition and
learning are unanimously reported by prior reviews. The parameters involved in these
quantitative eye-tracking metrics are generally specified in the previous studies. On the
other hand, an integral analysis with these eye-tracking metrics to infer on a compre-
hensive or multifaceted cognitive process, state, or trait of learners is still lacking. The
previous reviews also reported a concern on the lack of cross-validation and in-depth
analysis with the current quantitative eye-tracking data [1, 8, 25, 31, 49]. Second, even
though eye-tracking has been frequently used to investigate the dynamics between a
learner (user) and an interactive, computerized learning environment, the designated
stimuli or areas of interest in such an environment are typically fixed, pre-defined, and
constrained. Due to the limited functionality of current eye-trackers, eye tracking is gen-
erally used in a highly controlled lab setting and falls short of capturing and measuring
the learners’ interactions with dynamic or emerging stimuli in an open-ended learning
space. Ultimately, prior research on how the implementation of eye-tracking will address
the needs of neurodiverse users or learners with diverse cognitive or physiological char-
acteristics is generally missing. As such, sampling bias is an innate issue in eye-tracking
research.

4 A Survey and Evaluation of Existing Eye-Tracking Technologies

4.1 Introduction

From the onset of the 20th century, scientific research has been using basic eye move-
ments such as saccadic suppression, saccade latency, and the size of the perceptual span
to make deductions in the field of behavioral experimental psychology. The fast stream
of technological development has allowed eye tracking to trickle into other fields of
research, with hardware and software algorithms allowing researchers of different sci-
entific fields to incorporate eye tracking into their scientific endeavors. In addition, the
availability of eye tracking has made it present not only in scientific research but also
in the commercial world. Initially, eye tracking relied on hardware specifically built for
eye tracking, such as Charles Judd’s eye movements camera [59]. However, the fast
opportunities that eye tracking offered to the commercial world has pushed for faster
development and a shift from the expensive, intrusive and specially built apparatus to
software that works with any general webcam.

With the introduction of eye-tracking in both the commercial world and scientific
research, a unique field of research has emerged to improve the accuracy of the eye
tracking algorithms as well as the real-time information they provide. Various companies
are interested in tracking the gaze of potential customers on their infomercials, while
the scientific community develops a similar goal of pinpointing the gaze of a user of a
specific platform. One way of estimating this gaze is using real-time images of certain
facial features and specific interactions with a platform to estimate the part of the platform
at which the user is looking. This appearance-based method does not require specific
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cameras and can be done using a regular webcams, but is limited by the computational
power of the estimation algorithm. Conversely, a different method relies on a more
technologically advanced camera to extract features not available to the naked, and runs
specific models with these unseen features to estimate gaze. One such example of this
model based method is an infrared camera that uses the IR glint of the eye to estimate
the gaze. These methods may not be computationally expensive but require specific
hardware to function.

The appearance-based method has opened up an interdisciplinary field of compu-
tational mathematics that aims to output the most accurate gaze estimation, given an
input of images of specific facial features of a user and interactions of said user with the
medium. This goal has been approached from all the different corners of computational
mathematics and data mining. The model is generally a two-step process, consisting
of an algorithm extracting facial features, such as the pupils of the eyes, and the gaze
prediction algorithm, correlating those features with specific points of the screen. The
simplest gaze prediction algorithm is the interpolation of interactions with a known
gaze point to produce a curve from which the gaze point of other interactions can be
estimated. The model is a good starting point as it makes certain assumptions about
the user’s interactions and has been used in certain papers where these assumptions are
valid. In addition, this method is not computational expensive so therefore can be done
on various platforms and mediums.

4.2 Evaluation of Freeware Eye-Trackers

WebGazer. An exemplary embodiment of the appearance based method is WebGazer
[40] with the additional feature of data validation, in the form of data points acquired
during specific mouse movements. WebGazer uses the facial recognition algorithms to
identify the pupils in the image which chronologically corresponds to a specific mouse
click. This facial recognition algorithm converts the pixels that make up the pupils into
a 120D feature vector. Afterward, this feature vector, along with screen coordinates of
the corresponding click, form the linear interpolation with which future gaze points are
estimated. WebGazer does not require an initial calibration. The parameters of the linear
interpolation are formed as the software is being used, meaning that it might take some
time for the said parameters to stabilize around a specific value and consequentially for
the program to make stable gaze predictions.

WebGazer algorithm is implemented in JavaScript, which can be included on the
HTML side of any website. Therefore any activity that would require the use of
WebGazer would have to be hosted on a specific website. WebGazer uses Clmtrackr
for the facial recognition portion of the algorithms but has the option to incorporate
other tools or libraries. Lastly, WebGazer has been designed with the anonymity of the
website visitor in mind, therefore as it is being hosted on a website, it only records the
estimated gaze coordinates of a website visitor and aggregates them with data collected
of other users. This aggregated data provides a general overview of the estimated gaze
of all visitors. This feature makes WebGazer ideal for discovering what captures the
attention of most visitors of a website, but also makes WebGazer very difficult to use
in applications where the gaze of a specific user needs to be tracked continuously and
known at each time point.
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PACE. The algorithm behind PACE [20] works in a similar manner as that of WebGazer:
the gaze estimation algorithm is trained as the software is being used. It also uses the
Clmtrackr to acquire the facial features, and packages them into 120D feature vectors,
expanding the data collected to the whole face instead of being limited to the pupils.
PACE also collects the corresponding gaze screen coordinates from mouse clicks and
other mouse interactions. But before those mouse-click coordinates are used as part of
the training data, they undergo a rigorous process that validates whether the position of
the mouse matched the user’s gaze at that moment through behavioral and data-driven
validation. The first hundred validated data points, both screen coordinates and corre-
sponding feature vectors are fed into a random decision forest to train the gaze prediction
algorithms that estimates the gaze from then on. In conclusion, PACE, like WebGazer,
does not require an initial calibration from the user but does not produce any gaze esti-
mation until a specific amount of acceptable data has been gathered. Unlike WebGazer,
PACE does not constantly retrain its algorithm and therefore the gaze estimation param-
eters stabilize conclusively. PACE is a standalone system that can extract data from both
live webcam recordings and pre-recorded webcam videos, and therefore can easily be
used in situations where the exact movement of the gaze of a specific user needs to be
known.

TuckerGaze. Venturing further from the simple design of the gaze prediction with
linear interpolation and random forest, there are other algorithms that use more complex
mathematical methods but require a bit more computational power. This trade-o limits
the applications and settings in which they could be used. Like the previously mentioned
software, TuckerGaze [57] extracts facial features of images from its training data using
Clmtrackr. However, the training data is not gathered throughout the use of the software;
instead it is collected before the software is used, through an initial calibration. The
collected training data is then trained on an algorithm with Ridge Regression and the
resulting model is used for future gaze prediction. After its use online, TuckerGaze
reevaluates its prediction model using SVC with Gaussian Kernel. TuckerGaze has been
hosted on websites and has only been used for specific gamelike interactions, to produce
gaze estimation during preordained stimuli. It does not have the variability of use as the
aforementioned software, but presents an important evolutionary landmark in appearance
based gaze estimation.

Gaze Capture. Another important evolutionary landmark in eye-tracking algorithm is
the introduction of artificial neural networks. The recent widespread utilization of artifi-
cial neural networks (ANN5s) in the computational world for the purposes of classification
and regression has inspired attempts of incorporating ANNs in gaze estimation. The team
behind Gaze Capture [26] built a training data set from collecting mobile phones cam-
era face recordings of a large number of participants, following guided movements on
screen. The cropped up images of faces and eyes from each recording and the assumed
corresponding gaze point were used to train a neural network. This neural network is the
basis for the gaze prediction software behind Gaze Capture. Such a setup, through its
incorporation of mobile phones, allows for fast training of neural networks. But it does
not translate into accurate predictions outside of the environment in which the training
data was made. Therefore it may be unsuitable for gaze estimations in environments
where the screen used is significantly larger than the screen of a mobile device or tablet.
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OpenFace 2.2. While not specifically designed for eye tracking, OpenFace [5] is a
popular open source toolkit that is capable of identifying eye location, eye landmarks,
head orientation, and gaze direction. OpenFace is primarily designed for facial behavior
analysis. The software can identify 68 facial landmarks and based on those landmarks
can identify 12 facial Action Units (AUs). While it doesn’t directly detect emotions the
detected AUs can be mapped onto emotion states based on the Facial Action Coding
System (FACS) [13].

OpenFace doesn’t provide actual eye tracking, that is, it does not provide a direct
estimate of what the subject is viewing on the screen. Instead of training a neural network
to map visual input onto screen locations, OpenFace instead tries to model the eye itself
and maps the visual data onto eyeball orientation. OpenFace is also estimates head
location and head orientation which in combination with the eye orientation data should
allow for an estimate of the gaze location on any surface relative to the camera location.

In order to assess the accuracy of OpenFace’s gaze orientation algorithm, we col-
lected data from four participants. All participants had normal vision. Two participants
were adults and two were children ages 8 and 10. Participants were asked to sit two feet
in front of a laptop computer running OpenFace. Participants were asked to perform the
follow series of head and eye movements:

— Fixate the center of the left, right, top and bottom edges of the screen without moving
their heads
— Move their heads up, down, left, and right while fixating the center of the screen

Changes in the magnitude and direction of their gaze was measured as they performed
these actions. The results were consisted across all four participants, see Table 1 for
details.

Table 1. Results of observed impact on detected gaze orientation in OpenFace 2.2 as eye and
head orientation is manipulated independently.

Action Prediction Observation

Look left, head fixated Gaze shifts to the left Gaze shifts to the left

Look right, head fixated Gaze shifts to the right Gaze shifts to the right
Look up, head fixated Gaze shifts up Little to no shift in gaze
Look down, head fixated Gaze shifts down Little to no shift in gaze
Fixate center, head moves left No change in gaze Small gaze shift to the left
Fixate center, head moves right No change in gaze Small gaze shift to the right
Fixate center, head moves up No change in gaze Gaze shifts up

Fixate center, head moves down No change in gaze Gaze shifts down

The findings of our small assessment of the accuracy of gaze orientation detection
in OpenFace 2.2 indicates that the software algorithm has a difficult time distinguishing
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between head and eye movements, even though it is able to detect each independently.
This challenge is a common one in eye tracking research which is why most lab research
involving eye tracking uses a protocol that eliminates head movement. More troubling
however is that OpenFace was unable to detect vertical shifts in eye orientation if they
were not accompanied by head movements. This makes OpenFace’s algorithm only
useful for very coarse estimates of visual attention allocation.

5 Conclusion and Implication

Both theoretical frameworks and empirical review studies on the implementation of
eye-tracking suggest that eye-tracking is a solid tool or approach for not only capturing
observed engagement behaviors or states (e.g., visual engagement and joint attention
coordination), but also inferring covert cognitive processes or traits (e.g., information
processing patterns, cognitive effort or commitment). A rich set of eye-tracking met-
rics have been delineated and infield tested as measures for these cognitive variables in
the research of learning and HCI. All these prominent facets of eye-tracking apply to
CT, a componential area of both learning and HCI. However, due to the current con-
straints of eye-tracking technologies, eye-tracking is limited in acting as an accessible
and versatile tool for tracking diverse learners’ naturalistic interactions with dynamic
stimuli in an open-ended, complex learning environment. Such a limit imposes a con-
flict between eye-tracking and the current CT education that highlights an inclusive or
adaptive design for neurodiversity as well as authentic, constructionism-oriented learn-
ing activities. Notably, the recent development of deep learning and data mining can
potentially push the boundary of eye-tracking algorithms to enhance its accuracy and
versatility in gaze capturing and prediction in a more naturalistic and versatile way. It is
also warranted for cognitive and learning scientists to conduct more systematic research
on the methods of data fusion and integral analysis that will enhance and cross-validate
the interpretation of the eye-tracking data along with that of other multimodal behavioral
and physiological data.
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