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Abstract. Article 25 of theGDPR states that data collection, processing andman-
agement measures should be implemented following tn.he privacy by design and
privacy by default paradigms. This paper presents a systematic literature review
to identify useful guidelines to support the development of GDPR-compliant soft-
ware. Selected papers are categorized under 8 different data-oriented and process-
oriented strategies and their contributions are reported. Future activities will high-
light theHCI community’s attitude towards these new technical and organizational
approaches in order to bridge the identified gaps and shortcomings.
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1 Introduction

In a world that is always online, with billions of connected devices, producing, exchang-
ing andprocessing data, the cybersecurity risk has never been as threating. TheUniversity
ofMaryland estimated that a cyber-attack occurs every 39 s on average [90] representing
a huge risk for our digital data-space. According to a report by IBM [91], the average
cost of a data breach for a company is $3.86M with an average time to identify and
contain the breach of 280 days. In this context, introducing effective security measures
is fundamental not only to protect our digital assets but also to comply with the current
normative.

In this regard, in May 2018 the European Union (EU) General Data Protection Reg-
ulation (GDPR) came into effectiveness, setting a new milestone in the data protection
field, as the most advanced regulation related to the collection, management and pro-
cessing of personal data. The GDPR demands that clear organizational and technical
measures need to be implemented to guarantee specific principles and rights to data
subjects. Specifically, as stated in Article 25, such measures must also be implemented
following the by design (security and privacy should be considered from the earliest
design phase of a system) and by default (the system should be configured to be as
secure and privacy-preserving as possible) paradigms.

The term privacy by design was first defined by Ann Cavoukian whom in one of her
most relevant studies defines the 7 foundational principles of privacy by design [92]: 1)
Proactive not Reactive; Preventative not Remedial, 2) Privacy as the Default Setting, 3)
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Privacy Embedded into Design, 4) Fully Functionality – Positive-Sum, not Zero-Sum, 5)
End-to-End Security – Full Lifecycle Protection, 6) Visibility and Transparency – Keep
it Open, 7) Respect for User Privacy – Keep it User Centric.

These seven principles influenced and inspired theGDPR. Ifwe focus the attention on
the last principle, we can see how important is for Cavoukian that privacy is built around
the user from the ground-up. Indeed, also the GDPR is seen as a step forward towards
the user-centric approach [93]; however, due to the new technical challenges introduced
by the regulation, the lack of usability for security and privacy features remains one of
the most concerning issues. In the security field, the user has always been recognized
as the weakest link of the chain [94]. Many studies have been carried out to understand
how to address this problem on different levels [95, 96] and methodologies have been
proposed [97]. Accordingly, it is necessary to consider advanced methodologies that
support the design and development of GDPR compliant software to ensure the safe-
guarding of users’ privacywhile still maximizing the level of usability. By integrating the
user-centric approach across all the development processes it is possible to implement
innovative solutions that are secure and usable to satisfy, at the same time, both users’
and businesses’ objectives.

With the introduction of the GDPR, software engineers are now facing a new chal-
lenge: how to effectively translate the GDPR obligations into software requirements.
Indeed, implementing these new requirements can be a daunting task [98], especially
for developers that lack a baseline understating of both the legal and security concepts
expressed in the regulation [99].

For these reasons, this paper presents a systematic literature review to frame the
current best practices of GDPR-compliant software design and development implement-
ing the privacy-by-design and privacy-by-default paradigms. After defining a rigorous
research protocol in line with the guidelines proposed by Kitchenham et al. [101], more
than 900 articles were collected from the major scientific digital libraries. Each article
was assessed through specific inclusion and exclusion criteria in an iterative process
to identify those that answer the defined research question. From the final selection of
papers, the main results and lesson-learned were extracted and categorized under 8 dif-
ferent data-oriented and process-oriented, privacy design strategies [100]. The long-term
goal of this work is to understand the impact that the new technical and organizational
solutions implemented after the GDPR had on both users and developers, in order to
address how to successfully satisfy both regulation constraints and users’ privacy expec-
tations. The knowledge acquired during this review will be useful to critically evaluate
current solutions both from a security and a usability point of view and to identify what
issues are still open to fill the gaps with future activities.

The paper is organized as follows: Sect. 2 describes the methodology followed for
this systematic literature review. Section 3 presents and discusses the results of the
review. Section 4 presents the conclusions and future work.

2 Methodology

To conduct this systematic literature review (SLR), a research protocol has been first
defined following the guidelines proposed by Kitchenham et al. [101]. In line with this
protocol, the following phases were carried out:
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• Planning: including the definition of the research question, identification of relevant
keywords and definition of the inclusion and exclusion criteria;

• Execution: retrieval of papers from the main research engines and iterative selection
of the studies according to the defined inclusion and exclusion criteria;

• Analysis: extraction and discussion of relevant results to address the research
questions.

• In the next sections, we report on the details of each phase.

2.1 Planning

Formulation of the Research Question
The first phase startswith the definition of the research question,which aim to address the
main goal of this SLR, i.e., to systematize the current best practices of GDPR-compliant
software design and development implementing privacy-by-design and privacy-by-
default paradigms. In Article 25, the GDPR explicitly states that the data controller
shall implement state-of-the-art technical and organizational measures to ensure data
protection-by-design and default. Thus, the research question is:

RQ) How to make effective the Privacy-By-Design and Privacy-By-Default
paradigms during the design and development of GDPR compliant software?

Definition of the Query String
In order to define the search string a set of keywords were identified: the main keywords
(GDPR, privacy by design and privacy by default) were combined with related concepts
(e.g., guidelines, patterns) in Boolean formula to discover relevant studies trying to
answer the research question.

Thus, the following search query was defined:

Selection of Data Sources
The query string was used to query 4 major digital libraries: ACM DL, IEEE Xplore,
Scopus, Google Scholar.

Inclusion and Exclusion Criteria
To select articles that fit the research question, the following inclusion and exclusion
criteria were defined:

Inclusion criteria:

• The article focuses on privacy-by-design and/or privacy-by-default for GDPR
• The article is published in a relevant journal or conference
• The article has been peer-reviewed
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Exclusion criteria:

• The article is not focused on the GDPR
• The article is not related to ICT or HCI fields

2.2 Execution

The execution of the search string on all the scientific digital libraries resulted in 653
articles (ACM DL = 36, IEEE Xplore = 103, Scopus = 258, Google Scholar = 256).
From these articles, 133 resulted duplicated and thus removed, obtaining a total of 520
paper to be analyzed. From this point on, an iterative selection process was conducted
applying inclusion and exclusion criteria. First, articles were analyzed based on their title
and abstract only. The application of the criteria allowed us to exclude 238 papers. After
that, a more detailed analysis has been conducted by reading the whole manuscripts,
leading to the selection of 91 papers.

3 Results Analysis

Data Extraction Strategy
The analysis of the 91 papers selected for the research question was based on “Privacy
Design Strategies” [100], in which 8 different strategies are defined, with the aim of
helping system designers translating in privacy-friendly way legal requirements into
system requirements. These 8 strategies are divided in two sub-categories:

Category 1) Data-oriented strategies focused on the data processing itself :

1. Minimize: reduce the amount of data collected and processed to the minimum;
2. Separate: distribute data processing and storage;
3. Abstract: Limit the detail level of data processing as much as possible;
4. Hide: personal data should be hidden from unauthorized third-parties.

Category 2) Process-oriented strategies focused on the process handling the personal
data lifecycle:

1. Inform: duly inform the users about the whole data processing lifecycle;
2. Control: empower the users with full control over their personal data;
3. Enforce: enforce a privacy-friendly data processing;
4. Demonstrate: demonstrate the enforcement of the privacy-friendly data processing.

Based on these eight categories, we extracted relevant results, best-practices, and
guidelines from the selected papers. A table reporting the distribution of the papers inside
each strategy, with a brief explanation of their contribution, is reported in Appendix ().
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Table 1. Distribution of the RQ1 papers inside the 8 strategies, with a brief explanation of their
contribution.

1. Minimize

In order to avoid unnecessary disclosure, only data that is
strictly needed should be displayed to users

4,9

Data to be processed should be carefully selected 9,70

Collection of data should be limited to only data required
for the proper functionality of the application

14,40

Minimize data storage retention to reduce the risks
associated with data breaches

40

2. Separate

Adopt a MVC architecture 4

Process data in a distributed fashion through isolation and
virtualization

9,29,70

Interconnect systems via overlay networks or message
brokers

12,36

Separate users’ data into sub-profile, in order to avoid
account wide data breaches

12,44

Ensure cross-domain unlikability through context
separation (physical and digital)

1,44

Opt for a Decentralized storage 40,84

3. Abstract

Homomorphic encryption 5,40,37

k-anonymity 5,8,18,19,40,70,71

l-diversity 18,19,40

t-closeness 19,40

Derivation: replace detailed information with equivalent
but more general ones (example: substitute Data of Birth
with age)

18

Approximation: replace information with less specific one 18

Differential Privacy 5,8,19,70,71

Use Privacy aware data-analysis algorithms 8

Aggregate data over time 21,40,70

4. Hide

Use Encryption both for storage and transfer 1,14,17,18,19,21,37,40,53,70,89

Use Anonymization at different layers and
pseudonymization

1,3,4,11,15,16,19
,20,21,28,37,44,52,63,69,70,78,89

Use Attribute Based Encryption and/or Attribute-Based
Access Control

5,36,40,44,64

(continued)
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Table 1. (continued)

Always use application layer protocols over TLS 5,11,14

Use Tor network 5,63,78

Never log sensitive information 17

Masking: delete or mask certain part of personal data
(e.g.. Credit card number: 1234 **** **** 6789)

18

Mixing: if the only purpose of data is to derive descriptive
statistics (mean, variance, etc.) the values can be mixed
across the records to avoid detectability of individuals

18

Tokenization: replace data with a unique identifier that is
used to retrieve the original value

18

5. Inform

Privacy policy as a new ISO/IEC 29110 product. It should
report how the data will be managed by the involved
parties and regulate the process of requesting, storing,
processing and disposing data

4

Explain the process of personal data processing in
detailed, but concise and understandable way

9,24,42,48,53,73,75,84,88

Users must be explicitly informed about any data
collection, sharing and processing taking place

14,21,22,23,48

Asking for a user’s consent for processing his/her
personal data must be separated from asking consent for
other aspects of services offered by developers

9,14

Users must be informed about which data is collected for
which duration and eventually how data from different
sources is combined. Also the must be informed on how
to request data removal and withdrawal of consent

21,23,42,48

At the level of policy, a list of third parties to which
personal data may be forwarded should be maintained,
together with the territories under the jurisdiction of which
the third parties operate and associated legal justifications

48,23

Inform users about what data is necessary for the offered
service and what data can be instead voluntarily shared

24

Cookie Consent is preferrable in the lower left corner (on
desktop) or the bottom of the screen (on mobile)

31

Notify users of a policy update 42

Employ Transparency Enhancing Tools 27,58,60

Explain consequence of not providing data 48,73

Inform about data breach 48,72

Use Visual reminders 48,51,53,75,84

(continued)
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Table 1. (continued)

6. Control

Specify policies in a machine-readable format and
automate the informed-consent process (e.g., by using
P3P, PPL or LPL)

5,59,66,74,78,81

Users should be given a chance to learn and practice their
rights (access, rectification, erasure, giving and
withdrawing consent, and portability) through system UI

14,48,52,73,89

Service providers must enable users to withdraw their
consent at any time

14,21,48,52,87,88,89

Service provider should offer the possibility to determine
how long data can be stored for and who can access them

21

Consider client-side encryption 21

Consent should be provided in forms and at times that
minimize users fatigue and maximize the likelihood that
they make appropriate decisions

22,48,87

Provide options to access and update collected data and to
opt-out from collection

48

Provide a Privacy dashboard to empower users full control
on their data at any time

41,70

Move away from a take it or leave it and empower the user
in choosing a balance between functionality and privacy

84,47

For IoT devices Disconnect options should be considered 88

7. Enforce

Include privacy and data protection functions in general
purpose engineering tools

2

Model driven design: Use Model Based Testing for
verification of correct application of mechanisms for
access control to personal data

2

Perform code Static Analysis 3,67

Define a Sensitive Data Dictionary to keep track of
sensible data processed by the service

4

Use Role-Based Access Control / Functionality 4,16

Use Sticky policies 47,70,78,84

Use PkI or eIDAS supported Unique Identifier 12

(continued)
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Table 1. (continued)

Personal data can be collected only if the current consent
given by the data subject (external entity) covers the
purpose of this collection
Personal data can be collected only if this collection is
logged
At any moment, a data subject can request to change their
current consent for what concerns the purpose of
collection of their personal data

13,14

Recording, Usage, Disclosure and Retrieval of personal
data can be performed only if mentioned in the current
consent. Any of these operations must be logged. Personal
data can be retained as recorded only if the current
retention time given by the data subject has not expired.
At any moment, a data subject can request to change their
current consent

13,89

Enforce Strong password policy 14

By default, least privacy invasive choices should be
selected for the users

16

Use models to support GDPR compliance and verification 25,33,34,35,43

During data portability requests:
Users must be authenticated thought the service access
control mechanism. Users must be notified of the event.
Requested data should be available only for a limited time
to avoid possible leakage

30,45

Awareness and education for the whole development team 39,48,65,76,90

Ontologies to model information related to personal data
to improve interpretation, visualization and compliance
checking against privacy policies

50,56,79,86

Execute a process to regularly assess test and evaluate the
effectiveness of the technical and organizational measure
concerned with the data processing

7,25,38,52,89

Constantly update anti-virus 53

Access by third parties is requested from user and agreed
prior to disclosure

53

Support users’ privacy expectation and ease the
requirement elicitation process

54,83

Educate users 75,84

Employ HCI patterns to ease information access 77

Operationalize GDPR principles into relevant privacy
requirements and use automated tests to continuously
verify these requirements

85

(continued)
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Table 1. (continued)

8. Demonstrate

Performa a Data Protection Impact Assessment 1,6,10,16,23,24,32,88

Adopt a privacy threat modelling and management
strategy (e.g. LINDDUN)

2,6,46,55,57,68,80,91

Log when sensitive information is being accessed and
processed

3,4,9,11

Maintain database of cryptographically signed records of
relevant information to “decide the accountability of any
decision made”

12,23,26

Service Providers have to keep a record of users’ consent
decision and make it available on request

14,23,52,89

Data Controller to store the consents obtained from DS so
they can demonstrate GDPR compliance

22,23

Enforce the Global Privacy Standard principles 61

Adopt a personal data-centric lifecycle model also to
support the identification of critical activities and
associated privacy risks

49,61,62,82

4 Discussion

As Table 1 in appendix shows, most of guidelines focus on process-oriented strategies.
Specifically, solutions that propose models that help in complying with various GDPR
directives are well discussed: in [2] the authors highlight how developers are not pre-
pared to deal with privacy requirements and lack tools (and methods) to translate those
requirements into the software. Thus, they suggest adopting a model-driven design to
support engineers with GDPR compliant software development. In this sense, [56] pro-
poses a data management model to make consent, specific and unambiguous enabling a
GDPR compliant data processing (in line with the enforce strategy). Moreover, in [62] a
UML-based data lifecyclemodel is proposed; in [33] the authors present a privacy-aware
systemdesignmodel tomitigate possible regulation violations during the design process;
in [79] an ontology-based business process methodology to address GDPR requirements
is presented.

The adoption of such methods also supports the demonstrate strategy enabling the
compliance verification and transparency as directly requested by the GDPR. Among
demonstrate guidelines, most authors seem to agree that performing a Data Protection
Impact Assessment (DPIA), even in that cases that are not mandatory by the regulation,
can help in complying with the GDPR as the DPIA is considered a powerful self-
assessment tool. Along those lines, logging should be always performed when the user
consents to processing and when accessing, processing, updating and deleting personal
data [3]. To this end, indeed, users should always be given the opportunity to express
their rights (control strategy). This, should also be implemented in a way that minimize
fatigue while maximizing the likelihood for the user to make the appropriate decision
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[22] and can be enabled, for example, by a privacy dashboard [70] or by supporting
users’ decision by using machine-readable policy formats [5, 78]. In any case, users
should be able to always access and update collected data and to opt-out from collection
[48]. Eventually, users could be provided the option to specify how long data can be
stored and used for [21].

A relevant user-oriented solution worth mentioning is defined as “Sticky Policies”,
where users can define a set of rules that specifies how the data they are sharing shall be
handled by service providers. However, this solution presents a few shortcomings that
are addressed in [47].

On the other hand, service providers should move away from a take it or leave it
approach [47] and leave users the choice of their preferred balance between functionality
and privacy [84]. All of this should be provided in an agile fashion [88]. Nevertheless,
service providers should distinguish between data necessary for using the service and
data that can be, instead, voluntarily shared [24] (although as [14] and [40] suggest, only
data exclusively required for the proper functionality of the service should be collected
according to the minimize strategy) and consequences of not providing data should be
explained [48, 73]. This falls under the inform strategy: users should always be explained
the whole personal data process in a detailed but understandable and concise way [97].
Many authors agree that this could be supported by visual reminders [48]. To this end,
[51] proposes a methodology to generate visual representations. However [88] argues
that icons might not always be the best tool for communication.

Any policy update must be notified to users [42]. Users must be informed on what
data is being collected and for what and for how long data will be stored [21]. However,
the process of asking users consent must be separated from the choice of enabling other
service-related features [9, 14].

Considering data-oriented strategies and specifically the minimize strategy, the
amount of data collected and processed should be reduced to the minimum possible,
and this should be decided on case by case basis [9, 70]. According to this strategy irrel-
evant information should be removed from the user’s representation [4, 9]. Minimizing
storage retention also reduces the risk associated with data breaches [40]. To this end,
account wide data breaches can be avoided by adopting a separate strategy in which
users’ data is divided into sub-profiles [12, 44]. In any case, cross-domain unlinkability
should be ensured by physical and digital separation [1, 44]. Decentralized storage [40,
84], isolation and virtualization [9, 70] and system interconnection via overlay networks
or message brokers are also suggested [12, 36].

Many solutions are discussed under the abstract and hide strategies, including homo-
morphic encryption, k-anonymity, l-diversity, t-closeness and differential privacy. Data
aggregation over time is also well suggested.

Anonymization and pseudonymization are the most common implementation of
the hide strategy and encryption is always recommended both for storage and transfer.
Attributed-Based Encryption is suggested as a method to easily provide both confiden-
tiality and access control in a scalable way, without the need of a complex security
infrastructure. Masking (hide part of the data), Mixing (mix data from multiple records)
and Tokenization (replace data with unique ids) are also suggested as ways to implement
this strategy [18].
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In any case, it is worth to highlight how educating the development team [48] as
well the end-users [84] is considered crucial to make these eight strategies effective.
Indeed, education has always been a pillar of usable security and privacy [102]. However,
educating, especially the end user, is a really ambitious and challenging task to achieve.

5 Conclusions and Future Work

This paper has presented a literature review that systematized current best-practices in
designing and developing GDPR-compliant software following the by-design and by
default paradigms. Selected studies were analyzed under different dimensions and cate-
gorized under Hoepman’s design strategies. The analysis showed that from a technologi-
cal point of viewmanydifferent solutions exist to effectively supportGDPR requirements
implementation on different levels. However, there is still a lot to be done to make these
tools and methods more user centered. As a result, since the development of security
features has often overlooked the principles of usability and human-computer interac-
tion in general, a future goal of this work is to propose a technical and methodological
framework to support the user-centric design of GDPR-compliant software.
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