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Chapter 1
Big Data in Academic Research: 
Challenges, Pitfalls, and Opportunities

Jacques Raubenheimer

Abstract  Big Data are a product of the computer era, enabling the knowledge 
economy, in which academic researchers are key players, although researchers have 
been slow to adopt Big Data as a source for academic enquiry. This may be in part 
because Big Data are curated by commercial or governmental entities, not by 
researchers. Big Data present several challenges to researchers, including those 
associated with the size of the data, the development and growth of data sources, 
and the temporal changes in large data sets. Further challenges are that Big Data are 
gathered for purposes other than research, making their fit-for-purpose problematic; 
that Big Data may easily lead to overfitting and spuriousness; and the biases inher-
ent to Big Data. Linkage of data sets always remains problematic. Big Data results 
are hard to generalize, and working with Big Data may raise new ethical problems, 
even while obviating old ethical concerns. Nonetheless, Big Data offer many oppor-
tunities, allowing researchers to study previously inaccessible problems, with previ-
ously inconceivable sources of data. Although Big Data overcome some of the 
challenges of small data studies, Big Data studies will not supplant small data stud-
ies—these should work in concert, leading to real-world translation that can have a 
lasting impact.
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�Introduction

The concept of “Big Data” may very well be relative. Certainly, if the term had 
existed at the time, the library of Alexandria would have been described as a Big 
Data warehouse—it was purported to contain “all the books in the world” (Charles, 
1913). In fact, its closest modern equivalent, the Library of Congress, has holdings 
for which the complete catalogue itself counts as a big data set even by today’s 
standards, being in excess of 164 million items (Library of Congress, 2017).

Regardless of how we define big data, one thing is certain of the twenty-first 
century—we are no longer in an industrial era, where wealth and progress stem 
primarily from manufacturing. We are now solidly embedded in the knowledge era, 
a concept formalized and developed by Peter Drucker, as far back as the 1950s (see, 
for example, chapters 4 and 5 of Drucker, 1957). He realized that, in this new age, 
knowledge would become the new capital, and that education would undergo a 
complete revolution in terms of its role in society (Turriago-Hoyos et  al., 2016; 
Wartzman, 2014). This concept may be extended, though, in that knowledge is 
always about something, and since knowledge is the skill of interpreting and using 
information, knowledge requires information. Or, more to the point, knowledge 
requires data. Thus, having data does not mean having knowledge, but one cannot 
gain knowledge without data. And so, the true capital of the twenty-first century is 
not knowledge, but data, and those with knowledge deal in data. Of course, indus-
trial production—and hence manufacturing—will always remain. Just as industrial-
ization did not obviate agriculture, but rather profoundly changed agriculture, 
especially through the introduction of mechanization to farming and the subsequent 
creation of super-farms, so also the knowledge era already has profoundly altered 
manufacturing, and will continue to do so (Thomas & McSharry, 2015).

The primary commodity of the twenty-first century is thus data. And the more 
data one has, the more one can benefit—provided, of course, the data can be used. 
Big Data, then, is what it is all about at the moment. And yet, the idea of exactly 
what constitutes Big Data remains a moving target. As will be pointed out, though, 
the necessity of a precise definition is becoming more of a moot point as time pro-
gresses—the real issue is no longer the size of a data set, but its scope and its utility. 
As Stephens-Davidowitz notes (Stephens-Davidowitz, 2017, p. 62): “The Big Data 
revolution is less about collecting more and more data. It is about collecting the 
right data.”

At present, Big Data is a concept that appears to have much more traction in 
business than in academia. Early academic forays into the world of Big Data 
appeared to be mostly meta-study—for example, defining what constitutes Big 
Data, methods for working with Big Data, etc. (Youtie et al., 2017). It has taken 
longer for academics to come to the realization that Big Data itself can be used as a 
data source for answering their research questions, so much so that Stephens-
Davidowitz could still lament in 2017 (p. 274) that “the majority of academics have 
ignored the data explosion caused by the digital age.” Now, however, we are on the 
cusp of an explosion of research using Big Data (Harlow & Oswald, 2016; King, 
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2014; Lazer, Pentland, et al., 2014b). This chapter seeks to provide an assessment of 
the progress made, and the changes that are to come, showing how the wider world’s 
embrace of Big Data impacts researchers and their research studies, across the 
world, and across disciplines.

�A Brief Overview of the Historical Development of Big Data

Big Data would not be possible without computers, which have, thus far (Courtland, 
2015), followed what is commonly called Moore’s law (Moore, 1965)—that the 
computing power of silicone semiconductor chips being manufactured would dou-
ble every 2 years—an exponential growth in computing power. Without these ever 
more powerful computers, we would not have the tools with which to do the mas-
sive number of calculations needed to analyse Big Data.

However, a complementary process, more often ignored, which is vital for the 
very concept of Big Data, is that before data can be analysed by a computer, they 
need to be stored electronically. Big Data would not have been possible without 
digitization. Thankfully, due to a slew of new technologies which have appeared 
over the years, the tools for data storage have grown in capacity. Figure 1.1 shows 
the storage capacity, in bytes, of various data storage tools over the years (using 
information from Anthony, 2011; Data Recovery Group, 2011; Pingdom, 2008). 
The lines show how select devices (e.g., hard drives) have grown in capacity since 
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their initial introduction. What this shows is that the storage capacity of individual 
digital storage devices has grown massively over the years, but what it fails to show 
is the rate at which these devices have been manufactured. While it is reported that 
IBM manufactured 10,000,000 punch cards daily as early as 1937 (Anthony, 2011), 
some of the more esoteric devices were never manufactured in huge quantities. 
Today, however, hard drives, flash drives, and optical disks are being manufactured 
by the hundreds of millions—estimates (e.g., The Statistics Portal, 2018) are for 
half a billion hard drives alone being shipped annually, although that covers devices 
over the full range of storage capacities, making estimates of the total storage dif-
ficult. Nonetheless, Coughlin (2015) has estimated that the annual storage volume 
created by hard drive manufacture alone is in the vicinity of 540 exabytes.

Hilbert has studied the rate at which the volume of digitized information is grow-
ing, and has made two important observations. First, he defines the current era as the 
digital era, estimating its inception in 2002, the year in which, by his calculations, 
more data were stored in digital format than in analog (Hilbert, 2012a, p. 9). Second, 
his calculation of the total amount of storage space (combining the missing element 
of the amount of storage devices with their capacity; Hilbert, 2012a, 2012b, 2014, 
Hilbert & López, 2011, 2012a, 2012b) shows that the amount of available storage 
is, at least for the present, and probably into the foreseeable future, growing faster 
than the amount of data being generated (see also Lesk, 1997).

It should also be noted that this growth in the amount of digitized information 
stems not only from the capture and storage of new digital information, but also 
from the digitization of existing analog data. Many examples can be given, but men-
tioning the digitization of performance recordings (e.g., video recordings, vinyl 
records) and the scanning and often the optical character recognition of print mate-
rial (e.g., Google Books, academic journals digitizing old print issues) should 
suffice.

It is, then, this combination of the ever-increasing computing power, and the 
ever-expanding storage capacity, together with the increasing tendency to capture 
and store information, past and present, digitally, that has enabled the Big Data 
revolution.

However, if the Big Data revolution has been enabled by advances in computing 
power and storage capacity, researchers should realize that we have entered a new 
phase, viz., the Big Data explosion. The rapid proliferation of Internet-connected 
devices, together with the advent of cloud computing (i.e., data being sent directly 
to, and stored on, the Internet), giving rise to the Internet of Things (IoT), means 
that potentially anything, and perhaps more intimidatingly, everything, can be 
become a data-capture device. New companies are being started, offering services 
solely for the purpose of collecting data. Data itself has become a commodity, and 
the new economy is an economy of data—Big Data (Thomas & McSharry, 2015).

Massive data sets are literally being generated everywhere, and even academic 
researchers themselves are involved in creating a massive set of data through their 
scholarly publications. The questions of how many academic publications are in 
existence and how many are published per year are complicated by the fact that 
there are numerous academic publishers involved, and several large (and 
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competing) cataloguing services. Nonetheless, various estimates (Björk et al., 2009; 
Jinha, 2010; Larsen & von Ins, 2010; Mabe & Amin, 2001; Ware & Mabe, 2009, 
2012, 2015) put the annual growth rate in publications at 3% or above (even as high 
as 8% for certain fields), so that it was estimated that at the end of 2009, there were 
over 50 million academic publications in existence (Jinha, 2010). Using these esti-
mates, and an absolute minimum growth rate of 3%, we can safely estimate that at 
the very latest, 2019 will be the year in which two million new journal articles are 
published, although Plume and van Weijen (2014) estimated 2.4 million new journal 
articles in 2013 already.

�Where Did the Concept of “Big Data” Originate?

The coining of the phrase “Big Data” is commonly (e.g., Lohr, 2013) attributed to 
Mashey (cf. Mashey, 1998), who used the term in various presentations and discus-
sions in the 1990s (but see also Dontha, 2017). The concept itself was perhaps first 
succinctly articulated by Laney (2001). Although he did not use the term “Big 
Data,” per se, he discussed the data challenges large enterprises would face going 
into the twenty-first century, and described the three dimensions of data as volume, 
velocity, and variety. These so-called “3 Vs” of Big Data have become a catch-
phrase. These concepts are still important, especially to academic researchers wish-
ing to work with Big Data, and will be elaborated in the section on the challenges of 
Big Data to academic research below.

In essence, however, an awareness had long been arising that information work-
ers (including researchers) were being exposed to, and required to work with, ever 
more voluminous sets of data, and that, apart from the “tools” (the aforementioned 
computing power and storage capacity) required, special techniques and approaches 
would be required to make sense of this information (cf. Press, 2013 for a good 
historical overview).

Interestingly, one of the exciting new sources of Big Data for academic research-
ers which will be discussed below, Google Trends, can give us a good understanding 
of how interest in the topic has grown. Figure 1.2 shows a plot of 2040 samples 
(giving a margin of error of 2.17%) of worldwide search volume from the Google 
Trends Extended Health API, using a custom-designed data extraction tool devel-
oped by this researcher (Raubenheimer, 2021). Curiously, despite the term first 
being used in the 1990s, and appearing in an academic publication in 1997 (Cox & 
Ellsworth, 1997), the topic only really gained interest, in terms of it being some-
thing people started searching for on the Internet, towards the middle of 2011. This 
is further corroborated by Youtie, Porter, and Huang’s (2017, p. 67) review which 
“did not find a substantial number of social science Big Data articles until 2012.” 
From there, however, it showed a sharp rise in interest, and has reached something 
of a plateau in the last 2 years, so that it can accurately be called a buzzword.

1  Big Data in Academic Research: Challenges, Pitfalls, and Opportunities
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�The Custodians of Big Data

To date, the bulk of work on the analysis of Big Data has been conducted in the 
commercial/industrial sector, where companies gather data and then analyse it for 
some financial advantage. It is no secret that Google and Facebook, as well as other 
large technology companies like Apple and Microsoft, use their huge volumes of 
data to create immense profits. These companies often offer a service for free, with 
their reward being the data provided by users. They are then able to leverage that 
data to generate immense profits, most commonly through the sale of targeted 
advertising (Hachman, 2015; Holland, 2017; Monnappa, 2017; Mullin, 2012). But 
the list of companies using their data in this way is by no means confined to these 
more well-established tech companies. Further names in different industries, like 
Uber, Airbnb, etc., are all alike in their use of large volumes of data for generating 
profit. And, of course, governments themselves have established processes by which 
they can amass large volumes of data on their citizens and their behaviour, some-
times contentiously so, under the premise that these data can be used for the better-
ment of the citizenry. Transport for London, as an example, has shared its London 
Tube data (gathered via its Oyster card system) with researchers, so that it could use 
the results of their analyses to increase its own efficiency (cf. Badger, 2014; Chiang 
et al., 2017; “London’s Tube and Big Data: Underground movement,” 2013; Sari 
Aslama et al., 2015). In a similar fashion, Strava, a commercial company which will 
be discussed below in the section on ethical considerations, has released its Metro 
data (Gordon, 2014) to “[partner] with departments of transportation and city plan-
ning groups to plan, measure and improve infrastructure for bicyclists and pedestri-
ans.” Large data sets are thus available, and although not purpose-built for academic 
research, these data can be used for academic research.
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�Big Data as a Source for Academic Research

Traditionally, researchers have had to gather their own data. Of course, researchers 
have long used pre-existing data (e.g., a health researcher using hospital records as 
a source of data) in their research as well, and so the concept of using data not ini-
tially gathered for the purposes of research is not new. However, the difference with 
Big Data is that while, in more conventional research, researchers might choose 
between collecting their own data or using already collected data (as a matter of 
necessity or of convenience), with Big Data, most researchers will, at least for the 
foreseeable future, have neither the means nor the resources to amass large data sets 
for their own purposes—they will necessarily be reliant on external sources for 
large data sets. (There are, of course, exceptions to this, such as the mapping of the 
human genome, or large volumes of data collected by massive telescopes, but for 
the majority of researchers, this holds true.)

Thankfully, several sources of Big Data are now being opened up to researchers, 
often in the hope that by allowing researchers to work with the data, the data owners 
may gain insights they might not otherwise have come by, perhaps as a consequence 
of the lack of motivation, time, or ability to extract such insights from their own 
data. In a sense, this is the best form of collaboration possible. Big companies and 
government institutions amass data, and share them with researchers, who then pro-
vide valuable information back to the data owners. A prime example of this is how 
Transport for London has shared its London Tube data with academic researchers 
mentioned above. Researchers are, then, to use Drucker’s term, becoming some of 
the best knowledge workers. Their reward is provided up front—they are given 
access to data, and the product of their labour is knowledge, through which both 
they (in their academic careers) and the data custodians benefit.

�Challenges of Big Data for Academic Research

At the best of times, research can be challenging. Working with Big Data is no dif-
ferent, although the domain does present some unique challenges.

�The Big-Ness of Big Data

Perhaps the best place to start discussing the challenges which Big Data presents to 
academic researchers is to return to the 3 Vs which Laney (2001) listed as business 
enterprise challenges. These three points have come to be viewed as the “classical” 
defining characteristics of Big Data (e.g., Dave, 2013), even though others have 
sought to elaborate on the concept (e.g., DeVan, 2016; IBM, n.d.-a, n.d.-b; Jain, 
2016; Marr, 2014; McNulty, 2014; “Why the 3V’s are not sufficient to describe big 
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data,” 2015), and as such, this chapter will retain its focus on the original three 
points. Given that data may be defined as “big” when they meet at least the condi-
tions of the 3 Vs, it would do well to consider each of these as a challenge to 
researchers wishing to use Big Data for their studies.

Volume refers to the fact that data sets are becoming massive, even more so as 
data are seen as being inherently valuable, leading to the situation where new data 
are added, but old data are not discarded. Lesk (1997) noted that our capability to 
store information has outpaced the already massive amounts of information being 
stored, with the paradoxical outcome that no data will have to be lost (simply every-
thing can be stored), while most data will not be used (at least not by humans). This 
presents a twofold challenge to researchers: Firstly, researchers simply will have to 
learn to use the technology required to deal with voluminous data. As an example, 
social media produces data sets that are truly massive (Moe & Schweidel, 2017)—
Crimson Hexagon allows its clients (which includes researchers) access to over a 
trillion items of social media data (Crimson Hexagon, 2018; Moriarity, 2017).

The volume of Big Data present many practical challenges for analysis, as 
detailed by Jacobs (2009). This means researchers will have to use more powerful 
computers or networked high-performance computing facilities (Doctorow, 2008). 
At the very least, it necessitates working in a 64-bit, as opposed to a 32-bit environ-
ment (e.g., 32-bit programs cannot handle data files larger than 4 Gb, which can 
easily be found with voluminous data sets). It requires that researchers learn to 
modify their programming techniques to optimize performance with large data sets 
(e.g., when using an inefficient sorting method with a typical research data set, the 
result might be a time difference of a second or two, but with a massive data set, the 
result of an inefficient sorting algorithm could be hours of additional computing 
time). Stephens-Davidowitz (2017, p.  180) casually mentions that “one day I 
decided to download Wikipedia. (You can do that sort of thing nowadays.)” Given 
that Wikipedia (2018) itself estimates the size of its text-only dumps at 58 Gb (when 
uncompressed—the actual compressed download file is a mere 14 Gb!), this is a 
clear example of the volume of data that one may have to work with.

Secondly, and more importantly, the true challenge of volume, given Lesk’s con-
clusions mentioned above, is not the computational challenge of dealing with mil-
lions or even billions of records of data per se, but rather the challenge of finding the 
information we need amidst a growing amount of irrelevant and redundant data. The 
size of the needle is not changing, but the size of the haystack is growing exponen-
tially (Taleb, 2013). Stephens-Davidowitz (2017, p. 21) notes that “The size of a 
dataset… is frequently overrated…. You don’t always need a ton of data to find 
important insights. You need the right data…. Most important… you have to ask the 
right questions” (emphasis added). To meet this challenge, researchers will have to 
become innovative and learn to think outside of the box, to use another management 
catchphrase. As will be discussed below, working with Big Data requires rethinking 
even the questions we want to ask, so that we can ask the questions that are suited 
to what the data can give us, instead of banging our heads against a wall, trying to 
force Big Data to give us answers it cannot yield.

J. Raubenheimer
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Laney’s (2001) second concept of velocity refers to the fact that data sets are 
growing continuously. An analysis of data today will include information not avail-
able yesterday. A good example of this is Google Trends data: Firstly, the data are 
updated in near real time, so that an investigation into the popularity of searches will 
continuously provide new (never ending) information. As a side note, it should be 
pointed out, especially in further discussions of Google Trends below, that even 
Google scientists contended that the data may not be suitable for the forecasting of 
future events, but may be useful for contemporaneous forecasting (cf. Choi & 
Varian, 2009, 2012). Furthermore, even for historic data, Google samples 10–15% 
of all searches, and resamples it each day, so that repeating an analysis of the same 
search terms for the same time frame on successive days will provide a researcher 
with a sample of samplings for that query (Matsa et al., 2017). To meet this chal-
lenge, researchers will have to accept the time-boundedness and the immediacy of 
their work. Time is an enormous confounder in any research, and even more so with 
Big Data, because the data may change considerably over the longer time frames 
common in large data sets. More will be said about this when discussing the variety 
of data, but the challenge of velocity is that researchers will, in many instances, have 
to think about how their studies can be tailored to make use of new data as it arrives, 
often in pursuit of making predictions based on real-time data. This is no simple 
task, no matter how much data one has at one’s disposal.

Laney (2001) was convinced, rightly, that the largest challenge to data manage-
ment was the variety of data. Primarily, this refers to the fact that data come in so 
many different forms. Disparate data sets are “incompatible… non-aligned… and 
inconsistent.” However, this extends beyond just incompatibilities between types of 
data, and even incompatibilities between data sets of the same type, to inconsisten-
cies with the same sets of data over time—data definitions, variables captured, and 
even data location may change. A good example of this are the data provided by the 
United States National Highway Traffic Safety Administration’s Fatality Analysis 
Reporting System (http://www.nhtsa.gov/FARS). The user guide (National Highway 
Traffic Safety Administration, 2016) explains how variables were added, removed, 
and changed, over the years (e.g., accidents due to cell phone usage were obviously 
not part of the data recorded in 1975). Also, the user guide (NHTSA, 2016, 
pp. 520–585) details the ways in which the very structure of the FARS data sets was 
changed profoundly in 2010 so as to improve its compatibility with the National 
Automotive Sampling System General Estimates System data.

Perhaps the best comment about the variety inherent in Big Data comes from 
Lazer, Kennedy, King, and Vespignani (Lazer, Kennedy, et  al., 2014a, p.  1204), 
who, in discussing the failure of Google Flu Trends to maintain its predictive accu-
racy beyond the original model development (as discussed below), note that,

A more likely culprit is changes made by Google’s search algorithm itself. The Google 
search algorithm is not a static entity—the company is constantly testing and improving 
search. For example, the official Google search blog reported 86 changes in June and July 
2012 alone…. Search patterns are the result of thousands of decisions made by the com-
pany’s programmers in various subunits and by millions of consumers worldwide.

1  Big Data in Academic Research: Challenges, Pitfalls, and Opportunities
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The variety inherent in Big Data means that researchers will not be able to work 
with Big Data and stay armchair theorists. They will have to get their hands dirty, 
and become data wranglers, able to beat unruly data into shape, as it were (of course, 
without altering or fabricating data!), struggling with incompatibilities in various 
data sets, and developing a clear understanding of the intricacies and nuances of 
their data, so that they can wield it appropriately.

�Big Data are Not Research Data

One of the biggest problems faced by researchers wishing to use Big Data for their 
own research work stems from the fact that the data are often not gathered for the 
sake of research, but rather for the specific purposes of the data custodians. Of 
course, as has been mentioned, this is not a new challenge, but is faced by any 
researcher wishing to use externally collected data for their work. Big Data, how-
ever, exacerbates this problem. Essentially, Big Data provide us with masses of 
information but the information may not be ideally suited to our research questions. 
Lazer, Kennedy, King, and Vespignani (Lazer, Kennedy, et al., 2014a, p. 1203) note 
that “the core challenge is that most Big Data that have received popular attention 
are not the output of instruments designed to produce valid and reliable data ame-
nable for scientific analysis.” Lazer et al. (Lazer, Pentland, et al., 2014b, p. 1203) 
then warn against “Big Data hubris” which they define as “the often implicit 
assumption that Big Data are a substitute for, rather than a supplement to, traditional 
data collection and analysis.” Stephens-Davidowitz (2017), after noting earlier 
(p. 245) that there are things that cannot be done with Big Data, and things that 
ought not be done with Big Data, points out that Big Data do not supersede, but 
rather complement, conventional research. He notes (p. 256) that having access to 
Big Data for our research “… does not mean that we can just throw data at any ques-
tion. And Big Data does not eliminate the need for all the other ways humans have 
developed over the millennia to understand the world. They complement each 
other.” This means that Big Data do not spell the end of small data. In fact, many 
times, research questions can only be answered successfully when insights from 
Big Data are supplemented with insights from small data, such as combining Big 
Data analysis results with small survey results. This combination of disparate data 
sources must be done with care, however. The process is well illustrated by Mellon 
(2013) who demonstrated the use of survey data to validate Google Trends search 
data and concludes (pp. 289–290):

Rather than replacing the traditional survey, using Internet data may require researchers to 
do more survey work, particularly in hard to reach areas. Paradoxically researchers may 
only be able to unlock the potential of the Internet data being generated today, in retrospect, 
when they have enough data generated with conventional survey tools to test the validity of 
search data.
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An extension of this issue (that Big Data are not created for specific research prob-
lems) is the issue of dimensionality, or overfitting (Clarke & Chien, 2017). A prob-
lem may arise when our dependent variables are themselves not massive, such that 
many independent variables are used to predict dependent variables of limited scope 
(Stephens-Davidowitz, 2017, p.  247), confounding analysis and prediction. Big 
Data tend very easily to gather information about too many variables but not enough 
subjects. This may not be immediately apparent, as we naturally assume that Big 
Data contains information about many people, but when our dependent variable is a 
rare condition, even vast data sets may easily contain more variables than subjects 
(Salsburg, 2017, pp. 69–77; Taleb, 2013). A classic example of this is the Google 
Flu issue, as clearly indicated by Lazer, Pentland, et al. (2014b), p. 1203) when they 
explain that “essentially, the methodology was to find the best matches among 50 
million search terms to fit 1152 data points…. The odds of finding search terms that 
match the propensity of the flu but are structurally unrelated, and so do not predict 
the future, were quite high.” The history of Google Flu is as follows: Building on 
work of Johnson et al. (2004) and Eysenbach (2006), Polgreen et al. (2008) found 
that they could use Yahoo! search queries related to flu, to predict the incidence of 
flu. This was swiftly followed by Ginsberg et al., who, after an announcement on the 
Google blog (Ginsberg & Mohebbi,  2008), followed with a paper in Nature 
(Ginsberg et al., 2009) showing similar results from Google searches. This led to the 
creation of the Google Flu Trends web page. Initial results seemed to show that the 
algorithm worked reasonably well (Araz et al., 2014; Carneiro & Mylonakis, 2009; 
Dugas et al., 2012, 2013; Malik et al., 2011; Valdivia et al., 2010; Wilson et al., 
2009). But over time, this ability degraded (Butler, 2013; Lazer, Kennedy, et al., 
2014a; Olson et al., 2013), nor did it perform well when tested against retrospective 
data (Ortiz et al., 2011), requiring adjustments to the algorithm (Cook et al., 2011; 
Copeland et al., 2013). The project was labelled as a failure (Butler, 2013; Fung, 
2014; Lazer & Kennedy, 2015; Salzberg, 2014; Walsh, 2014), and eventually the 
project was shuttered (The Flu Trends Team, 2015). The correlation they found for 
one season did not hold well across many seasons. This means that researchers 
using Big Data for forecasting would do well to use out-of-sample predictions to 
further validate their findings, and the insights from Big Data might best be under-
stood when validated with small data. It should be noted, though, that right from the 
outset, and even noted by its critics, Google Flu Trends was best seen as a way to 
supplement, not supplant, the conventional epidemic surveillance systems (Lazer, 
Kennedy, et al., 2014a, p. 1204; Madrigal, 2014; Valdivia et al., 2010, p. 5; Wilson 
et al., 2009, p. 4).

A last implication of the fact that Big Data are not gathered explicitly for research 
purposes, is that the quality of the data may be a double-edged sword. On the one 
hand, the data may be surprisingly free of conventional biases that confound 
research, such as placebo effects, Hawthorne effects, and a litany of other biases 
researchers have to deal with. But at the same time, the data may present new biases 
of their own, biases, perhaps, that researchers are less accustomed to dealing with. 
So, for example, Stephens-Davidowitz (2017, p. 111) notes that “Google [data] can 
display a bias towards unseemly thoughts,” and researchers using social media data, 
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need to be aware of, and account for, the biases inherent in these data (Moe & 
Schweidel, 2017). Most data gathered from the Internet contains an inherent bias in 
that it is restricted to Internet users, whose demographics still do not adequately 
represent the world population, or any country’s population, even though Internet 
usage is growing, and Internet access is being considered as fundamental to the 
exercise of basic human rights (Human Rights Council of the United Nations, 2016; 
La Rue, 2011). But even more subtle in its effect, and hence more difficult to control 
for, is that different demographics of Internet users use the Internet in different 
ways, with, for example, different age groups showing preferences for different 
social media networks (Nanji, 2017). Furthermore, a variety of “socioeconomic, 
political, cultural, social, and technological factors” all help shape Internet access at 
the national level (Fuchs, 2008).

�Data Linkage

Although this could have been mentioned when discussing the variety of Big Data 
above, this topic is complex enough to warrant a brief discussion. A surprisingly 
common problem encountered when working with Big Data stems from the previ-
ously discussed fact that large data sets are most commonly created for commercial 
reasons, and are not bespoke research data sets. When researchers plan a conven-
tional study, they go to great pains to ensure that their data collection encompasses 
all the variables needed to answer the research questions. However, it is not unusual 
for researchers using Big Data to require variables from multiple, disparate data sets 
in order to answer their research questions. The only way this can be done is to link 
the data in some way, so that every record for each individual in one data set is suc-
cessfully matched with every record for that individual in each of the other data sets. 
This quickly becomes a very complex exercise, as, for example, the identifying 
information for each individual may differ in the various data sets. A variety of data 
linkage methodologies have arisen to deal with this problem (Bohensky et al., 2010; 
Churches & Christen, 2004; Clark, 2004; Dusetzina et al., 2014; Fellegi & Sunter, 
1969; Ong et al., 2014; Tromp et al., 2011; Winkler, 1993, 2014), but the level of 
specialisation required means that the exercise is often out of reach of the individual 
researcher. The obstacles are many: Data have to be obtained from multiple custo-
dians, each of which may have their own ethical requirements as to the usage of 
their data. There are ethical issues around the linkage of data (e.g., personal identi-
fication may be impossible in the individual data sets, but could become possible in 
the linked data; or, conversely, de-identification for ethical purposes may make the 
data difficult to link). The exercise is typically laborious, time-consuming, costly, 
and requires significant computing power—even when specialist service providers 
are used to link the data, time delays are significant, and costs are high. While gov-
ernment institutions (such as census bureaus) may have the personnel and skills to 
perform these functions themselves, academic institutions typically do not. 
Thankfully, collaborative efforts may often arise, which can result in the creation of 
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data linkage services, such as the NSW Centre for Health Record Linkage (CHeReL) 
in Australia. Examining their guide (Centre for Health Record Linkage, n.d.) gives 
one a clear understanding of the process involved. The implication for researchers, 
though, is that the linking of data requires a considerable amount of time and ethical 
approval, and involves significant cost. This is, however, the reality of attempting to 
work with data of this nature.

Furthermore, working to analyse these linked data involves a significant step up 
in terms of the complexity of the statistical programming required. Small data stud-
ies very commonly use data sets where the entire study utilizes only a single data set 
with a 1:1 participant-to-record ratio. The most complex extension of that is longi-
tudinal studies where multiple records are collected for each individual, but still, 
typically, within a single data set, or with separate data sets for each time point, but 
with each time-bound data set containing a single record for each participant. 
Working with these data remains a fairly simple matter. Big Data studies, however, 
are very often longitudinal (it takes time to amass so much data), and routinely 
entail working with multiple 1-to-many or many-to-many participant-to-record data 
sets. The complexity of the way in which records from these data sets are linked, 
then, grows in order of magnitude for each additional data set, and techniques are 
needed for determining temporal start and end points for each individual, extracting 
first and/or last records for each individual from any number of data sets, aggregat-
ing records within, and even between, data sets, and identifying individuals with 
more or less than a certain number of records. The problem of missing data and its 
underlying reasons also grows in complexity, and the statistical techniques needed 
to analyse these data also become more complex.

�Big Data May Still Not Deliver Generalizable Results

Even though it is hoped that the results we derive from Big Data studies will lead to 
translational research, the very nature of Big Data presents a fundamental obstacle 
to this. The ideal flow of events with conventional medical studies is that when 
researchers perform clinical trials that show the benefits of certain interventions 
(e.g., health screenings), and these results are confirmed in further studies, the evi-
dence would be sufficient to recommend the intervention to everyone in the risk 
category, even though we know that not all at-risk individuals will truly be afflicted 
over time. But the results of these studies are generalized to the population 
nonetheless.

However, generalizability is one of the largest challenges of Big Data. Big Data 
analyses are observational, and can, as an example, indicate increased odds that 
certain individuals might display a large degree of suicidal ideation. But on data sets 
of millions of individuals, even with highly significant odds, that would leave a 
large number (in real terms) of individuals identified as false positives. Even if Big 
Data analysis results are generalizable to populations at large, they are not specifi-
able to individuals in particular. The point is that while Big Data insights can help 
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us understand dynamics in populations at large, we should still refrain from making 
inferences about individuals in particular. As Agatha Christie’s character Sir Henry 
Clithering notes in “The Four Suspects” (Christie, 1932): “It isn’t really guilt that is 
important—it’s innocence. That’s the thing that nobody will realize…. Some people 
may go through a lifetime crushed by the weight of a suspicion that is really unjusti-
fied.” This can perhaps best be understood by means of an illustration: In the short 
span of August 2017 to January 2018, two women, one in Australia (cf. Chillingworth, 
2018) and one in the U.S. (cf. Hitt, 2018) searched the Internet for information on 
how to murder their partners. While it is apparent, from these, and other cases (e.g., 
Deery, 2013; also mentioned in Stephens-Davidowitz, 2017, p. 266) that would-be 
murderers actually are brazen enough to search for tips on the Internet, and while 
Big Data allow us to immediately flag any individual carrying out such searches, it 
would be wrong to immediately prosecute, or even place under surveillance, any 
individual carrying out such searches (à la Minority Report [Spielberg, 2002], as 
Stephens-Davidowitz, 2017, p. 266] intimates). If we ever were to do that, then fic-
tion novelists (researching their next murder mystery), journalists (researching arti-
cles about murderers who google their intended methods), and even academic 
researchers (investigating the uses of Big Data) also might be unfairly accused.

�Spurious Correlations, Sub-Populations, 
and Other Confounders

The results from the analyses of Big Data are, simply by nature of their size (and 
thus the large diversity of their underlying populations), particularly susceptible to 
the two extremes of delivering spurious correlations on the one hand (as already 
discussed on the issue of dimensionality above), and being bedevilled by numerous 
confounders on the other. Academics working with Big Data will need a good level 
of statistical literacy in order to make the right inferences (and only the right infer-
ences) from their data (Prodromou & Dunne, 2017). These skills, as well as the 
necessary software programming skills for analysing these data, need to be incorpo-
rated into the curricula of university degrees (Puang-ngern et al., 2017).

The study of suicide and the Internet serves as a good example. Several studies 
appear to have found evidence of a correlation between suicide rates and Internet 
searches related to suicide and self-harm (mostly analysed using Google Trends): 
Yang et al. (2011) in Taipei; Hagihara et al. (2012) in Japan; Gunn and Lester (2013) 
and Ma-Kellams et al. (2016) in the US; Arora, Stuckler, and McKee (2016, in cer-
tain subgroups of the population), and Kristoufek et al. (2016) in the UK; and Song 
et al. (2014) in South Korea. Other ancillary findings also support this idea: Ayers 
et al. (2013) found evidence of seasonality in searches related to suicide (and other 
conditions). Biddle et  al. (2012, 2016) and Gunnell et  al. (2012) examined the 
growth of suicide-related information on the Internet. Bragazzi (2013) found a 
strong correlation between Google Trends searches and non-suicidal self-injury. 
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However, the results are not as clear-cut as they may seem at first. McCarthy (2010) 
found that the correlation between completed suicides and Internet searches is 
inverse for the population as a whole, but strongly positive for youth, suggesting 
that Google Trends may only serve as a predictor for certain demographics. Even 
one of the aforementioned studies—Ma-Kellams et  al. (2016, p.  483, emphasis 
added)—noted the following:

By capturing ecological variation in suicide-directed Internet behavior, Google search data 
can be more useful than random-survey-sampling techniques because Google search data 
capture a broader proportion of the population in an unobtrusive way. This system is not 
meant to be a replacement for traditional surveillance mechanisms or to supplant the need 
for other forms of suicide surveillance. Rather, data on notable increases in suicide search 
activity can be used to prevent suicide by indicating where the needs are for closer suicide 
surveillance… or by reinforcing the need… for more sensitive programs among particular 
cultural groups.

Furthermore, Fond et al. (2015) found a relationship between suicide searches and 
depression (but not bipolar) searches, but noted that search volumes could be influ-
enced heavily by external factors, such as media reports. They concluded (p. 917) 
that “Google Trends® cannot be used as an effective tool for monitoring potential 
suicide epidemic peaks, because of the lack of precision of existing tools and data 
provided. However, this tool can be further developed and offers great potential.” 
The strong influence of media reports on search volume was corroborated by Page 
et al. (2011) in Australia, who noted that Google Trends could not serve as a predic-
tor on its own. They did note the difficulty of comparing the online data, which is 
available in near-real time, to official mortality data, which has a significant delay. 
Additionally, Solano et al. (2016) could not find any predictive ability of Internet 
searches for completed suicides in Italy (by contrast, the searches tended to lag 
behind completed suicides), nor could Sueki (2011) in Japan. Bruckner et al. (2014) 
also reported mixed results, and concluded (it should be noted that their comment 
also touches on the previously mentioned issue of extrapolating from the general to 
the individual):

We caution against inferring an individual’s Internet search behavior, depressive symptoms, 
and suicide risk from our population-level tests. Temporal fluctuations in Google searches 
are indicators of a population-level interest, which cannot shed light on individual differ-
ences in suicide risk. In addition, our findings of a positive relation between Internet search 
volume for “suicide and depression” and completed suicide in the same month cannot 
definitively establish that suicide-related searches precede suicide completion. Nevertheless, 
our findings indicate that current surveillance efforts for suicide may benefit from real-time 
use of Google-based Internet searches for depression.

Mars et  al. (2015) performed a very instructive small data study. Using survey 
responses in the UK, they found that adolescents with a history of self-harm were 
significantly more likely to have searched for information on self-harm on the 
Internet (although no causality could be inferred). But their study also showed that 
suicide-searchers additionally use the Internet to search for help, and thus making 
inferences based on searching for information about suicide alone fails to account 
adequately for the reality of a very complex issue.
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Perhaps the most instructive application of Google Trends suicide data as an 
example of the utility of Big Data, is this: Noting the association of Internet searches 
with suicide, both Kristoufek et al. (2016) and Parker et al. (2017) found that they 
could use Google Trends data to predict suicide rates accurately enough for policy 
decision-making purposes, while conventional data are slow to be made available 
(e.g., coroner’s statistics that could be up to 2 years behind). But this indicates a 
limited scope for the application of this data. Finally, in the most rigorous of the 
studies, Tran et al. (2017) performed a multi-country investigation with strict meth-
odology to account for spurious effects in the time series analysis, and found that 
the associations found did not follow any discernible pattern, and were in line with 
the Type-I error rate for the expected number of significant results, indicating that 
Google Trends data may well be too afflicted by spurious correlations to accurately 
predict suicide rates.

Results from the analysis of Big Data, then, need to be interpreted with caution. 
While Big Data may provide useful insights, the application of these results should 
not be overstated and the susceptibility to spurious effects which may be present in 
the data purely because of the size and nature of the data set, must always be 
acknowledged, and used to temper hubris about what researchers find.

�Big Data Gathering Is Not Passive

Reference will be made below to the fact that Big Data are sometimes gathered in 
the form of non-consensual (or at least, unconsciously consensual) randomized tri-
als. What is relevant here is to raise the very large temporal confounder of how Big 
Data gathering actually changes the behaviour of individuals. Vespignani (2009, 
p. 428) discusses the implications of this:

An interesting and ethically challenging aspect of predicting and managing the unfolding of 
catastrophic events in techno-social networks is the system’s adaptation to predictions 
when they are made publicly available. Social behaviors react and adapt to knowledge of 
predictions. Contrary to what happens in physical systems, the predictions themselves are 
part of the system dynamic. In addition, predictions may point to unethical control and 
anticipation strategies favoring specific demographic sectors of the society. Finally, the risk 
of erroneous predictions may lead to costly or unethical social control mechanisms with no 
actual benefits.

On a more practical level, the implication for researchers is that the nature of their 
data may change over time. Lazer and Kennedy (2015), discussing Google Flu 
Trends, point out how changes over time to the way the Google search page pro-
vides additional search terms (e.g., in its autosuggest feature) and recommends cer-
tain searches, may cause people to favour the suggested terms instead of the term 
they had intended entering, which results in temporal changes to the actual data 
collected. Google itself, ironically, may have been the greatest culprit for the failure 
of Google Flu Trends, because Google has not only allowed people to search the 
Internet for content more efficiently, it has also changed the very way in which we 
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search (and, it can be argued, continues to do so). On a different level, it can addi-
tionally be argued (although less easy to prove substantively), that in the relatively 
short lifespan of Internet searching—although Google was not the first search 
engine, none can argue that it came to define Internet searching, and the recent 
20-year anniversary of the incorporation of Google (September 4, 1998, see Brin & 
Page, 1998)—the number of people conducting searches, the things people were 
willing to search for, and the very way in which people searched the Internet has 
changed, making any comparisons over longer time periods fraught with difficulty.

�Ethical Considerations with Big Data

Big Data offers unique ethical complications to the researcher. The issue it appears 
to resolve is anonymity: When data from millions of individuals are examined in 
bulk, no finding can be traced back to a specific individual. But Big Data are some-
times not truly anonymous. A typical example of this is found when researchers 
analyse social media posts, where identifying information may still abound (as 
users typically do not adequately control their privacy settings). Thus Big Data may 
contain very personal, very identifying information. And this remains an ethical 
problem. A clear instance of this has been demonstrated recently in the Strava global 
heat map. Strava is a software company offering a mobile app and a website inter-
face; it manufactures no physical products. The company gathers geolocation infor-
mation from users of its training app on their mobile devices, a service that 
exemplifies data collection in the Big Data era. While the app offers a free service 
to millions of people worldwide (or enhanced services for a fee), there can be no 
doubt that the value Strava derives is from the data it harvests from the app users. 
Strava has used those data, amongst others to release a global heat map (https://labs.
strava.com/heatmap)—a very high-tech global visualization of the exercise routes 
and patterns of their users (Robb, 2017). And while, in theory, the map does not 
allow identification, in practice, it does. As a hypothetical example, if only one per-
son in a rural area has used Strava, then anyone viewing that area on the heat map 
would be able to identify that person’s routes. This may be less problematic than the 
fact that a student of the International Security Studies programme at the Australian 
National University was able to identify a surprising amount of detail about US 
military bases in Syria and other conflict zones, using the Strava heat map (Bogle, 
2018). Strava has since corrected this, and allowed users to opt out of having their 
data included in the heat map, and has suppressed very low volume activities. Thus, 
academics working with data provided by a commercial data custodian may easily 
run into ethical issues not foreseen at the inception of their studies.

A further ethical problem is that research is meant to be translational. We do 
research with the intention that it will, at the very least, make the world a slightly 
better place. But the results of Big Data analyses may lead to unintended conse-
quences. This is especially so when attempts are made to relate the general findings 
derived from a Big Data analysis to individuals, something which, it was pointed 
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out above, should not be done, based purely on the nature of the analysis and the 
data, let alone the ethical considerations. Nonetheless, Stephens-Davidowitz (2017, 
pp. 260–1) discusses the possibilities of a world in which inferences like this might 
be attempted, and notes that “better prediction can lead to subtler and more nefari-
ous discrimination.” In the world of online business, this could easily lead to data 
wars, where businesses use Big Data to extract maximum profits from consumers 
using strategies like targeted marketing and differential pricing, while consumers 
will fight back using Big Data for price comparison, service review, and information 
sharing. This is a struggle in which academic researchers using those data could 
easily become embroiled.

A further ethical issue with Big Data stems, once again, from the fact that Big 
Data are ordinarily not gathered for the purposes of research: The individuals whose 
data are contained in the data set were not given the opportunity to consent for their 
data to be used in the research study—such as the people who searched for informa-
tion on committing suicide discussed above, or people who proved to be thought 
leaders in fanning the flames of xenophobia in the Citizen Research Centre (2017) 
study. This is indeed a problematic area. The Google Trends data on suicide have 
been anonymized, and cannot lead to individual identification. Social media data, 
on the other hand, contain whatever identifying information is allowed by the indi-
vidual’s privacy settings, which means, in practice, that many people who either do 
not understand how to, or do not care to, set privacy settings have their personal 
information available to any entity (research or corporate) who scrapes that infor-
mation from the social networking site. Admittedly, the terms of service of the vari-
ous social networking sites—which, it should be noted, most people never read 
(Bakos et al., 2014; Obar & Oelof-Hirsch, 2016)—work along the general principle 
that whatever is not set to be private is considered to be public domain. And it is also 
so that the trade-off for using a social media site for free is that the site owners are 
given access to one’s data (cf. Hachman, 2015), to do with pretty much as they 
please (within reasonable limits), which may include sharing that data with research-
ers, or using the data for research of their own. And so, the analysis of both Google 
Trends data and social media data is well within what is permitted by the terms of 
service of the sites on which the data were gathered. But around the fringes, some 
of this research definitely traverses into ethically grey areas.

What is even more frightening, though, and is definitely on the fringe of the grey 
ethical areas, and sometimes well beyond, is that users of these sites often find 
themselves being actively experimented upon. The simplest form of this is what is 
known in the information technology world as A/B testing. Essentially, A/B tests are 
elementary randomized controlled trials, and they are being performed on users of 
Internet sites continuously, so much so that Facebook reportedly performs over 
1000 A/B tests daily (Stephens-Davidowitz, 2017, p. 211). Given Facebook’s user 
base of over a billion people, this means that Facebook is actively experimenting on 
at least tens of millions, if not hundreds of millions of people, daily. It must be said 
that many of the tests are innocuous, such as determining which colour or font of a 
control users respond to best (of course, it should be noted that the ultimate aim of 
much of this testing is to maximize user engagement with the site, which, when 
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stripped of its technobabble, means making the site as addictive as possible). 
However, this experimentation can take on a decidedly darker and more sinister 
colour: After only two studies (Coviello et al., 2014; Ugander et al., 2012), in which 
they did not account fully for the issue of dimensionality in their data, Facebook 
engineers believed they had sufficient evidence of the way interactions on their 
platform affected the emotional states of users. On the basis of this belief, they 
embarked on actual and purposeful experimental manipulation of the emotional 
state of millions of their users (Kramer et al., 2014), totally unbeknownst to those 
users, and without any consent other than the generic consent given in the Facebook 
terms of use. This elicited a storm of criticism (e.g., Blue, 2014; Vaughan-Nichols, 
2014), and eventually garnered an editorial expression of concern (Verma, 2014). 
The truly terrifying element from this is that the editorial statement notes that 
“because this experiment was conducted by Facebook, Inc. for internal purposes, 
the Cornell University IRB [Institutional Review Board] determined that the project 
did not fall under Cornell’s Human Research Protection Program.” What this means, 
for all practical purposes, is that as a private company, Facebook staffers may still 
be pursuing research of this nature, although they are likely to be less transparent 
about it and less likely to publish their findings in academic journals, because they 
feel that it “may not have justified all of this anxiety” (Kramer, 2014).

Recent events from the first half of 2018 have revealed just how easy it can be for 
academic researchers to become embroiled in the ethics minefield surrounding big 
data. Against the backdrop of an ongoing investigation into how the Facebook plat-
form was possibly manipulated to influence the outcome of the US election (Entous 
et al., 2018), a Cambridge University psychology researcher established an outfit 
named “Global Science Research” through which he developed an application that 
conducted an online personality test. He purportedly received funding from a com-
pany known as Cambridge Analytica to pay Facebook users a nominal fee for taking 
the personality test as part of his data gathering strategy (Lewis & Carrie Wong, 
2018; Ortutay et al., 2018). Unbeknownst, however, to those Facebook users, was 
the fact that his application was also harvesting both their data, and all the data of 
their friends, so that an eventually estimated 87 million or more Facebook users’ 
data was harvested (Hern, 2018; Ortutay, 2018), and turned over to Cambridge 
Analytica as part of the funding agreement, while Facebook had reportedly turned a 
blind eye to this kind of data harvesting from its platform (Lewis, 2018). The 
researcher claimed that he had used the full $800,000 paid by Cambridge Analytica 
to pay the initial 270,000 test takers (from whose wider Facebook networks the 
remaining data were harvested), indicating that he had not profited at all, but that his 
“motivation was to get a dataset [he] could do research on” (Ortutay et al., 2018). 
Cambridge Analytica, for its part, had apparently used these data in providing mar-
keting services for politicians in a number of elections, including the aforemen-
tioned US election (Ortutay et al., 2018).

The matter caused even graver concern when it was revealed that Facebook itself 
was, in fact, harvesting not only the data of its users, but even the data of non-users 
(who obviously had not consented to such data being collected) who, for example, 
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had visited pages on other websites (i.e., not belonging to Facebook) but which 
contained Facebook Like or Share buttons (Ingram, 2018).

Cambridge Analytica and Global Science Research eventually shut down over 
the controversy (Reuters, 2018). Facebook has, under pressure from various direc-
tions, committed itself to labelling politically-paid advertising content (Leathern, 
2018), and removed the “Trending news” feature from its pages in June 2018. 
However, the biggest outcome of this, for academic researchers, is that Facebook 
announced a new research initiative through which it hopes to empower academic 
researchers to independently set the agenda for, and work on solutions towards, 
misinformation, political interference, and other abuse of its platform (Schrage & 
Ginsberg, 2018). Importantly, the initiative contains stringent guidelines to counter 
“the threat presented by the recent misuse of Facebook data, including by an aca-
demic associated with Cambridge Analytica” and is built on King and Persily’s 
(2018) model for industry-academic collaboration, an important work for any aca-
demic researcher wishing to work with social media Big Data. As will be seen 
below, Gary King is at the very forefront of creating opportunities for academic 
researchers to work with Big Data in the social sciences.

In summary, while Big Data may present wonderful opportunities, researchers 
would do well to consider carefully the full ethical implications of the work they do 
and the data they work with. A consideration of all the challenges posed by Big Data 
for academic research may prove disheartening, and lead one to wonder whether 
working with Big Data is worth the effort. It would do well, then, to consider some 
of the opportunities provided by Big Data.

�Opportunities of Big Data for Academic Research

Big Data present us with many opportunities. We should avoid the “Big Data hubris” 
(Lazer, Pentland, et al., 2014b) which could beguile us into thinking that Big Data 
research could supplant existing “small data” research, but neither should we 
devalue insights gained from Big Data. Big Data will allow us information that can 
either supplement traditional survey results, providing additional nuance, or infor-
mation that may contradict survey results. Even this is good, because it will lead us 
to the important question of which results should be believed, the deliberation of 
which should lead us to a clearer understanding of the reality we are attempting to 
uncover. In their article discussing one of the most widely reported failures of Big 
Data analysis (Google Flu Trends), Lazer, Pentland, et al. (2014b, p. 1205) conclude 
by pointing out that “Big Data offer enormous possibilities for understanding human 
interactions at a societal scale, with rich spatial and temporal dynamics, and for 
detecting complex interactions and nonlinearities among variables.” Despite all the 
complications surrounding Big Data, Big Data still offer incredible opportunities 
that deserve mention.

First and foremost, new frontiers are opening up for academic researchers. Big 
Data often allow us to discover heretofore unknown things. In fact, Lazer, Pentland, 
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et  al. (2014b, p.  1205) encourage scientists to “use Big Data to understand the 
unknown.” It should be noted that one of Lazer’s co-authors is Gary King, of the 
Institute for Quantitative Social Science (IQSS) at Harvard University, and also one 
of the founders of Crimson Hexagon (now Brandwatch), an exciting company for 
researchers—especially researchers in the social sciences—wanting to explore the 
Big Data world of social media. The work done at the IQSS (e.g., Hopkins & King, 
2010) was spun off into a commercial entity—Crimson Hexagon (Breese, 2015; 
King, 2011)—which now holds several patents for text mining and sentiment analy-
sis (e.g., US20160189171 A1, 2016, US 9483544 B2, 2012, US20160070748 A1, 
2017). The company monitors all major social media and blogging networks, con-
tinuously harvesting their data into a database that now contains over a trillion social 
media posts (Crimson Hexagon, 2018; Moriarity, 2017), which can be analysed 
using their ForSight™ tool. The company offers its services for a fee, and its major 
clients are corporate conglomerates who use its real-time data gathering capabilities 
for brand management and campaign tracking. However, the tool is also being used 
for academic research (Breese, 2015), and when one considers the cost of figura-
tively reinventing the wheel (King, 2014) and trying to access the same information, 
let alone develop an alternative to their patented methods, the fee pales in compari-
son (although there are alternatives—Chan et al., 2017). The tool has been used in 
a number of compelling studies, such as a study of how people deal with crisis 
events (Bair, 2016), public discourse on nanotechnology (Runge et  al., 2013), 
encryption (Addawood et  al., 2017), net neutrality (Faris et  al., 2015), nuclear 
energy (Kim et al., 2016; Li et al., 2016), xenophobia (Citizen Research Centre, 
2017), food prices (UN Global Pulse, 2014), fracking (Hopke & Simis, 2017a, b), 
and even as a surveillance tool for eye disease (Deiner et  al., 2016) and suicide 
(Ueda et al., 2017). Big Data, and Crimson Hexagon (now Brandwatch) in particu-
lar, are opening up the frontier of social media to the world of the academic 
researcher.

These new frontiers indicate that Big Data allow us—compel us—to study here-
tofore inaccessible research questions. Big Data can perhaps best be employed to 
answer questions where conventional methods are failing (although the caveat may 
be that the failure of conventional methods may only become apparent when their 
results are contrasted with those obtained from the analysis of Big Data). However, 
it is not only that Big Data bring new insights to old questions. Far rather, academics 
wishing to employ Big Data in their research should be fundamentally rethinking 
the questions they need to be studying with those data (e.g., Vespignani, 2009). An 
insight into this comes from one of the early pioneers of academic research using 
Big Data, Raj Chetty. He notes (in Stephens-Davidowitz, 2017, p. 173): “Big Data 
is not just about doing the same thing you would have done with surveys, except 
with more data. Big Data really should allow you to use completely different designs 
than what you would have with a survey.” Big Data have the ability to upend even 
very established modes of research. Even medicine, with its strong focus on clinical 
trials as a gold standard, and evidence-based medicine (but see Smith & Pell, 2003 
and the ensuing debate), will see changes resulting from Big Data. Ayers et  al. 
(2014) provide compelling arguments for ways in which behavioural medicine, 
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powered by Internet Big Data, can open new frontiers in medical science (see Emery 
et al., 2014 for a good example).

However, Big Data are not only redefining our research questions, but are also 
redefining what constitutes our research data, opening up endless new possibilities. 
Stephens-Davidowitz (2017, p. 103) notes that “These days, a data scientist must 
not limit herself to a narrow or traditional view of data…. Everything is data!” An 
example of a surprising use of data is the attempt to predict economic growth with 
night light visible from space (Henderson et al., 2008). In fact, it may be this very 
redefinition of what we are using as data that compels us to revise the questions we 
should be asking of that data. But, this redefinition of data also extends to other 
areas. Stephens-Davidowitz refers to Big Data as “honest data” (2017, pp.  54, 
105–163). His enthusiasm may have been dampened if he had googled “Fitbit 
cheat,” but the truth of the matter is that conventional survey methodology can be 
(although is not necessarily) significantly biased (e.g., Fish & Russell, 2017; 
Kamenetz, 2014; Przybylski, 2016; Robinson-Cimpian, 2014). However, while Big 
Data can give surprisingly unpretentious data, it may also be affected by large 
amounts of noise and bias (as Stephens-Davidowitz does acknowledge when he 
discusses social media data, p.150–3). The task of the researcher is to bear this in 
mind when considering the nature of the data. For example, Fitbit general motion 
data may be more biased than Fitbit exercise data, and data gathered from devices 
only activated and used during exercise (e.g., Garmin fitness watches or Strava 
apps) may be even more unbiased.

Although it was mentioned that research translation can be a challenge when 
using Big Data, it should be mentioned that when the right data are used to investi-
gate the right questions, Big Data may precisely present opportunities for transla-
tion that were not available through small data studies. Big Data can give us insights 
that lead to translation. Stephens-Davidowitz (2017, p. 163) notes that “collecting 
rich data on the world’s problems is the first step towards fixing them.” So it is 
hoped that some of the most intangible problems which have always failed analysis 
by conventional research methods, might find new solutions through the use of Big 
Data. The examples of how Big Data are being used to improve and transform trans-
portation networks, mentioned earlier, show how Big Data can lead to real-world 
changes.

One of the biggest advantages of Big Data is that they finally overcome one of 
the Achilles’ heels of so many research studies (but only in some areas of research, 
it warrants adding): Sample size. The sheer volume of data means that, if dealing 
carefully with the issue of dimensionality mentioned above, researchers may still 
find sufficient data points in Big Data to study even exceptionally rare phenomena. 
Stephens-Davidowitz (2017, p. 171) makes the simple observation that “you need a 
lot of observations in a dataset in order to be able to zoom in with clarity on one 
small subset of that data,” and then goes on to contend (p. 197) that “the world is 
complicated…. These connections and relationships… cannot be traced with tiny 
surveys or traditional data methods. The world, quite simply, is too complex and too 
rich for little data.” Big Data, by the very nature of their volume, contain a depth of 
cases and a breadth of variables that allow researchers to tackle problems they 
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would ordinarily have struggled to do with conventional data gathering. Inasmuch 
as Big Data do not allow us to investigate certain problems, which are best left to 
conventional small data studies, so also Big Data open up new questions and new 
areas of research, simply by virtue of their volume, which small data studies cannot 
investigate.

Following from the issue of large samples, Big Data allow us to find enough data 
on people with rare conditions or in rare situations, and allow us to find enough 
individuals who can act as controls matched to those subjects on a wide variety of 
criteria. When one considers that each additional matching criterion exponentially 
reduces the number of available controls, it quickly becomes clear why Big Data 
allow matching when small data fail. It must be said, however, that researchers have 
devised techniques to compensate for this problem in small data studies (D’agostino, 
1998; Fogarty & Small, 2016; Rassen et al., 2011; Roberts et al., 2015; Rosenbaum, 
1987, 1989; Schneeweiss, 2006), and Big Data do not make these techniques obso-
lete, but can complement them beautifully.

Thus, while, as discussed above, many Internet companies (for better or worse) 
have turned their users into non-consenting (or—considering that those users prob-
ably did not read the terms and conditions as mentioned above—unconsciously 
consenting) research participants in the Internet equivalent of randomized trials 
(A/B testing), Big Data, because they so often incorporate time components, do 
allow for the examination of ex post facto conditions, where the size of the resulting 
groups in the data set are sufficiently powered to compensate for the design. This is 
a huge boon for academic researchers, where such data are extremely difficult to 
obtain otherwise.

�Some Examples of the Application of Big Data

Many examples have already been provided in this chapter of the application of Big 
Data. However, some final examples will be provided, not to produce an encyclo-
paedia of Big Data sources, but rather as examples to stimulate readers to find 
their own.

The first example involves deep-vein thrombosis (DVT). Although clinical trials 
can be used to study factors like the risk for, and possible protective measures 
against, DVT associated with long-haul flights (Scurr et al., 2001), Big Data studies 
using record linkage (Kelman et al., 2003) can also provide similar insights into this 
risk for DVT.

The second example relates to prescription data. Many countries have started 
making routinely collected prescription data available for research, and the Nordic 
countries are definitely at the forefront of this (Furu et  al., 2010; Lester, 2009; 
Wettermark et al., 2013). However, the Australian government has also made a sam-
ple of the de-identified prescription data of 10% of its population available to 
researchers, subject to a number of controls and provisions (Mellish et al., 2015; 
Paige et al., 2015; Pearson et al., 2015). Using this data, researchers were able to 
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show the massive impact on the medicine adherence of the general population 
brought about by a single television documentary program (Schaffer et al., 2015).

�Openly Available Sources of Data

Perhaps, rather than saying that “Everything is data!” (Stephens-Davidowitz, 2017, 
p. 103), we should say that “Data are everywhere!” Researchers can look to many 
sources for data, some of which have been mentioned in this chapter already. But 
many, many more exist. Petabytes of data are being generated and stored, and much 
of that can be accessed for academic research. The United States government has 
committed to releasing massive amounts of data through its open data initiative 
(https://www.data.gov), and the European Union (http://data.europa.eu/euodp/en/
data) and the UK (http://data.gov.uk) have similar initiatives. For example, the US 
has released 125  years of health data (https://www.healthdata.gov/content/about) 
for researchers and others to use in the interests of improving health outcomes for 
all, and the United Kingdom’s NHS also provides similar data (https://digital.nhs.
uk/data-and-information/data-collections-and-data-sets). Many countries make 
large amounts of census data available (e.g., https://www.census.gov/data.html). 
Data really can be found everywhere. All we need do is look, find, and ask.

In closing, two large portals for finding data that need to be mentioned are those 
provided by Google (https://www.google.com/publicdata/directory) and Amazon 
(https://aws.amazon.com/data sets), where researchers can search for a wide array 
of different existing data sources which they might profitably employ in their 
research work.

�Conclusion

This chapter has demonstrated that the world of Big Data is not purely the preserve 
of industry, but that academic researchers can, and should, be using Big Data for 
their studies. This is not to say that researchers have not, but rather, that a critical 
mass of researchers extending the possibilities of what can be done with Big Data 
has not yet been accumulated. This may partly be ascribed to the challenges pre-
sented by working with Big Data. But these challenges are now better understood, 
and thus easier to account for. Additionally, the obstacles presented by these chal-
lenges are also being eroded as the dual forces of technology and methodology 
become more robust at working with voluminous data sets that may require some 
form of linking. It was also shown that one of the most important characteristics of 
Big Data used for academic research is precisely the fact that Big Data sets are typi-
cally not gathered for academic research, but obtained via a data custodian who has 
accumulated the data for other purposes. This impacts every aspect of working with 
those data, from accessing it, to linking and analysing it, through to the ethical 
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implications of working with such data. Furthermore, the opportunities which Big 
Data present to academic research are vast. Researchers should realise that Big Data 
will not replace traditional small data research methods, and that the opportunities 
presented by Big Data are dependent on the context of the researcher, the population 
and the data—in some contexts, Big Data may offer great advantage, but not in oth-
ers. Ideally, Big Data and small data will become complementary tools in the 
armouries of academic researchers, which they may draw upon variably, and in 
concert if need be, as the situation demands.
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