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Preface

Graph-based modeling is a well-known technique in many branches of knowledge
allowing analysis and synthesis of systems. The present book gives a glimpse of its
application to some scientific problems via a series of original chapters.

The book entitledGraph-BasedModeling inEngineering published bySpringer in
2017, prepared by the present editors, had reached a great success taking into account
number of downloaded chapters (top 25%). Therefore, the idea of continuation arose
and it is therethrough converted into reality.

Graph theory is an area of discrete mathematics. It is commonly believed that
the paper of Leonhard Euler from 1736 on Konigsberg Bridges originated scien-
tific investigations in this field. Arthur Cayley and Gustav Kirchhoff are commonly
considered as other founding fathers of graph theory. So, taking into consideration
the fields from which graphs were originated, we can state that there were logis-
tics, chemistry and electrical engineering. Due to mechanical–electrical analogies,
the proposals were issued on a possibility of an analysis of mechanical systems by
means of this “tool.” In worldwide known journals such as Mechanism andMachine
Theory (under IFToMM patronage) and JME ASME, many papers dedicated to this
area have been published in recent 10 years. The presented book just confirms the
further possibilities of utilization of graphs in these fields as well as in some new
ones, especially for objects and tasks such as mechanical systems, planetary gears
and design activities.

Graph G(V, E) is a pair of the sets, V—nonempty, finite set of vertices and E—
finite set of edges. One can ask: What is the mystery in usage of graphs, especially
to solve mechanical problems, but also in so many different areas? Till now, such a
question has been frequently asked during versatile conferences and/or congresses.
The immanent phase of any modeling is simplification, and one way of rephrasing
the problem is expressing it in a discrete paraphrase instead of the initial, frequently
continuous, version. Naturally, discretization is a basic step in such tasks and/or
methodologies like, e.g., numerical integration, finite element method, boundary
element method, solving differential equations as well as reverse engineering clouds
of points. Therefore, the essential background for graph usage is discretization of the
considered system, too. Next steps consist in cross-domain knowledge transfer, i.e.,
reformulation of mechanical, chemical, electrical, etc., relationships into their graph
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vi Preface

theory counterparts. It is a clue of the methodology as well as the most intriguing and
essential phase.One canbe astonishedhowdifferent scientific notions are represented
via graph-related objects—for example, cycles, cuts, trees, etc. Then, the considered
problem is solved via graph-based methodology. Results are converted back into the
adequate origin field of knowledge. We are solving problems in such a way because
graph modeling gives encoding algebraic structures which can be stored, considered
and processed in computer programs. Moreover, graph theory evolved into some
new subbranches, for example, algorithmic graph theory, enumerative graph theory
and graph drawing methodologies, which allow for visualization, algorithmic calcu-
lations and performing tasks by means of reliable and commercial software, e.g., in
case of bond graphs. In many cases, the graph algorithms are theoretically proved to
be correct, convergent and effective.

The aim of the book is to show some graph application in the above described
way. The chapters collected in the book are related to different fields of knowledge,
according to its title.

The book is divided into three parts. The first one is dedicated to some mechan-
ical problems related to gears, planetary gears and engineering installations. Two
problems related to scheduling and delivery routes are discussed, too. New, orig-
inal case studies were discussed, applying, e.g., immune algorithms to well-known
routing problem. Utilized graphs are: bond, directed, simple and weighted graphs.
Moreover, so-called contour graphs were used for modeling of planetary gears what
is really rare, like it arises from the references’ analysis. However, it is worth for
propagating in the opinion of the authors and the editors.

The second part of the book encloses some graph-based methods applied in
medical analyses as well as biological and chemical modelling. It confirms that
the original areas of graph application are still in development as well as shows new
areas of application, especially via utilization of so-called Petri networks.

The third part is related to various topics, e.g., drama analysis, aiding of design
activities and network visualization. All these applications show how wide could
be the area of graphs’ utilization and how discretization activity is fruitful in these
approaches.

The last chapter is dedicated to the outstanding scientist who is a founding father
of the direction of investigation consisting in graph-based modeling in mechanics
in Poland, which he started just 50 years ago. Usually, birthday or anniversary of
academic careers is celebrated in this way. Here, via achievements of the outstanding
Polish Professor, the 50th anniversary of the direction of investigations is reminded.
Simultaneously, the Hero of the chapter, i.e., Prof. Józef Wojnarowski in an active,
long-term IFToMM activist. This organization gives a patronage to the present series
of books. The wide reference lists give additionally an insight into range of modeling
of mechanical systems by means of graphs and fruitful results of this approach.

In one of the chapters, oncemore, the problemofKönigsberg bridges ismentioned.
Historical investigations to the problem are still in progress, and they have been
recently, several times, related in papers as well as in books. One of the most inter-
esting publications on this topis is a paper of Roman Sznajder entitled “On known
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and less known relations of Leonhard Euler with Poland” (Studia Historiae Scien-
tiarum 15, 75–110 (2016)). The most shocking information is that Euler had never
ever visited town Konigsberg but simultaneously it is not completely clear how he
received the data to the problem. The paper suggests that the problem was delivered
and announced to him by Gdańsk (named also Danzig) mathematicians: Carl G.
Ehler and Heinrich Kuehn. The suggestion is confirmed by original letters spotted in
libraries, e.g., in Tartu (Estonia). In fact, the solution to the problem was presented at
the University of St. Petersburg by Euler in 1735. However, the publication—dated
formally for a year 1736—was printed a few years later.

The graph-basedmodeling is a useful, powerful, handy andmultipurpose scientific
“tool.” There are only a few books on worldwide market related to real, practical
graph application in engineering where particular usages are described in detail—
e.g., written by N. Deo (many years ago), L.-W. Tsai – related to mechanisms and
A. Kaveh—related to civil engineering. The present book shows a wide spectrum
of application where original methods, algorithms and/or graph types are utilized.
It shows also that there are new areas of possible usage, e.g., drama analyses what
additionally confirms graph theory as beautiful and all-embracing branch of science.
In fact, networks are weighted graphs where sometimes geographical position of
nodes is additionally taken into account. The position can be stable or in motion.
Network theory is a natural generalization of graph theory which is also important
nowadays.

So, via the contents of the present book, one can be more familiar with the
possibilities of graph-based modelling in versatile areas of knowledge.

Bielsko-Biała, Poland
April 2021

Stanisław Zawiślak
Jacek Rysiński
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Chapter 1
Application of Bond Graphs in Modelling
of the Energy Harvesting Systems
from Vibrating Mechanical Devices

Jerzy Margielewicz, Damian Gąska, Grzegorz Litak,
and Tomasz Haniszewski

Abstract This chapter presents the results of computer simulations of the system
of energy harvesting from vibrating mechanical devices. Detailed model tests were
carried out for the system of cantilever beams coupled with elastic elements. The
end of one vibrating element is loaded with a permanent magnet, which defines a
non-linear potential characteristic with the fixed permanent magnets mounted in the
housing. Based on the formulated linear mathematical model, the surfaces repre-
senting the sensitivity of the system were drawn with regard to its selected param-
eters. However, in relation to the non-linear system, the results of model tests were
presented in the form of an indicator characterizing the efficiency of energy gener-
ation. The RMS value of the voltage induced on the piezoelectric electrodes was
adopted as an indicator. The method of bond graphs was used to derive mathemat-
ical models. The system of equations achieved in this systematic way is elegant and
clearly formed, which also induces its correctness. The obtained results of computer
simulations indicate that the effective energy harvesting in a non-linear system is
almost double that of a linear one.

Keywords Four degree of freedom system · Sensitivity analysis · Efficiency ·
Non-linear system
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1.1 Introduction

The object ofmodel research contained in thiswork is the systemof harvesting energy
from vibrating mechanical devices. From a technical point of view, energy recovery
from the human environment is possible inmanyways.Most often it is obtained from
the so-called renewable sources as a result of transformation of solar, wind or water
energy. However, these sources are not always available, and therefore an alternative
approach is to use simple electromechanical systems that transform the energy of
mechanical vibrations into electricity [1], via piezoelectric transducers [2, 3], elec-
trostatics [4], or electromagnetic [5]. In our considerations, we used piezoelectric
transducers in model research. We are aware that such solutions are characterized
by low energy efficiency. Nevertheless, through them it is possible to supply simple
electronic devices such as sensors monitoring the technical condition of devices or
wireless data transmission systems. In addition, the piezoelectric effect is used in:
seismic systems, fuses, microphones, micro drives and elements of active vibration
reduction systems.

The piezoelectric effect was first discovered in 1880 by brothers Piere and Jaques
Curie, who showed the presence of an electric charge on the surface of a loaded
mechanical quartz crystal. However, this phenomenon only takes place in certain
solids, characterized by an ordered atomic structure. This phenomenon was also
dealtwith byLippman,who in 1881basedon thermodynamic considerations, showed
the possibility of the inverse piezoelectric phenomenon. As the name suggests, this
phenomenon is characterized by the ability to deform material due to the electric
field applied to it. The existence of this phenomenon in laboratory conditions was
experimentally demonstrated by the Curie brothers. The term piezoelectricity was
proposed in 1881 by Wilhelm Gottlieb Hankel. The first technical application of
the piezoelectric effect was in 1917, when Langevin used a quartz crystal to detect
submarines.

In the initial period, the basic piezoelectric materials were: quartz, tourmaline,
and Rochella salt. They showed a negligible ability to transform mechanical energy
into electrical energy. The need to use much more perfect materials has led to the
development of technology and the production of ceramic materials such as barium
titanate (BaTiO3), lead titanate (PbTiO3), lead zirconate (PZT), lead and magnesium
niobate. They are most often produced in the form of polycrystals, less often from
materials of piezoelectric fibers (MFC), which are characterized by a low value of
generated current. Currently, piezoelectric polymers such as (PVDF) and its copoly-
mers are increasingly being replaced in technical applicationswith ceramicmaterials.
This is mainly due to the fast and cheap technological process, their high mechanical
strength and a wide range of transmitted dynamic forces. In addition, these materials
are characterized by high susceptibility and a short response to a change in stress.

The issue of harvesting energy from vibrating mechanical devices has been
devoted to a lot of work on identifying the amplitude-frequency characteristics of
piezoelectric transducers, experimental and model research. In general, the formal
basis for conducting computer simulations dedicated to energy harvesting is the
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adoption of an equivalent circuit mapping the electrical properties of piezoelectrics.
At the same time, such a circuit is most oftenmapped through a series connection of a
capacitor and resistor.We only signal that, in relation to electromagnetic transducers,
the replacement electrical circuit consists of a coil connected in series with a resistor.
At this point it is also worth mentioning that in electromagnetic transducers the resis-
tance in the substitute electric circuit is negligible and during computer simulations
it can be accurately represented by the resistance resulting from the current flowing
through the wire. Bearing in mind the simplification of analyses, energy harvesting
systems are most often loaded with a resistive element, connected in parallel in the
transducer substitute circuit.

Froman engineering point of view, the construction ofmost systems for harvesting
energy from vibrating mechanical systems, which is based on a flexible beam, on
which piezoelectric transducers are glued. This type of system is described by means
of linear differential equations. Due to the fact that during operation of machines,
a broad spectrum of harmonics is excited, solutions are used that take into account
many transducers connected in parallel, each tuned to a different frequency [6]. The
need to tune the transducers to the appropriate harmonics caused that the attention of
researchers focused on nonlinear systems in which it is possible to excite harmonics
in a wide frequency spectrum. Design solutions of non-linear systems, like linear
systems, are based on a flexible beam, and additionally contain additional elements
in the form of permanent magnets [7, 8]. Permanent magnets are used to properly
shape the energy potential barrier. The potential modelling function is most often
mapped through a polynomial function [9]. There are also solutions with two flexible
beams coupled to electrical circuits [10] andmechanically via a spring [11], or inertial
elements [12]. There are also designs of energy systems based on free and coupled
single pendulums [13, 14] and double pendulums [15].

Bearing in mind quantitative and qualitative research, the differential equations
of motion were derived using the bond graph method.

1.2 Energy Harvesting in a Linear System

The subject of model research is a system with four degrees of freedom, harvesting
energy from vibrating mechanical devices. The considered system consists of four
flexible beams II and III. At the same time, to the beam II, onwhich the piezoelectric
transducer is glued, additional beams III are attached, at the ends of which load
(mass)m2 =m3 =m4 elements V are placed. During computer simulations different
lengths of beams III and the same values of load elements were assumed. The whole
system is attached to the vibrating device via a non-deformable frame IV.

Based on the schematic diagram of the vibratingmechanical subsystem (Fig. 1.1),
a bond graph was built. Bearing in mind the possibility of harvesting energy, it is
necessary to map the physical properties of the piezoelectric transducer. In general,
the external load acting on the piezoelectric causes its deformation, as a result of
which positive and negative ions in the crystal lattice are mutually displaced. As a
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Fig. 1.1 Schematic diagram of the examined energy harvesting system

consequence, an electric charge is induced on its electrodes. An equivalent electrical
circuit that mimics the real properties of piezoelectric, in addition to the parallel
capacitance CP and internal resistance RP can also include parasitic inductance. In
model tests, inductance is most often neglected due to its negligible low value. The
coupling between the mechanical subsystem and the electrical circuit was mapped
using the current source SA, which in the bond graph was mapped via a transformer
(Fig. 1.2).

Bearing in mind the efficient conduct of quantitative and qualitative numerical
experiments, differential motion equations in explicit formwere derived, which were
further transformed into dimensionless form. A built graph of bonds, consists of 28
edges and 9 1-junction nodes, but only four of them were assigned generalized coor-
dinates. There is a causal conflict at some1-junction nodes.However, the introduction
of additional edges representing fictitious sources of excitation (mapped in a blue
dashed line) results in an unambiguous assignment of flow type coordinates. This
procedure is most often carried out in relation to 1-junction nodes that are incidental
with inertial elements.

When modelling systems of different nature, in particular electromechanical
systems by the method of bond graphs, the analogue of current is speed. However,
the voltage corresponds to the force or moment of force. We use this analogy in
our research. The consequence of adopting such a model assembly causes that the
motion equations corresponding to the mechanical subsystem are generated on the
basis of 1-junction nodes. However, the corresponding equations characterizing the
electric circuit are derived from the incident 1-junction node with CP capacity and
piezoelectric RP resistance. As in the case of single nodes, this node has a causal
conflict. It is eliminated by introducing an additional fictitious edge representing the
source of force effort (the edge marked with a dashed line in red), which clearly
defines the generalized coordinate characterizing the functioning of the electrical
circuit.
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Fig. 1.2 Schematic diagram of the examined energy harvesting system in form of bond graph

In general terms, the essence of deriving the differential equations ofmotion comes
down to recording the cause-and-effect relationships occurring in the elements and
nodes of the bond graph. With respect to 1-junction nodes representing the general-
ized coordinates of the mechanical subsystem, the corresponding relationships take
the form:

⎧
⎪⎪⎨

⎪⎪⎩

e6 + e7 + e13 + e19 − e5 = 0,
e12 − e11 = 0,
e18 − e17 = 0,
e24 − e23 = 0,

⎧
⎪⎪⎨

⎪⎪⎩

f 6 = f 7 = f 13 = f 19 = f 5 = ẏ1,
f 12 = f 11 = ẏ2,
f 18 = f 17 = ẏ3,
f 24 = f 23 = ẏ4.

(1.1)

We remind you that in 1-junction nodes, the stress variables ei (effort) of the
edges of the bond graph are added together. In contrast, the flow variables f i (flow) of
incidental edges with a given 1-junction node assume the same values. The procedure
is similar in the case of 0-junction nodes, at this stage of deriving motion equations
it is possible to take into account relationships corresponding to flow variables (1.1):
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⎧
⎪⎪⎨

⎪⎪⎩

f 2 = f 1 − f 5 = q̇1 − ẏ1,
f 8 = f 7 − f 11 = ẏ1 − ẏ2,
f 14 = f 13 − f 17 = ẏ1 − ẏ3,
f 20 = f 19 − f 23 = ẏ1 − ẏ4,

⎧
⎪⎪⎨

⎪⎪⎩

e2 = e1 = e5,
e8 = e7 = e11,
e14 = e13 = e17,
e20 = e19 = e23.

(1.2)

In contrast to 1-junction nodes, in the 0-junction nodes of the bond graph, the effort
variables ei take the same values, while the flow variables f i are added together. The
dependencies describing the relationships in the remaining 1-junction nodes are given
below as equations:

⎧
⎪⎪⎨

⎪⎪⎩

e3 + e4 + e25 = e2,
e9 + e10 = e8,
e15 + e16 = e14,
e21 + e22 = e20,

⎧
⎪⎪⎨

⎪⎪⎩

f 3 = f 4 = f 25 = f 2,
f 9 = f 10 = f 8,
f 15 = f 16 = f 14,
f 21 = f 22 = f 20.

(1.3)

Cause-effect relationships corresponding to inertial, capacitive and dissipative
elements are given by equations:

e6 = m1
d f 6
dt = m1

d ẏ1
dt , e3 = c1

∫
f 3dt, e4 = b1 f 4,

e12 = m2
d f 12
dt = m2

d ẏ2
dt , e9 = c2

∫
f 9dt, e10 = b2 f 10,

e18 = m3
d f 18
dt = m3

d ẏ3
dt , e15 = c3

∫
f 15dt, e16 = b3 f 16,

e24 = m4
d f 18
dt = m4

d ẏ4
dt , e21 = c4

∫
f 21dt, e22 = b4 f 22,

f 27 = CP
de27
dt , f 28 = 1

RP
e28.

(1.4)

In relation to the element converting mechanical energy into electrical energy, the
appropriate cause-effect relationships, taking into account (1.2) and (1.3) take the
form:

f 26 = ke f 25 = ke(q̇1 − ẏ1), e25 = kee26 = keUC . (1.5)

As a result of substitution (1.4) and (1.5)–(1.3), relations are obtained repre-
senting the mechanical couplings occurring between individual beams of the energy
harvesting system:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

e2 = b1 f 4 + c1

∫

f 3dt + e25 = b1(q̇1 − ẏ1) + c1

∫

(q̇1 − ẏ1)dt − keUC ,

e8 = b2 f 10 + c2

∫

f 9dt = b2(ẏ1 − ẏ2) + c2

∫

(ẏ1 − ẏ2)dt,

e14 = b3 f 16 + c3

∫

f 15dt = b3(ẏ1 − ẏ3) + c3

∫

(ẏ1 − ẏ3)dt,

e20 = b4 f 22 + c4

∫

f 21dt = b4(ẏ1 − ẏ4) + c4

∫

(ẏ1 − ẏ4)dt.

(1.6)
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The structure of differential equations of mechanical subsystem movement is
achieved as a result of substitution of equations (1.4), (1.5) and (1.6) to (1.1):

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

m1
d ẏ1
dt

+ b2(ẏ1 − ẏ2) + c2

∫

(ẏ1 − ẏ2)dt + b3(ẏ1 − ẏ3) + c3

∫

(ẏ1 − ẏ3)dt

+ b4(ẏ1 − ẏ4) + c4

∫

(ẏ1 − ẏ4)dt − keUC − b1(q̇1 − ẏ1) − c1

∫

(q̇1 − ẏ1)dt = 0,

m2
d ẏ2
dt

− b2(ẏ1 − ẏ2) − c2

∫

(ẏ1 − ẏ2)dt = 0,

m3
d ẏ3
dt

− b3(ẏ1 − ẏ3) − c3

∫

(ẏ1 − ẏ3)dt = 0,

m4
d ẏ4
dt

− b4(ẏ1 − ẏ4) − c4

∫

(ẏ1 − ẏ4)dt = 0.

(1.7)

With regard to the electric circuit, the corresponding equation is derived based on
the cause-and-effect relationships taking place in the incident 1-junction node with
the edge of the fictitious effort source of the effort variable. In general terms, this
equation defines the current distribution in the parallel connection of the capacitive
element CP, the resistance RP and the current source SA:

ke(q̇1 − ẏ1) = f 27 + f 28, e26 = e27 = e28 = UC . (1.8)

The equations characterizing the dynamics of the electric circuit are obtained by
substituting the appropriate relationships (1.4) and (1.5)–(1.8):

ke(q̇1 − ẏ1) = CP
de27
dt + 1

RP
e28 → CP

dUC
dt + 1

RP
UC − ke(q̇1 − ẏ1) = 0. (1.9)

Finally, themathematical model of the system of harvesting energy from vibrating
mechanical devices takes the form:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

m1 ÿ1 + b2(ẏ1 − ẏ2) + c2(y1 − y2) + b3(ẏ1 − ẏ3) + c3(y1 − y3)

+ b4(ẏ1 − ẏ4) + c4(y1 − y4) + b1(ẏ1 − q̇1) + c1(y1 − q1) − keUC = 0,

m2 ÿ2 − b2(ẏ1 − ẏ2) − c2(y1 − y2) = 0,

m3 ÿ3 − b3(ẏ1 − ẏ3) − c3(y1 − y3) = 0,

m4 ÿ4 − b4(ẏ1 − ẏ4) − c4(y1 − y4) = 0,

CPU̇C + 1

RP
UC + ke(ẏ1 − q̇1) = 0.

(1.10)

Derived dependencies are the formal basis for conducting computer simulations,
mapping the efficiency of energy harvesting by the tested system. We assume that
the system is affected by harmonic excitation q1 with amplitude A and frequency
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ωW . Based on the adopted material and geometric dimensions, physical parameters
characterizing the examined dynamic system were identified.

1.2.1 The Results of Model Tests of a Linear System

Model tests were carried out in relation to the linear system energy harvesting
system from vibrating mechanical devices. We assume that the system is affected
by harmonic excitation. The numerical quantities characterizing the tested system,
necessary to perform computer simulations, are presented in Table 1.1.

In the first stage of model tests, dynamic characteristics were identified and sensi-
tivity was tested in relation to selected physical parameters characterizing the exam-
ined system. The graph (Fig. 1.3) presents its own characteristics, which were plotted
assuming that external excitation and system response are recorded on the inertia
element m1.

The graphic image of dynamic characteristics clearly indicates that the discrete
system is characterized by four resonance frequencies: ω1 ≈ 2.82 rad/s, ω2 ≈
4.48 rad/s,ω3 ≈ 6.21 rad/s andω4 ≈ 8.65 rad/s. Energy losses occurring in the system
significantly reduce the amplitudes of vibrations of higher harmonic components.

Assuming that the stiffness c1 of the energy harvesting system will increase,
with the same values of other stiffnesses (Fig. 1.4a), then all resonance frequen-
cies are shifted towards higher values of harmonic components. The largest shift

Table 1.1 Physical parameters of energy harvesting systems

Name Symbol Value

Concentrated masses m1 0.012 kg

m2 0.003 kg

m3 0.003 kg

m4 0.003 kg

Energy losses in a mechanical system b1 0.001 Nsm−1

b2 0.001 Nsm−1

b3 0.001 Nsm−1

b4 0.001 Nsm−1

Bending stiffness of beams c1 0.2 Nm−1

c2 0.15 Nm−1

c3 0.1 Nm−1

c4 0.05 Nm−1

Electrical circuit equivalnt resistance RP 1 × 106 �

Electrical circuit equivalent capacity CP 72 nF

Electromechanical constant of piezoelectric ke −3.985 × 10–5 N/V
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Fig. 1.3 Dynamic characteristics plotted for an undamped system (blue) and a damped system
(red)

Fig. 1.4 Sensitivity functions illustrating the effect of stiffness on dynamic characteristics: a c2 =
0.15, c3 = 0.1, c4 = 0.05, b c1 = 0.2, c3 = 0.1, c4 = 0.05, c c1 = 0.2, c2 = 0.15, c4 = 0.05, d c1
= 0.2, c2 = 0.15, c3 = 0.1

occurs in relation to the resonance frequency with the highest harmonic compo-
nent. The increase in stiffness c2 has virtually no noticeable effect on the first two
resonance frequencies (Fig. 1.4b). Whereas the third and fourth are shifted towards
higher values. On a change in c2 stiffness, the highest sensitivity is demonstrated
by the resonance frequency with the highest harmonic component. With regard to
the sensitivity of dynamic characteristics (Fig. 1.4c) to the change in stiffness c3, it
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was found that this parameter has essentially no effect on the resonance frequency
with the lowest harmonic component. The greatest impact is observed on the highest
resonance frequency.

By changing the stiffness c4, it is possible to influence the location in the
amplitude-frequency spectrum of all frequencies characterizing the dynamics of the
system. Nevertheless, the least sensitivity occurs in relation to the frequency with
the lowest harmonic component. To sum up these considerations, it should be stated
that the greatest sensitivity to a change in any stiffness of the considered energy
harvesting system concerns the highest harmonic component.

1.2.2 Efficiency of Harvesting Energy in a Linear System

As shown below, the subject of numerical research was the efficiency of harvesting
energy from vibrating mechanical devices. Particular attention was paid to the
voltage induced on piezoelectric electrodes. The results of computer simulations
were depicted in the form of diagrams of the RMS voltage (Fig. 1.5). With dashed
black lines, the resonant frequencies of the considered linear systemwith four degrees
of freedom are depicted. However, the solid red line represents the effective value of
the diagrams in the analysed range of excitation frequency variations.

Diagrams of the RMS voltage induced on piezoelectric electrodes are depicted
in relation to dimensionless frequency ω = ωW

ωB
. Whereas, having regard to the

assessment of the impact of all resonant frequencies of the system on the efficiency
of energy harvesting, the base frequency was chosen ωB = 6.21 rad/s. In addition,

Fig. 1.5 Diagrams of the RMS voltage induced on piezoelectric electrodes obtained at the vibration
amplitude of the external source: a A = 0.001 m, b A = 0.002 m, c A = 0.003 m, d A = 0.004 m
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such presentation of the results of model tests will allow direct reference of the
results of the linear system to the non-linear system analysed in the next chapter.
The impact of the amplitude of the external source of excitation plays an important
role on the efficiency of energy harvesting, as evidenced by the effective value of the
diagrams (solid red line) (Fig. 1.5). It is worth noting that the increase in the effective
value of diagrams is directly proportional to the amplitude of the external source of
mechanical vibrations. In addition, regardless of the amplitude of the excitation, the
geometric shape of the diagram does not change, which is a typical feature of linear
dynamic systems. The tested system exhibits the best efficiency in obtaining energy
in a narrow band located in close proximity to the lowest resonance frequency.

1.3 Energy Harvesting in a Non-linear System

This chapter presents the results of model tests of non-linear energy harvesting
systems. Particular attention was focused on the two-bar system. Differential equa-
tions of motion, as in the case of a linear system, were derived from the topological
structure of the bond graph. However, in this case, it was limited to presenting the
structure of the bond graph and providing a mathematical model.

The subject of research is the energy harvesting system DBEH (Double Beam
EnergyHarvester), composed of two flexible cantilever beams I and II (Fig. 1.6). It
is a modification of the design solution of a classic three-wells transducer consisting
of two permanent magnets mounted in a non-deformable frame. In the proposed
construction solution, the movement of flexible beams was coupled with a linear
Kelvin-Voigt IV element.

The mechanical properties of vibrating beams are mapped through cBi stiffness
and bBi damping. At the same time, the stiffness of the beams subject to bending is
identified on the basis of the equation cBi = EIBi/Li, where IBi represents the moment

Fig. 1.6 Phenomenological model of the energy harvesting system
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Fig. 1.7 Bond graph of a two-bar nonlinear system

of inertia of the cross-section. However, with respect to energy dissipating elements,
additional laboratory tests are necessary due to the presence of internal and structural
damping.

On the beam II, a piezoelectric transducer III is glued, on the electrodes of
which, under the influence of elastic deformations, an electric charge is induced. Both
deformable elements I and II are rigidly mounted in the V frame, which, through
the fastening screws VI, creates a fixed connection with the vibrating component
of the mechanical system. Fixed permanent magnets were mounted in the frame
and arranged symmetrically with respect to the beam position I. The bond graph
corresponding to the tested two-beam energy harvesting system is shown in Fig. 1.7.

Based on the bond graph, differential motion equations were derived, which are
the formal basis for conducting quantitative and qualitative model tests. We note
that during computer simulations, kinematic excitation was assumed, mapped by a
harmonic function q0 = A sin(ωW t). The general structure of differential equations
of motion, capturing electromechanical couplings take the form:

⎧
⎪⎪⎨

⎪⎪⎩

m1q̇1 + bE1(q̇1 − q̇0) + cB1(q1 − q0) + b21(q̇1 − q̇2) + FC + FM = 0,

m2q̈2 + bB2(q̇2 − q̇0) + cB2(q2 − q0) − b21(q̇1 − q̇2) − FC − kPu = 0,

CPu̇ + u

RP
+ ke(q̇2 − q̇0) = 0.

(1.11)

TheFC value represents the excited force in the elastic element IV, which couples
themovement of both beams.We assume its linear characteristic: FC = c21(q1 − q2).
Cause-effect relationships occurring between the forces of magnet interactions and
displacements of beams is mapped by a polynomial function FM = c11(q1 − q0) +
c12(q1 − q0)

3 + c13(q1 − q0)
5 according to Huang et al. [9].
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The formal basis for conducting computer simulations is a system of differen-
tial equations that has been transformed to dimensionless form. The numerically
effective structure of equations is obtained by introducing new variables defining the
differences in displacements of beams I and II:x1 = q1 − q0 and x2 = q2 − q0. In
addition, we assume that both beam elements are made of the samematerial and have
the same geometrical structure as a consequence of which cB2 = cB1 = cB and bB2 =
bB1 = bB. Considering the above assumptions, idealizing the studied system, leads
to a mathematical model whose generalized coordinates depend on dimensionless
time τ = ω0t :

⎧
⎪⎨

⎪⎩

ẍ1 + δ1 ẋ1 + x1 + αx31 + βx51 − δ3 ẋ2 − η1x2 = ω2A sin(ωτ),

μẍ2 + δ2 ẋ2 + η2x2 − δ3 ẋ1 − η1x1 − κu = μω2A sin(ωτ),

u̇ + σu + ϑ(ẋ2) = 0.

(1.12)

where:

μ = m2

m1
, cz = cB1 + c21 + c11, α = c12

cZ
, β = c13

cZ
, ω2

0 = cZ
m1

, ω2
1 = c21

m1
,

ω2
2 = cB2 + c21

m1
, δ1 = bB1 + b21

m1ω0
, δ2 = bB2 + b21

m1ω0
, δ3 = b21

m1ω0
, η1 = ω2

1

ω2
0

,

η2 = ω2
2

ω2
0

, σ = 1

CP RPω0
, ϑ = ke

CP
, κ = ke

m1ω
2
0

, ω = ωW

ω0
.

In the case of a non-linear system, it was decided to model research based on a
dimensionless model, due to the speed of numerical calculations. The derived system
of differential equations (1.12) is the formal basis for model tests of the consid-
ered energy harvesting system. The numerical values characterizing the considered
dynamic system necessary to perform computer simulations are presented in Table
1.2.

The main goal of the results of computer simulations included in this work is
to assess the impact of selected mechanical quantities on the efficiency of energy
harvesting. At this point, we signal that all the results of numerical experiments were
obtained assuming zero initial conditions. One of the features of nonlinear systems is
the possibility of more than one solution, under given conditions characterizing the
external source of motion. The impact of initial conditions in terms of co-existing
solutions is not the subject of the analysis contained in this work. The results of
numerical calculations were depicted in the form of diagrams of the RMS voltage
induced on the electrodes of the piezoelectric transducer. Numerical calculations
were carried out at the amplitude of the external source of excitation A= 0.001 m. In
the case of a non-linear system, the base frequency to which the excitation frequency
is referred to is ωB = ω0 ≈ 17 rad/s.

The obtained results of computer simulations indicate that the system most effec-
tively harvests energy if the rigidity of the coupling element assumes a value in the
range c21 = 1 ÷ 1.5 N/m (Fig. 1.8). On the graphs (Fig. 1.9), the influence of the
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Table 1.2 Physical parameters of energy harvesting systems

Name Symbol Value

Concentrated mass loading the beam I m1 0.0172 kg

Concentrated mass loading the beam II m2 0.006 kg

Energy losses in beam elements bB1 and bB2 0.01 Nsm−1

Bending stiffness of beam elements cB1 and cB2 0.05 Nm−1

Energy losses in the coupling spring b21 0.004 Nsm−1

Stiffness of the coupling element c21 1.5 Nm−1

Characteristics that reflect the forces of magnets c11 3.818 Nm−1

c12 −48,931 Nm−3

c13 1.12 × 108 Nm−5

Electrical circuit equivalnt resistance RP 1 × 106 �

Electrical circuit equivalent capacity CP 72 nF

Electromechanical constant of piezoelectric ke −3.985 × 10–5 N/V

Amplitude of forcing mechanical vibrations A 0.001 m

Fig. 1.8 Impact of coupling element rigidity on energy harvesting efficiency: a c21 = 0.75 N/m,
b c21 = 1.5 N/m, c c21 = 3 N/m, d c21 = 6 N/m

external forcing source amplitude A on the amount of induced voltage is presented.
For the numerical calculations, the stiffness of the coupling element of flexible beams
was assumed c21 = 1.2 N/m.

As in the case of a linear system, the increase in excitation amplitude significantly
improves the efficiency of energy harvesting from vibrating mechanical systems. In
the case of linear systems, the shape of the function reflecting diagrams of the RMS
voltage induced onpiezoelectric electrodes does not change geometrically. In the case
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Fig. 1.9 Diagrams of the RMS voltage induced on piezoelectric electrodes obtained at the vibration
amplitude of the external source: a A = 0.001 m, b A = 0.002 m, c A = 0.003 m, d A = 0.004 m

of non-linear systems, the profiles of plotted diagrams differ significantly (Fig. 1.9).
The largest differences are observed in the range of high harmonic components of
the amplitude-frequency spectrum.

1.4 Conclusions

Based on the conducted model research, it is possible to formulate the following
conclusions:

• The amount of harvested energy increases as the vibration amplitude of the excita-
tion source increases. This situation occurs both in relation to linear and nonlinear
systems.

• Linear systems are able to efficiently harvest energy from vibrating mechanical
deviceswhen the excitation frequency is located in close proximity to the dominant
resonant frequency of the linear system.

• Effective energy acquisition in a non-linear system is almost double that of a linear
system as evidenced by the effective values of the diagrams drawn.

• Bonds graphs are an effective and fast method for deriving the equations ofmotion
for energy harvesting systems.
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Chapter 2
Bond Graph Based Synthesis of Generic
Power Split Modelling for Epicyclic
Four-Speed Gears

G.-H. Geitner and G. Komurgoz

Abstract Planetary gears are applied in a wide range of applications. For example
power supply of airplane auxiliaries or hybrid electric vehicles benefit from such-
like gears. Thus heavy truck hybrid propulsion based on epicyclic four-speed gears
guarantees internal combustion engine optimalworking point. Assuming that generic
power split modelling for this gear typemarks a research focus for some time already.
The Bond Graphmethod as a member of a very closely related power flowmodelling
tool family is especially very well suitable to meet this aim. The paper argues this
message not via common analysis but via synthesis, introduces folding operation as
natural effective means for getting vectorial models, shows variants and illustrates
generalization via simulation results and numerical examples. Synthesis approach
suggested can also serve as a starting point for generation of more detailed models
or research and comparison of new epicyclic gear constructions.

Keywords Power split · Planetary gear · Equivalent dynamics · Tooth contact ·
Modelling variants

2.1 Introduction

Modern vehicle drive concepts include hybrid drives as required intermediate stage
from conventional combustion engines too pure electric traction systems [7]. Power
split and power addition again is a crucial issue in hybrid traction solutions. Although
there are electric components under development [6] typically planetary gear variants
are standard solutions for this issue. Especially heavy trucks [20] but also passenger
cars may take advantage from compound epicyclic gears with four shafts. Such
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constructions permit to apply diverse power flow control strategies between combus-
tion engine driven at point of lowest losses, two electrical machines optionally driven
as motor or generator and load. Thus, flexible general power flow models of such
devices are of current interest.

The Bond Graph as modelling tool is a promising approach, not only, but also
for mechanism and machine science regarding analysis of kinematics [9, 26] and
dynamics [8]. It is a perfect choice for power flow description based on generalized
Kirchhoff’s rules [8], for simulation of dynamic systems and for energy efficiency
calculation based on integration and cycle time [19]. This is true also and especially
for planetary gears. Please compare sections “Kinematical Analysis of Variants of
Wind Turbine Drive by Means of Graphs” and “Graph-Based Algorithm for the
Evaluation of theMechanical Efficiency of Epicyclic Gear Drive in Hybrid Scooters”
in [33] for other methods to model planetary gears. Please see section “Bond Graphs
in System Modelling” in [33] for introduction and definitions regarding BG’s. For
simplification we will neglect modulation of sources and only apply source symbols
“SE” or “SF”. In order to facilitate simulation based on models introduced in this
section we restrict suggestions to integral causality.

Typicalmethods to getBGmodels are as following. Starting fromcircuit diagrams,
sketches or similar specifications the BGmodel immediately may be created without
equations. This approach works fine for easy systems of relatively limited extent.
As a precondition it is of course necessary to be really familiar with this method.
Only after BGmodel construction equation establishing takes place. On the contrary,
however, as result of an analysis the more general approach starts with a complete set
of mathematical equations and only then this mathematical description is graphically
programmed via BG icons.

In this section, it is planned to implement a rather hybrid approach. Starting
from basic considerations regarding the operating principle of planetary gears, it is
intended to develop a BG model synthesis that takes place step by step.

Modelling bymeans of BGmay take benefit using vectorial connections instead of
scalar connections between elements or at least realizationofmixed connections. This
requires power variable definitions of type vector and parameter definitions of type
matrix or vector. Such approaches are very well suited for systems featuring similar
parallel functionalities. It will be shown that planetary gears provide a good example
for this purpose. Please note, we will not use different bond symbols depending on
scalar bonds or vectorial bonds as may be found in some references [23], but mark
relevant power variables via underlined characters. Suchlike modelling symbolism
emphasizes structural identity at simultaneous clearness and easies the application
of folding operation as natural tool for BG modelling. In general there are two
possibilities to simulate BGmodels. Special BG software offers direct customization
for bidirectional connections and causality settings for instance. In contrast general
software solutions have to be enhanced to meet features necessary for BGmodelling.

The latter option, which is usually based on some kind of add-on, is planned to be
implemented.Whereas blockdiagramsobtained fromBGmodels should be restricted
to very easy examples for first training only. We suggest to prefer standard soft-
ware enhanced via add-on solutions, just as for instance Simulink and add-on block
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library BG ver. 2.1 [13]. Such an approach is planned to be implemented because
it ensures access to known tools as transfer function generation, data processing or
control design. However, a menu-driven add-on may manage simple customization
to specific BG needs.

2.2 Simplified Equivalent Dynamics

In order to develop the BG model via synthesis a suitable starting point is necessary.
Any dynamics or friction is still neglected. It is known that a basic planetary gear set
features a fixed determined linkage between the three external speeds. Two speeds
ωx andωy involve the third speedωz. This is true for any specific construction (2.1a).
Moreover, exactly one correlation between the speeds of sun, ring and carrier and
the speeds ω1 till ω3 has to meet equation structure (2.1b). Hence geometrically
determined parameter n1, which is identically to parameter R in [25], defines K*

a1
and Kb1 in very simple fashion. This Willis Equation (2.1b) has to be rearranged as
presented in (2.1c) if the model computes ω3 but the power flow reference direction
is positive. The first BG fragment Fig. 2.1a symbolizes graphically (2.1c) based
on definitions (2.1d). Figure 2.1a demonstrates that any minus sign may be handled
either by reverse power flow direction or parameter sign. Speeds are considered to be
power variables of type flow as common BG practice according to Maxwell analogy
[8]. Consequently introduction of torque T3 as power flow variable of type effort

Fig. 2.1 Bond graph fragments for generic power split modelling of epicyclic four-speed gears
based on synthesis ignoring spring damper tooth contacts: a BG equivalent of Willis equation;
b introduction of torques via power balance; c introduction of a fourth speed
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results in Fig. 2.1b. In doing so the 0-node acts as torque distributor and TF-elements
naturally provide with torques (2.1e) based on power balance.

ωz = K∗
a1 · ωx + Kb1 · ωy; (z, x, y) ∈ {(3, 1, 2),(1, 2, 3), (2, 3, 1)} (2.1a)

ω3 = n1 · ω1 + (1 − n1) · ω2 (2.1b)

−ω3 = +(−n1) · ω1 − (1 − n1) · ω2 (2.1c)

Ka1 = −K∗
a1 = −n1; Kb1 = 1 − n1 (2.1d)

T3a = Ka1 · T3; T3b = Kb1 · T3 (2.1e)

In the next step one can imagine any epicyclic four-speed gear to be composed of
two basic planetary gear sets. Two rigidmechanical “connections” of both sets reduce
the number of different speeds from six to four. Practical realisation of such “con-
nections” causes common components as for instance common ring and common
carrier, which is true for Ravigneaux gear. Anyway, since one planetary gear set
yields one holonomic constraint constructions including two sets yield two holo-
nomic constraints. This means two speeds ω1 and ω2 cause two more speeds ω3 and
ω4 now and modelling needs two parallel paths in terms of Fig. 2.1b. As a result
follows Fig. 2.1c. The 1-nodes act as flow distributors and ensure that speeds ω1 and
ω2 may be “used” twice each with.

Similar to the supply of torques T3 and T4 to 0-nodes also both 1-nodes require
the supply of speeds ω1 and ω2 via bonds. Finally addition of sources completes the
first BG model specified in Fig. 2.2a. This model is valid for static torque and speed
balance and ignores any friction or dynamics. Assuming analog definitions of Kai,
Kbi, Tja and Tjb as well as i = ∈{1, 2} and j = ∈{3,4} it is possible to prove the
total power balance (2.2a) of this model by means of (2.2b). Please take special note
of different source causalities in BG Fig. 2.2a as a consequence of static modelling
of a system featuring dynamics and holonomic constraints in fact. Nevertheless, for
some tasks such a kind models may be sufficiently [21].

T1ω1 + T2ω2 + T3ω3 + T4ω4
!= 0 (2.2a)

[−n1T3ω1 − n2T4ω1] +[−(1 − n1)T3ω2 − (1 − n2)T4ω2] + · · ·
[+n1ω1T3 + (1 − n1)ω2T3] +[+n2ω1T4 + (1 − n2)ω2T4] = 0

(2.2b)

The next synthesis step changes torque balances both at node 1a and node 1b via
introduction of friction torques �TiF and dynamic torques �Tid and thus allows all
sources for effort causality (2.3a/b). Consequently both scalar torques �Ti have to
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Fig. 2.2 Bond graph models for generic power split modelling of epicyclic four-speed gears taking
Fig. 2.1c as starting point: a pure statically scalar BGmodel; b introduction of equivalent dynamics
via hybrid scalar and vectorial modelling

drive a dynamic subsystem which now has to determine ω1 and ω2. This subsystem
again represents a substituted mechanical system via two fictive shafts considering
friction and inertia of four real shafts. The reason for this are mentioned holonomic
constraints. Furthermore, for clearness purposes, this new part of the model should
be a vectorial one in order to generally imply component coupling of the equivalent
dynamical system. Based on definitions (2.4a/b) and vectorial equation of motion
(2.5) arises Fig. 2.2b. TF-elements connect scalar and vectorial model parts, I-type
energy storage operates in integral mode as desired and matrices MF and Md contain
fictive friction resp. inertia elements (2.6). Nodes 1e and 1f could be combined, but
separated modelling permits access to �T and improves representation.

T1 − T3a − T4a = �T1 = �T1d + �T1F �= 0 (2.3a)

T2 + T3b + T4b = �T2 = �T2d + �T2F �= 0 (2.3b)

�T =
[

�T1

�T2

]
=

[
1
0

]
· �T1 +

[
0
1

]
· �T2 (2.4a)

ω1 = [
1 0

] · ω = [
1 0

] ·
[

ω1

ω2

]
; ω2 = [

0 1
] · ω = [

0 1
] ·

[
ω1

ω2

]
(2.4a)

�T = �TF + �Td = MF · ω + Md · dω
dt

(2.5)
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MF =
[
KF11 KF12

KF21 KF22

]
; Md =

[
J11 J12
J21 J22

]
(2.6)

There are two essential preconditions for easy identification of matrix elements in
(2.6). Firstly all real four shafts are modeled by means of a motion equation structure
like (2.7), whereat Tj symbolizes total external torque and KFj or Jj symbolize total
friction coefficient resp. total inertia of the particular shaft. Secondly total parameters
also have to include parts internal moved only. If applicable then (2.1e) and (2.3a/b)
result in (2.8a/b). Potentially elastic shafts must be modeled separately.

Tj = KFj · ωj + Jj · dωj

dt
⇒ Tj = (

KFj + sJj
) · ωj = K�j · ωj; j ∈ {1, . . . , 4} (2.7)

T1 − Ka1T3 − Ka2T4 = �T1 = KF11ω1 + KF12ω2 + sJ11 · ω1 + sJ12 · ω2 (2.8a)

T2 + Kb1T3 + Kb2T4 = �T2 = KF21ω1 + KF22ω2 + sJ21 · ω1 + sJ22 · ω2 (2.8b)

Moreover, consideration of (2.1b), (2.1d) and (2.7) in (2.8a/b) gives (2.9a/b).
Analysis of (2.9a/b) directly produces needed elements of matrix MF (2.10). Please
notice a full structural identity regarding friction and inertia formulas. Therefore
(2.10) gives results for friction matrix MF elements only. Inertia matrix Md elements
follow by analogy.

K�1ω1 − Ka1K�3 (Kb1 ω2 − Ka1 ω1)︸ ︷︷ ︸
=ω3

−Ka2 K�4 (Kb2 ω2 − Ka2 ω1)︸ ︷︷ ︸
=ω4

= �T1 (2.9a)

K�2ω2 + Kb1 K�3 (Kb1 ω2 − Ka1 ω1)︸ ︷︷ ︸
=ω3

+Kb2 K�4 (Kb2 ω2 − Ka2 ω1)︸ ︷︷ ︸
=ω4

= �T2

(2.9b)

KF11 = +KF1 + KF3K2
a1 + KF4K2

a2; KF12 = −KF3Ka1Kb1 − KF4Ka2Kb2

KF12 = −KF3Ka1Kb1 − KF4Ka2Kb2; KF22 = +KF2 + KF3K2
b1 + KF4K2

b2
(2.10)

Hybrid scalar and vectorial model Fig. 2.2b may be modified in different ways.
Since the right part in Fig. 2.2b also may be modelled via non-basic BG elements of
type field, compare [18], it is possible to convert this part into scalar representation.
The general conversion of n-port fields was discussed in [4], wheras [5] presented
solutions for 3-port fields. Table 2.1 arranges solutions for 2-port fields needed here.
It makes clear conversion is not unique, gives an analytical junction structure only
without physical meaning [4] but exposes essential transformational couplings and
state variables may be associated with each scalar storage element [5]. Mathematical
feature of symmetric matrices is a precondition. Many technical systems meet this
condition just as gear model Fig. 2.2b or most electric machine BG models [12]
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Table 2.1 Equivalent substitution variants (Ra) till (Rd) for BG R-fields and (Ia) till (Id) for BG I-
fields with two scalar ports, symmetrical matrices sine qua non; for parameters K1 till K3 equivalent
to parameters a, b and d see Table 2.2

Flow causal R-field Integral causal I-type storage field

e =
[
a b

b d

]

︸ ︷︷ ︸
=MR

f;

e1 = af1 + bf2;

e2 = bf1 + df2;

e =
[
e1 e2

]T
;

f =
[
f1 f2

]T
;

f =
[
a b

b d

]

︸ ︷︷ ︸
=MI

∫
e dt;

e1 = a
∫
f1 dt + b

∫
f2 dt

e2 = b
∫
f1 dt + d

∫
f2 dt

(Ra) (Ia)

(Rb) (Ib)

(Rc) (Ic)

(Rd) (Id)
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but care has to be taken for exceptions such as synchronous reluctance machine BG
model considering stator iron losses.

However, Fig. 2.3 gives a possible complete scalar model originating from
Fig. 2.2b. Table 2.2 delivers corresponding parameters related to conversions
Table 2.1. Joining of nodes 1a and 1h resp. 1b and 1g should not be implemented. It
would reduce readability and violate symmetrical representation.

Then again it could be of interest to covert Fig. 2.2b into a compact complete
vectorial BG representation as part of larger models. The BG method involves a
powerful tool to reach this aim called folding operation. Certain symmetry provides
the essential precondition. Hybrid scalar and vectorial models or different reference

Fig. 2.3 Scalar BG model of
right part Fig. 2.2b based on
Tables 2.1 and 2.2 variant
Rb/Id

Table 2.2 Parameters for equivalent substitution variants Table 2.1; I-field features: sign of K2
is positively if preferred power transfer direction is “off” regarding 0-node connection with TF,
parameter at 1-node side is unmodified applied; this is true vice versa regarding R-field node types

Variants Table 2.1 K1 K2 K3 R-field I-field

Node structure Reference direction

Rb, Id a +b
/
a d − b2

a 0 … 1: to 1 … 0: off

Rc, Ia −b
/
a 0 … 1: off 1 … 0: to

Rd, Ib a − b2
d −b

/
d d 1 … 0: off 0 … 1: to

Ra, Ic +b
/
d 1 … 0: to 0 … 1: off



2 Bond Graph Based Synthesis of Generic Power … 27

Fig. 2.4 Vertical folding of
BG Fig. 2.2b

directions do not prevent practicability. The latter case only causes reversal of the
signs. Thus, vertical folding of BG Fig. 2.2b gives Fig. 2.4 at a first step. Parameters
and power variables associated with may be learnt from (2.11a/b).

Simplification rules allow it to cancel nodes 0c, 0d and 1e as well as TF-element
at right side and permit to summarize nodes 1ab and 1e. As intermediate result of this
arises Fig. 2.5a. Subsequently horizontal folding gives the final compact vectorial BG
Fig. 2.5b based on parameters and power variables (2.12). Please note Kab definition
refers to reference direction. Special case pure static relationship of speeds and
torques, i.e. MF = 0 and �Td = 0, symbolizes Fig. 2.5c which corresponds to
Fig. 2.2a.

Kab1 = [−n1 − (1 − n1)
]
; Kab2 = [−n2 − (1 − n2)

]
;ω12 =

[
ω1

ω2

]
; T12 =

[
T1

T2

]

(2.11a)

T3ab = KT
ab1T3; T4ab = KT

ab2T4; ω3 = Kab1ω12; ω4 = Kab2ω12 (2.11b)

Care has to be taken regarding partial inversion of reference direction as applied
for first vectorial folding Fig. 2.4. In order to obtain correct BG modelling it is

Fig. 2.5 Compact vectorial BG variants ignoring spring damper tooth contacts: a intermediate step
via simplification of Fig. 2.4; b reconfigured final result after horizontal folding of Fig. 2.5a—with
dynamics and friction; c simple static conversion
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necessary to preserve same sign of the vectorial parameter for both operation direc-
tions of TF or GY elements. As a rule it may be stated to keep the signs for nodes
implementing subtractions, cf. Fig. 2.2a left above, and to modify some signs for
nodes implementing additions, cf. Fig. 2.2a left below. Otherwise reversed signs of
particular power variables may occur.

Kab =
[−n1 − (1 − n1)

−n2 − (1 − n2)

]
=

[
Ka1 − Kb1

Ka2 − Kb2

]
;Tab = KT

abT34;ω34 = Kabω12 (2.12)

Direct continuation of synthesis based on Fig. 2.5b in order to introduce elastic
tooth contacts is not possible. This is caused by inherent consideration of holonomic
constraints. On the other hand it has to be emphasized that modelling introduced in
this subsection is universally valid for any epicyclic four-speed gear. Customization
to any specific realization only needs to determine n1 and n2.

2.3 Spring Damper Tooth Contact

Modelling introduced in subsection before will be sufficiently in many cases.
Anyway, some application cases will require more detailed analysis of power flow.
If there are some significant dead zones or torsions for instance special gear type
dependent scalar modelling will be necessary. But reducing tooth contacts to general
elastic connections based on spring and damper in parallel allows generation of
generic vectorial BG models similarly to section before. Two conditions must be
met: firstly total inertia and total friction for each type of shaft has been defined;
secondly, each kind of tooth contact and planet type has been considered just once.
Consequently minimum number nst = 6 of shaft types and minimum number ntc = 4
of tooth contacts result if the epicyclic four-speed gear is built from number ngs = 2
standard planetary gear sets. This is explained by number nbe = 3 of basic elements
sun, ring and carrier per set, number np = 1 of planet types in between sun and
ring and number ntc = 2 of different kind tooth contacts per set as well as number
nrc = 2 of rigid connections in between sets (2.13a/b).

nst = ngs · nbe − nrc + ngs · np = 2 · 3 − 2 + 2 · 1 = 6 (2.13a)

ntc = ngs · ntc = 2 · 2 = 4 (2.13b)

In this manner spring and damper elements decouple the shafts. Hence, basic
equations ofmotion can bemerged vectorial. Thereby inertiamatrixMdyn and friction
coefficent matrix MFric are main diagonal matrices only, whereas torque vectors for
input T, dynamics�TDyn, friction TFric and load TSD aswell as speed vectorω feature
just as much elements as different shaft types nst are defined (2.14).
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Fig. 2.6 Compact vectorial BG model inclusively of spring damper tooth contacts: a BG fragment
of unconnected motion equations—see (2.14); b complete compact vectorial BG model

�TDyn = T − TFric − TSD;TFric = MFricω; ω = MDyn

∫
�TDyn dt+ 0 (2.14)

In a certain sense BG fragment Fig. 2.6a as symbolization of (2.14) may be
understood as further synthesis of Fig. 2.5b. Concerning Fig. 2.5b this means cut off
the right side torque source, means increased dimensions for left side elements, i.e.
all torque sources of external shafts plus zero sources for planet shafts are merged in
vector T, andmeans inverse reference direction for load, i.e. Tab =−TSD.Henceforth,
the new TF-element parameter matrixMT joins dynamic spring and damper forces at
one side and shaft torques at the other side. So TF-element is the crucial connection
element. It connects rotational and translational movements. Due to the construction
principle of a standard planetary gear set always three particular rotational speeds
ωx x = ∈{1 … nst} contribute to one particular translational speed �vy y = ∈{1
… ntc}. Thus elements of matrix MT may be found via superposition principle or
based on Willis equation. For the latter case remodeled static Willis equation has to
be thought having a dynamic term in sense of (2.3a) or (2.3b) implied for speeds.
Since the specific tooth contacts are decoupled aswell like shafts, damping coefficient
matrixMDamper and spring coefficientmatrixMSpring again aremain diagonalmatrices
only, whereas speed vector�v features just ntc elements. Figure 2.6b shows resulting
complete compact vectorial BG model with spring damper tooth contacts.

Decomposition of Fig. 2.6b into two rotational vectorial branches would better
convey principle construction of epicyclic four-speed gears based on two standard
planetarygear sets. This possible synthesis stepmaybenamedas unfoldingoperation.
Right side 1-node with appended spring and damper modelling serves as a symmetry
axis.But 1-nodes are not able to add anyflowvariables.However, just this is necessary
if vector �v is subdivided into two subcomponents. Insertion of a 0-node solves the
problem and Fig. 2.7 presents corresponding BG. Both sides are fedwith same spring
damper forces via 0-node. Decomposition of MT into MT1 and MT2 ensures correct
assignment of forces. Vectors {T1, ω1, �v1} and {T2, ω2, �v2} do not necessarily
have to feature same number of elements. Grouping {Ti, ωi, �vi} i ∈{1,2} may
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Fig. 2.7 Vectorial BG model inclusively of spring damper tooth contacts decomposed into two
rotational vectorial branches

follow any reason. Anyway, TF parameter sign problems, as mentioned at the end of
previous subsection, may not occur because unfolding keeps reference directions.

For complete scalar modelling all vectorial chains of structure “1 − TF − 0”
have to be unfolded, i.e. parallelized operations have to be presented in detail. The
number of such chains is equal to the number of elements in vectorω—see Fig. 2.6b.
In contrast the number of elements in vector �v—see Fig. 2.7—determines the
number of identical 0-nodes for junctions of three “1 − TF − 0” chains each with.
Moreover, there are some additional 1-nodes necessary or usefully. Firstly, this partic-
ularly refers to shared translational speeds avoiding parallel TF-elements of same
functionality and secondly this refers to more clarity in case of shared rotational
speeds. These comments already hint at the problems of such scalar modelling, as
getting very complex and rather complicated models. It should be applied excep-
tionally. Anyhow, as an advantage structure of the mechanical construction directly
translates into structure of scalar BG. Further modelling details let these statements
become still more important.

Vectorial modelling summarizes causal relations clearly without drawbacks. Any
partial power is available via products of vector elements. In the following a specific
example is needed in order to exemplify scalar modelling with consideration of
spring damper tooth contacts. Suchlike general scalar models are impossible due to
dependence on construction. Figure 2.8 introduces Renault IVT epicyclic four-speed
gear as an example [22]. Table 2.3 specifies dynamic chains of effect and Table 2.4
summarizes basic equations for this example.

Fig. 2.8 Renault IVT—schematic reduction by symmetry [22]: CE—combustion engine, Cx—
carrier, Rx—ring, Sx—sun, Mx—electric motor/generator, x = ∈{1, 2} gear set number resp.
machine number
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Table 2.3 Bidirectional chains of effect according Fig. 2.8

Gear set internal Sun 1 ⇔ spring SP 1 ⇔ Carrier 1/ring 2

⇔ Planet 1

Sun 2 ⇔ spring SP 2 ⇔ Carrier 2/ring 1

⇔ Planet 2

Between gear sets Carrier 1/ring 2 ⇔ spring PR 1 ⇔ Carrier 2/ring 1

⇔ Planet 1

Carrier 2/ring 1 ⇔ spring PR 2 ⇔ Carrier 1/ring 2

⇔ Planet 2

Table 2.4 Basic equations for Fig. 2.8, ryx—radius, y ∈ {R, S}, P—planet, v—circumferential
velocity; for more abbr. see Fig. 2.8

Willis equation ωSx−ωCx
ωRx−ωCx

= − rRx
rSx

and example Renault IVT
ωR1 = ωC2

ωR2 = ωC1

Dynamics with equivalent system, cf.
Sect. 2.2, planets implicitly

Dynamics with spring and damper, planets explicitly

Reconfiguration for one basic planetary gear set (ω · r = v)

ωS · rS − ωC · rS = ωC · rR − ωR · rR ωS · rS − ωC · rS = ωC · rR − ωR · rR = −ωP · rP
Renault IVT related definition for both sets, x = ∈{1, 2}
n1 = − rR1

rS1
; n2 = 1 + rR2

rS2

ωSx = (1 − nx) · ωC1 + nx · ωC2

ωSx · rSx − ωCx · rSx + ωPx · rPx = 0 ≡ �vSPx

⇒ �vSPx = vSx − vCi + vPx; i = 2x − 1

ωCx · rRx − ωRx · rRx + ωPx · rPx = 0 ≡ �vPRx

⇒ �vPRx = vCj − vRx + vPx; j = 2x

Tables 2.3 and 2.4 based on Fig. 2.8 enable it to draw scalar BG Fig. 2.9 if 6
scalar equations of rotational motion, in sense of (2.14), and 4 scalar translational
equations of spring and damper motion, in sense of (2.15), are taken into account. In
the latter case particular dynamic circumferential speeds �v have to be integrated as
well as spring forces FS and damper forces FD have to be added.

FSD = FS + FD; FD = dSD · �v; FS = KSD

∫
�v dt + 0 (2.15)

Both four-speed gear constructions based on two standard planetary gear sets and
bidirectional chains of effect according Table 2.3 are directly visible in Fig. 2.9.
Equations in Table 2.4 are graphically presented just as well. Please note that nodes
1Z1 and 1R1 resp. 1Z2 and 1R2 could be merged but clearness would suffer. That
applies also to a possible changing over of nodes 1M1 resp. 1M2 to direct links of
nodes 1U1 and 0M1 resp. 1U2 and 0M2 via additional TF-elements with parameter rPx.
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Fig. 2.9 Scalar BG model example Renault IVT (Fig. 2.8) inclusively of spring and damper tooth
contacts; JCxt resp. bCxt—total inertia resp. total friction coefficient, Kyx resp. dyx y∈{SP, PR}—
spring resp. damper coefficients, for more abbr. see Table 2.3

2.4 Simulation Hints and Examples of Numerical Results

For reason given in introduction, this subsection deals with Simulink© freeware add-
on block library BG V2.1 [13–15]. In contrast with Simulink© standard Simscape
libraries as Physical Modeling family which are component based libraries from the
outset this add-on block set provides the userwith real basic power flowelements. The
next step only will define components based on subsystem technique if useful from
the user’s perspective. Thus the user is free to develop and study diverse variants of
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component models, to study inner component power flow, to choose scalar, vectorial
or hybrid component configuration or to easy implement user in-depth knowledge
for instance.

2.4.1 Simulation Hints

Moreover, since BG modelling method is a member of a specific power flow
modelling tool family same parameter definitions may be applied to other members
of this family such as Energetic Macroscopic Representation (EMR) or Power Flow
Graph (POG). Again it has to be emphasized that a so-called zoomed view repre-
sentation inside BG icons not at all may serve as an alternative to modelling via BG
icons. At best this may support familiarization with BG method. However, POG is
a real alternative. With this in mind one selected example will be given modeled
by BG, POG and EMR in order to inspire the reader to get heavily involved with
this modelling tool family. Furthermore, close relations between these tools also
hint at fact that scalar, vectorial or mixed representation may be applied to all three
methods [20, 32]. Add-on block library BGV2.1 for graphical programming of BG’s
by Simulink© shows some specific characteristics. Selected features are as follows.

• Bidirectional connection of blocks via visible forward direction and invisible
backward direction. Whereat forward direction means propagation of a power
variable from antecessor block to successor block. Thus this statement may be
related to flow or effort depending on context. Port names are adapted to particular
block settings.

• Unidirectional standard blocks must not be connected to BG block structure.
This applies to all bidirectional power flow connections. Exceptions are related
to unidirectional parameter inputs and to source BG blocks and measurement BG
blocks which define interfaces to standard Simulink© blocks.

• Menu driven customization limits number of BG blocks to 9 types featuring
buttons such as causality, optional power output, variable parameter input or
scalar/vectorial function. Representative cases for bringing together modes of
operation in one block type are nodes, sources and storages. Accidentally change
of menu settings may be locked.

• Automatic detection of easy sources of error such as misconnection of flow and
effort ports or menu mismatch of operation mode and internal parameter is imple-
mented. All power variables are available, directly or via measurement nodes.
About 25 examples partially with variants demonstrate use of blocks and library.

Graphical programming of BG Fig. 2.2b by means of add-on block library BG
V2.1 demonstrates Fig. 2.10. Structural identity is evidently. Additional node blocks
named “splitter” serve for making available power variables ω3 and ω4. Please note
this is not necessary regarding ω1 and ω2 because gauge blocks do not modify node
power balances. All additional gauge blocks serve as interface outward to standard
blocks whereas ports “S” of source blocks torque serve as interface inwards to BG
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Fig. 2.10 Graphical programming of BG Fig. 2.2b by means of add-on block library BG V2.1

structure. Port names “E” and “F” mirror causality. For simplification Fig. 2.10
“node type 1 no. 3” combines operation of Fig. 2.2b nodes “1e” and “1f”. Table 2.5
summarizes block icons applied, explains preset customizations and gives selected
possible menu driven transformations for block type in question.

Vectorial BG modelling for this example illustrates Fig. 2.11a. Again structural
identity of Figs. 2.5b and 2.11a is evidently. Because of vectorial operation two gauge
blocks only are added, no splitter is necessary. Please note that vectorial operation
may not be seen before any menu interaction aside from standard source and sink
blocks.

Same issue model vectorial POG model Fig. 2.11b and vectorial EMR model
Fig. 2.11c. All three modelling variants are graphically programmed based on same
parameter definitions. Specific POG related characteristics are as follows. See [28,
29, 31] e.g. for more details.

• Working block and connection block represent the only two basic blocks. Inter-
faces,mixingpoints and connectors complete basic blocks.Workingblock appears
in three different variants depending on losses and/or energy storage. Connection
block visualizes transpose operation.

• All mathematical operations are directly visible. Power variables of type flow and
effort may be swapped between upper and lower path. Tool is very good suitable
for introduction to power flow modelling idea and for state space models based
on energy matrix. Neither a block library nor an empty icon library is necessary.

Specific EMR related characteristics are as follows. See [1, 3, 17] e.g. for more
details.
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Table 2.5 Selected elements of Simulink® Bond graph library V.2.1 [13–15], (BG internal bond
connections are symbolized via Simulink related forward connections either by effort E or flow
F, opposite direction is invisibly and automatically established; optional outputs: P[W] power, M
momentum, D displacement; optional inputs: NL non-linear parameter)

Icon used
in
examples

Generalized name
(colour)

Operation just
for preset
customization

Subset menu driven customization variants

Source/destination
(orange)

Input
unidirectional
signal “s” and
output as effort
“E” of a
bidirectional
bond

Gauging, activated
bond (pink)

Gauging flow
F, unchanged
power balance
via E = 0

Node (yellow) E0 = + E1 −
E2 − E3 − E4,
F0 = F1 = F2
= F3 = F4

Energy storage
(cyan)

F =
1
K

∫
E dt + E0

IC: integral
causality
K: parameter

Losses (blue) E = K · F
FC: flow
causality
K: parameter

Transformer
(magenta)

F2 = K · F1
E1 = K · E2
LC: left
causality
K: parameter

• This toolmakes use of an empty icon library. Thismeans icons as used inFig. 2.11c
define empty subsystems of special relevance which have to be filled by the user.
In easy case of Fig. 2.11 energy accumulation is just identicallywith POGworking
block and mono-physical converter is identically with POG connection block.

• Power variables of type flow and effort may be swapped between upper and
lower path. Tool is very good suitable for visualization of power distribution and
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Fig. 2.11 Graphical programming of example Fig. 2.5b via BG V2.1 (a), POG (b) and EMR (c)

junction as well as identification of control structures which also addresses the
inverse problem [8].

See e.g. [2, 13, 16, 30] for more examples regarding comparison of modeling
tools BG, POG and EMR. There is no problem with addition of control structures
for any of these tools. By way of example [19] expounds DC machine BG model
inclusive of elastic shaft and parameterized state control structure.
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2.4.2 Examples of Numerical Results

Table 2.6 gives parameters for simulation ofmodels Fig. 2.10 and Fig. 2.11 following
simple standard three-speed planetary gear [32]. In order to realize epicyclic
four-speed gear simulation example Renault IVT was chosen [22]. For this purpose
three-speed parameter set was applied twice and constraints were considered. Since
simulation task is targeted only on illustration of same results for different model
variants shaft related parameter determination is strongly simplified. As might be
expected all four models output same time response Fig. 2.12a regardingω1 tillω4 if
torques Fig. 2.12b are applied. Because the equivalent dynamic system includes
component cross coupling time behavior also can feature more or less distinct
non-minimum-phase behavior—see ω4 step response on T2 step input. Any trans-
mission gears, wheels or operation modes are not considered here.

Another example illustrates the influence of the choice of state variables, i.e. input
and output variables, on BG parameters. Gear Fig. 2.13 shows a variant of Fig. 2.8.
It is taken from [10], desists from detailed assignment of machines to gear shafts and
features one common sun body and one common ring body. Thus there exists only
one sun angular velocity and one ring angular velocity each with.

As alreadydiscussed in detail parameters n1 andn2 ofTFmatrixKab given in (2.12)
may be found via superposition principle or Willis equation, see Table 2.4. Table 2.7

Table 2.6 Parameter definitions for simulation

Simple standard three-speed planetary gear—element parameters following [32]

Sun (S) Ring (R) Carrier (C) Planet
(P)

Inertia (kg m2) 0.6 2.5 1.8 0.08

Friction (Nms/rad) 0.15 6.5 2.8 0.24

Radius (m) rS = 0.1 rR = 0.25 n.s. n.s.

Epicyclic four-speed gear Renault IVT [22]—simplified composed of two gear sets following
[32]

Geometrically determined [11] n1 = − rR1
rS1

= −2.5 n2 = 1 + rR2
rS2

= +3.5

TF parameter (2.1d) Ka1 = 2.5 Kb1 = 3.5 Ka2 = −3.5 Kb2 =
−2.5

Assignment/equation of motion—parameters (2.7), simplified specification

Index assignment 1: C1/R2 2: R1/C2 3: S1 4: S2

Friction (Nms/rad) KF1 = 9.3 = KF2 KF3 = 1.11 = KF4

Inertia (kg m2) J1 = 4.3 = J2 J3 = 0.92 = J4

Equivalent dynamic system—matrix elements (2.10), following parameters above

Friction matrix MF KF11 = 29.8 KF12 = −19.4 = KF21 KF22 =
29.8

Inertia matrix Md J11 = 21.3 J12 = −16.1 = J21 J22 =
21.3
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Fig. 2.12 Exemplary time response of models Figs. 2.10 and 2.11 angular speeds ω1 till ω4 (a) if
torques are given (b) and parameters Table 2.6 are applied

summarizes suchlike definitions for gear Fig. 2.13 supplemented by numerical values
based on parameter sets defined in [10]. However, depending on construction and
application state variable choice may be different and Table 2.8 exemplarily presents
two arbitrary selected alternatives. Since this choice is conform to [10], Table 2.9
provides proof that results obtained via BG modelling method in question do not
differ from those results found out by means of the Linear-Graph or the Contour-
Graph based models in [10]. Definitions in Table 2.7 do not allow assignment of gear
in question to these two gear groups defined in [11]. In order to answer this issue it
is necessary to modify definitions n1 and n2 in such a way that it meets variant 3,
Table 9 in [11]. Table 2.10 summarizes results. New definitions n1 = 6 and n2 = −
20 lead to α > 1 and β < 1 and thus to assignment to group G2 in [11] just as Simpson
gear or Renault IVT gear.

Care has to be taken for application of formulas [11] Table 9 if sequence of inputs
and outputs doesn’t meet desired sequence. As Table 2.10 illustrates state variable
choice II in Table 2.8 yields a direct correspondence with variants [11] Table 9, but
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Fig. 2.13 Exemplary planetary gear following [10]; Cx—carrier, Px—planet, Rx—ring, Sx—sun;
0—support for the axes S, R and C; x = ∈{1, 2} gear set number: a simplified sketch; b Contour
Graph; c detailed drawing with common mechanical body (=), tooth contact (\) and planets

Table 2.7 Parameter definitions for gear Fig. 2.13; ZSx, ZRx x ∈{1, 2} teeth numbers of suns or
rings assuming equivalence of radii ratios and teeth ratios

Equations for Fig. 2.13 directly
based on superposition principle
or Willis method, considering:
ωS1 = ωS2 = ωS;
ωR1 = ωR2 = ωR

Choice of definitions
(correlation with [11],
Table 9, variant 6)

Parameter set
1, see [10]
p. 419:
ZS1 = 15,
ZR1 = 63,
ZS2 = 18,
ZR2 = 60

Parameter set
2, see [10]
p. 425:
ZS1 = 18,
ZR1 = 60,
ZS2 = 15,
ZR2 = 63

ωC1 = rS1
rS1+rR1

ωS + rR1
rS1+rR1

ωR

ωC2 = rS2
rS2+rR2

ωS + rR2
rS2+rR2

ωR

n1 = 1
1+ rR1

rS1

; n2 = 1
1+ rR2

rS2

ωC1 = n1ωS + (1 − n1)ωR

ωC2 = n2ωS + (1 − n2)ωR

n1 = 0.1923

n2 = 0.2308

n1 = 0.2308

n2 = 0.1923

Table 2.8 Two more state variable variants for gear Fig. 2.13, based on Table 2.7

No. Choice of state variables Correlation Parameter set 1 Parameter set 2

I ωC1 = n1−1
n2−1ωC2 + n2−n1

n2−1 ωS

ωR = 1
1−n2

ωC2 + n2
n2−1ωS

With [11],
Table 9,
variant 5

ωC1 = +1.05 · ωC2

−0.05 · ωS

ωR = +1.30 · ωC2

−0.30 · ωS

ωC1 = +0.952 · ωC2

+0.048 · ωS

ωR = +1.24 · ωC2

−0.24 · ωS

II ωR = 1
1−n1

ωC1 + n1
n1−1ωS

ωC2 = n2−1
n1−1ωC1 + n1−n2

n1−1 ωS

With [11],
Table 9,
variant 4

ωR = +1.24 · ωC1

−0.24 · ωS

ωC2 = +0.952 · ωC1

+0.048 · ωS

ωR = +1.30 · ωC1

−0.30 · ωS

ωC2 = +1.05 · ωC1

−0.05 · ωS
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Table 2.9 Numerical values for operating points and ratios based on Tables 2.7 and 2.8, cp. [10]

Input Parameter set 1 Parameter set 2

Output Ratios Output Ratios

Operating point 1,
[10] Table 1:
ωS
ωC2

= 157
87.5

ωR
ωC1

= 66.65
84.03 iS R_C2 = 2.36

iSC1_C2 = 1.87

ωR
ωC1

= 70.95
90.81 iS R_C2 = 2.21

iSC1_C2 = 1.73

Operating point 2,
[10] Table 2:
ωS
ωC1

= 157
30

ωR
ωC2

= −0.238
36.05 iS R_C1 = −659.4

iSC2_C1 = +4.36

ωR
ωC2

= −8.1
23.65 iS R_C1 = −19.38

iSC2_C1 = +6.64

Table 2.10 Modified definitions n1 and n2 corresponding to Table 9 in [11] for α and β based gear
grouping according [11], Tables 11 and 13

Correlation with [11], Table 9,
variant 3 implies

New modified definitions follow
and parameter set 2 gives

Relevant benchmarks to
compare with gears in [11]

ωC1 = n1
n1−n2

ωS + n2
n2−n1

ωR

ωC2 = n1−1
n1−n2

ωS + n2−1
n2−n1

ωR

n1 = 1+ rR2
rS2

rR2
rS2

− rR1
rS1

; n2 = 1+ rR2
rS2

1− rR2 ·rS1
rS2 ·rR1

= 6 = −20

α = n1(n2−1)
n2(n1−1) = 1.26

β = n2
n2−1 = 0.9524

Choice of state variables according Table 2.8 now leads to
modified formulas but same numerical values

Remarks to the correlation
of “inputs” and “outputs”
with [11], Table 9

ωC1 = n2
n2−1ωC2 + 1

1−n2
ωS = 0.952 · ωC2 + 0.048 · ωS

ωR = n2−n1
n2−1 ωC2 + n1−1

n2−1ωS = 1.24 · ωC2 − 0.24 · ωS

Variant 5 [11]—no direct
correlation for “outputs”,
thus second equation
Table 9 in [11] determines
first “output” and vice
versa

ωR = n2−n1
n2

ωC1 + n1
n2

ωS= 1.30 · ωC1 − 0.30 · ωS

ωC2 = n2−1
n2

ωC1 + 1
n2

ωS = 1.05 · ωC1 − 0.05 · ωS

Variant 1 [11]—direct
correlation, thus direct
application formulas
Table 9 in [11] is possible

state variable choice I in Table 2.8 does not. In this case the order of outputs is
reverse. Hence equation 1 gives output 2 and vice versa. In case of a reverse input
sequence multiplier formulas [11] Table 9 for inputs have to be swapped. The reason
is reduction of Table 9 in [11] to avoid variants with repetitions.

2.4.3 Discussion

The discussion of the numerical data in Tables 2.7, 2.8, 2.9 and 2.10 results in the
following. The choice of state variables has a significant effect on the numerical
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values of the weighting factors for the angular velocities. The numerical values
can all be positive and relatively close to each other (Table 2.7), but the signs can
also be different and a relatively large difference in the absolute value can occur
(Table 2.8). The state variable selection can also lead to the special case that the
reverse specification of the number of teeth leads to exactly reversed weighting
factors (Table 2.7). However, the practical application of the gear, i.e. the assignment
of the external elements, precludes a completely free choice of the state variables.
As expected, all three methods, i.e. Linear Graph, Contour Graph and Bond Graph,
lead to consistent results with respect to the ratios of angular velocities (Table 2.9).
For the assignment of a certain gear to one of the groups {α < 1, β > 1} or {α > 1,
β < 1}, respectively, a modification of the definition of n1 and n2 may be necessary
(Tables 2.7 and 2.10). The choice of state variables then leads to modified formulas
but the numerical values of the weighting factors will remain definitely unchanged
(Tables 2.8 and 2.10).

Finally it should be pointed out that standard efficiency is not significantly in case
of dynamic systems. Therefore various suggestions were made based on integral
criteria regarding input power Pin and output power Pout, e.g. (2.16) given in [19, 27].
Cyclic or approximately cyclic operation mode over time period T is an application
precondition.Add-on libraryBGV2.1 supports such considerations via unlockbutton
for power output if applicable, see icons energy storage or losses Table 2.5 column 4
customization variants. Thus also check of partial powers against input power(s) or
illustration of internal storages operation mode get very easily possible [19]. Tools
POG and EMR need extra power computation.

ε =
T∫

0

Pout(t) dt

/ T∫
0

Pin(t) dt (2.16)

Table 2.6 utilizes Renault IVT [22] and Tables 2.7, 2.8 and 2.9 utilize exemplary
gear [10] as examples of epicyclic four-speed gears. In doing so one or three particular
link-ages resulting from constraints are valid. This means that one or three of six
possible linkages of indices and planetary gear components are considered. More
linkages, i.e. n1 and n2 definitions Tables 2.6 and 2.7, more examples of epicyclic
four-speed gears as well as general considerations for speed and power ratios gives
[11]. Especially diagrams based on such ratios and generalized formulas providewith
a valuable tool to analyze meaningful operation ranges and give hints for comparison
of different gear constructions.

Models subsection 3 can be simulated simply by analogy to suggestions given
in this subsection. Furthermore, intermediate step Coates Graph as a result of BG
conversion and subsequently the implementation of Coates Formula would pave the
way for transfer function generation if desired [24].

The use of these planetary gears in hybrid vehicles has a long technical history
already. For example, a city bus was developed by Timken-Detroit in 1941, although
it was still equippedwithDC engines. The design used amechanical double planetary
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body still without using the rings. A Bond Graph model and a comparison with a
standard planetary gear can be found in [18]. Apart from the admittedly meritorious
but repeatedly cited Toyota Hybrid System, which is still based on only one planetary
gear, there are now numerous hybrid vehicles introduced with planetary gearboxes
similar to the design examined here. Some typical examples are the GM-Allison
hybrid bus, the aforementioned Renault IVT or the Timken eVT. These planetary
gearboxes also use brakes and clutches to enable structural switching for different
modes of operation. Detailed studies of these examples can be found in [22]. The
investigation here has been limited to one mode of operation in order to focus on the
principle procedure of the proposed model building.

2.5 Conclusions

The paper emphasizes the Bond Graph method as power flow modelling tool of
choice for dynamic systems in general and epicyclic four-speed gears in particular.
This graphmethod allows not only for model development based on analysis but also
for synthesis as applied here. It is very well suitable both for modelling of different
abstraction levels and for implementation of any scalar, vectorial or mixed models.

It is clearly shown that the synthesis of generic power split models for epicyclic
four-speed gears is not only possible, but also beneficial for understanding the subject
of modelling. The physical background of the interaction of physical quantities by
branching and joining can thus be plausibly led step by step to a model creation.
The basic structure of the model can be found safely. In addition, causality plays
an important role in avoiding model building errors. The synthesis also shows that,
depending on the level of detail of the models, different technical realizations can
lead to the same structure and thus this structure can be reused for a whole class of
comparable physical tasks.

Based on a specific example model synthesis is explained step by step. Starting
with static relationships definition of dynamic torques is introduced. Constraints lead
to a general equivalent dynamic system. Modelling variants are discussed. Folding
operation is highlighted as natural graphical BG tool to get vectorial models. Spring
and damper elements serve as starting point for more detailed modelling.

Since Bond Graphs are a member of a power flow modelling tool family two
more tools of this family are briefly presented. As it has to be expected simulation
results show completely equivalent time characteristics for all three methods. All
examples meet integral causality requirement. Although each tool possesses specific
interesting features Bond Graphs provide with most flexibility and possibilities such
as optional power outputs in order to check partial powers and to demonstrate internal
storage operation modes or to study causality.

In this study, the synthesis of generic power split modelling for epicyclic four-
speed gears based on two basic planetary gear sets has been clearly specified by
taking into account variants, simulation examples and numerical examples. Thus,
for example, it may be interesting for future work to investigate more sophisticated
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structures based on three or more basic planetary gear sets. Suchlike design might
benefit from analogies, maybe as epicyclic five-speed gear.
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Chapter 3
Chosen Aspects of Analysis and Synthesis
of Coupled and Complex Planetary
Gears via Search and Contour Graphs
Modelling

A. Deptuła, J. Drewniak, J. Kopeć, and S. Zawiślak

Abstract Thepaper presents kinematic analysis of a coupled andplanetary gearwith
double bevel planetary wheels. Themethod is based on the concept of contour graphs
assignment. Exemplary 1-dof and2-dof epicyclic gear trains, and a complexplanetary
gear train are used to illustrate the application of thismethod. Thewell-knownWillis’
formulaswere utilized for comparisons.Whendesigningplanetary gears, it is difficult
to determine all the parameters at the beginning of the design, in particular some
parameters are selected on the basis of preliminary calculations. Graph methods
allow to create a model of the analyzed gear, then determine the detailed ratios
and algorithmically determine other quantities and their parameters. Isomorphism
identification in the synthesis process and enumeration of 1- dof epicyclic gear train
graphs can be found in cited bibliography. The signal flow graphs were utilized for
choice of acceptable intervals for number of teeth. All together gives a spectrum of
graph application for investigation of complex and coupled planetary gears.
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3.1 Introduction

Solving contemporary complex technical problems requires integral design [13] and
scientific foundations of all related areas. Cooperation between the designer and
representatives of various scientific fields of investigations becomes a necessity in
creation of appropriate models to the given design tasks.

In design methodology, modeling can be done in many ways. One can, for
example, talk about physical models built in accordance with the theory of simi-
larity. The mathematical models describing static and dynamic or determining the
importance of structural and/or operational parameters have twomain features: struc-
ture and parameters. Then one can determine a certainmeasure of agreement between
the hypothetical (theoretical) relation/behavior and the empirical relation/behavior
of such a model. Phase of verification is always needed [18, 22].

Among the tools supporting the decision in designing, the following notions can
distinguish e.g.: decision trees, dendrites, tree classifiers, graph grammars and graphs
[5]. The set of system particles or parts or elements (and the relationship between
them) is represented graphically based upon themathematicalmodel. These activities
are the main framework for implementation of the decision-making process which
allows for making the adequate decisions to solve the considered problem [6–12].

The evolution in design aided systems has resulted in the use of solutions based
on artificial intelligence and machine learning, as well [26, 36]. In particular,
[38] describes the transformation of knowledge related to gears from the field of
mechanics to the field of graph theory. The transformation of knowledge involves,
among others, the expression of facts, relations, laws, etc., using graph concepts, i.e.
facts or equations expressed bymeans of algebraic structures associated with a graph
being a gear model.

Methods of graphs and structural numbers have been known in mechanics since
70-ties of the previous century [2, 19, 30]. Many practical applications of graph
theory have been published for the following tasks: system dynamics tests [3, 37],
analysis [14, 15, 23] and synthesis [4, 16, 17, 27, 28] of complex mechanical systems
etc. In graph methods, such graph classes are considered - like e.g.: linear graphs,
mixed graphs, polar graphs, flow graphs [32], hybrid graphs, bond graphs [1, 25, 37]
as well as hypergraphs [20] and structural numbers [31, 33, 38]. Additionally, via
graph approach, such problem as determining gear efficiency [24] was solved.

The reviews of an application of graphs inmodelling of gears have been published:
a short one [35], the widest [34] enclosing extremely wide lists of papers, giving
a comprehensive overview with many detailed examples as well as [38]—the
dissertation printed by the university printing office.

In the chapter, we would like to give practical examples how versatile graphs can
be utilized for modelling and solving practical design problems related to design
of planetary gears. The rough methodology is described related to the task of teeth
numbers assessment and calculations of the ratios via traditional approach, as well.
In some other problems, the reader has to relay on the cited bibliography.
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3.2 Graph Theory Methods in the Analysis of Planetary
Gears

Gears are one of the most commonly used part of machines—used for transfer
power and rotational motion. They are widely used in many types of transport,
including in aviation, where they are very heavily loaded. Destruction or misusage
of transmission-related components may result in an aviation accident. Therefore,
particularly high requirements must be met regarding their size, capability, reliability
and durability [22, 23].

The most widely used graph representation for geared systems is a linear graph
model [2, 21] in which vertices represent parts and edges represent joints or kinemat-
ical pairs (in general). This linear graph representation of geared systemhas been used
extensively for modelling of kinematics of gear trains and in the design and synthesis
of gear trains [34, 35, 38, 39]. In particular, there are many papers describing the use
of graph methods in the analysis of planetary gears [14, 15, 19–21].

In normal gears as well as planetary gears, it is not possible to determine all
parameters at the beginning of designing process, some values are selected on the
basis of the results of preliminary calculations. It is unavoidable to use computer
programs (in particular those based on graph methods) to solve such tasks as: (i)
pre-determine the number of gear stages, (ii) required gear ratios, (iii) velocities
and (iv) the number of wheel teeth – taking into account some initial assumptions
such as maximum dimensions or weight of the gear [17, 25–27]. There are already
author’s and co-author’s papers (for example [9, 10]) in which the most important
construction parameters (e.g. the optimal number of teeth) have been determined
using decision trees and graph search algorithms. The present chapter presents—in
details—the use of modified search or dependency graphs to determine the allowable
intervals for number of teeth. The second issue described in the present chapter is
related to utilization of contour graphs which are used almost solely by the authors
of this chapter—therefore their publications are cited for this topic.

3.2.1 Contour Graph Model of the Planetary Gear

Planetary gears, unlike ordinary gears, are characterized by the fact that the centers
of certain wheels, hereinafter referred to as satellites, always move smoothly along
circular trajectories around the geometric axis. The gear wheels, the centers of which
are placed precisely in the gear axis, are called sun wheels, while the main part
on which the satellites are mounted is called an arm. Figure 3.1 shows exemplary
planetary gear unit.

Graph in the sense of graph theory is immanently associated with many algebraic
structures such as matrices, matroids, structural numbers, linear spaces of cuts and
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Fig. 3.1 Schematical front view of the considered planetary gear which simplified scheme is given
underneath, 1–4—sun wheel with two toothings; h, H—carriers; 2,5—planetary wheels, 3–6 ring
gear with two toothings

cycles, and many others [5, 38]. These objects enable encoding of the gear struc-
ture, which in turn allows to utilize the advanced artificial intelligence algorithms:
evolutionary, ant [36] or immunological etc.

In the present chapter, the analysis of planetary gears is performed bymeans of the
contour graph method which is rarely used. The analyzed artifact had been analyzed
by authors in [14], but here the approach is revised and in general deeper explained.
Moreover, the new figures were added. Furthermore, the contour-graph approach is
worth popularizing due to its algorithmic nature. The idea of this method is based
on distinguishing a number of subsequent rigid links of mechanisms that form a
closed loop. Such a loop is called a contour. All independent contours should be
taken into account. The comprehensive and handy Marghitu’s book [29] concerns—
among other—contour graphs and their application. The general algorithm for gear
modeling with graphs can be described as follows:

• Step 1. Selecting a problem for kinematic analysis or synthesis and considering
elements, rules, laws related to the selected problem (abstracting),

• Step 2. Determining the relationships for the specified elements (e.g. listing kine-
matic rotational pairs andmeshings), after discretization and temporary neglecting
other aspects (which are taken into account in virtual and laboratory analyses of
a prototype),

• Step 3. Listing selected subgraphs based on the basic transmission graph and
saving the codes,



3 Chosen Aspects of Analysis and Synthesis of Coupled … 49

• Step 4. Generating of equations describing the gearing on the basis of codes—thus
in an orderly (algorithmic) way and solution of the obtained system of equations.

Another but similar general approach to modelling is described in [31]. Figure 3.2
shows an exemplary planetary gear with 2-dof (DOF) in the form of a functional
diagram and its contour graph. The following notation rules were assumed: 1, 2, …,
6 sun, planetary and rings wheels with internal teeth [14]—see Fig. 3.2, underneath.
This is the simplest coupled planetary gear analyzed several times. Here it is used to
present contour graph methodology as well as way of analysis of the 2-dof system.

The method of contour graphs modelling is described widely in [29] by Dan
Marghitu, but also in [15, 16]. Here, we develop the gear discussed by us in [14]. The
method is referred to as “contour graph approach”. This method is totally different in
terms and rules for cuts and cycles comparing to the classical graph theory.Moreover,

Fig. 3.2 Exemplary planetary gear: a functional diagram (simplified), where: 1, 2, …, 6 represent
sun wheels, planetary wheels and ring wheels; h, H arms (carriers)—as above; A, B, … F character-
istic points; ω—rotational speeds of adequate parts of the gear unit; b contour graph where Roman
numerals are utilized for description of the consecutive contours
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the further essential differences is that directed graph is considered, and orientation
of every contour is considered, as well as the relative quantities are utilized. In the
result, we define the contour as the cycle in digraph, where additionally orientation
is considered and the discussed contour has an essential influence on the form of
the generated equations. The rules for creating a contour are as follows: a single
contour begins in the support link of the considered system and it passes through the
next rotating gear element, each of which transmits the rotational movement to the
next one. The contour is considered closed when we reached the support system in
the course of analysis—so it is represented by the close loop of mutually connected
and movable elements, where the exception is the support (base, waypoint), which
if fixed to the ground (i.e. reference frame/point). In order to create a full graph, all
contours should be analyzed. For the graph from Fig. 3.2, the contour codes are as
follows: I: 0 → 1 → 2 → h → 0; II: 0 → h → 2 → 3 → 0; III: 0 → 4 → 5 → H
→ 0, IV: 0 →6 → 5 → H→ 0. Every contour allows for derivation of two vector
Eqs. (3.1).

Based on the above listed contours (shown in Fig. 3.2) it is possible to generate a
system of Eqs. (3.1):

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ω0
1 + ω1

2 + ω2
h + ωh

0 = 0
rOA × ω1

2 + rOB × ω2
h = 0

ω0
h + ωh

2 + ω2
3 + ω6

0 = 0
rOB × ωh

2 + rOC × ω2
3 = 0

ω0
4 + ω4

5 + ω5
H + ωH

0 = 0
rOF × ω5

4 + rOE × ω5
H = 0

ω0
6 + ω6

5 + ω5
H + ωH

0 = 0
rOD × ω6

5 + rOE × ω5
H = 0

(3.1)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ω0
1 + ω1

2
+ ω2

h + ωh
0

= 0
r1 · ω1

2
+ (r1 + r2) · ω2

h = 0
ω0
h + ωh

2
+ ω2

3 + ω6
0

= 0
(r1 + r2) · ωh

2 + (r1 + 2 · r2) · ω2
3 = 0

ω0
4 + ω4

5
+ ω5

H + ωH
0

= 0
r4 · ω5

4 + (r4 + r5) · ω5
H = 0

ω0
6 + ω6

5
+ ω5

H + ωH
0

= 0
(r4 + 2 · r5) · ω6

5 + (r4 + r5) · ω5
H = 0

(3.2)

where: �ri—are positional vectors in respect to the adequate points k = A, B, …, F.
r1 = r0A, r2—pitch radius of wheel 2, r4 = r0F , r5—pitch radius of wheel 5,

r0D = r4 + 2r5, r0C = r1 + 2r2.
We are using here relative rotational velocities.
Each contour generates equations that refer to rotational speeds. Additional rules

which are applied:
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Table 3.1 Set of data for the analyzed compound gear (gear ratios for ωh = 0)

No. Chosen sets of teeth numbers Gear ratio

z1 z2 z3 z4 z5 z6 i

1 18 36 −90 22 38 −98 50

2 22 29 −80 18 27 −72 −50

3 26 37 −100 28 35 −98 50

4 28 26 −80 22 23 −68 −50

• refer to changing the order of indicators,
• are related to the reference system,
• refer to geometrical relationships.

The system of Eq. (3.2) is obtained from (3.1) via changing vectors into scalar
notions using the geometrical properties e.g. angle 90° between r and ω, which is
characteristic for cylindrical wheels. The considered ideas are widely described in
[14, 15]. We always obtain the solvable systems of linear equations, if the contours
are independent. The most interesting characteristics of the considered problem is:
that upon two input velocities, there is a possibility of derivation of two output
ones. It is a essential feature of contour graph modelling. The correctness of the
methodology originates from its derivation from themechanism andmachine science
basics. Furthermore, it was confirmed several times that Hsu’s, Marghitu’s or Willis’
approaches give the same results in case when they can be utilized.

Tables 3.1 and 3.2 show the results of analyses of possible teeth sets. In Table 3.1,
six different sets fulfilling the assumed ratio are shown. It is fruitful and reasonable,
if an engineer would have sets of realizable variants for further considerations. Such
an approach can show more options than one can create based only upon own design
experience or via trial and error method. The final set can be chosen performing
adequate calculations as well as virtual or laboratory investigations. It is worth to
mention, that the every obtained set of teeth assures fully precisely the gear ratio. It
is equal exactly to the same assumed absolute value i.e. 50. These aspects were not
analyzed in source paper [14].

The results obtained using classical and graph-based methods are the same but the
graphmethodology of gear analysis has the following advantage: (a) it is algorithmic;
(b) equations can be generated via computer program; (c) it is additive i.e. analyzing
more complicated gear variants e.g. adding new stages in parallel manner, former
(initial) graphs can be utilized and just upgraded.

3.3 Kinematic Analysis of the Coupled and Planetary Gear
with Double Bevel Planetary Wheels

This subchapter presents the kinematics of a series–parallel transmission, i.e. a
coupled planetary gear (Fig. 3.3) which includes conical teeth. Then the analysis
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Table 3.2 Angular velocities ωH and ω3 = ω6 for arbitrary chosen ω1 = 157 rad/s and ωh

ωh Number of wheel set

1 2 3 4

ωH ω3 = ω6 ωH ω3 = ω6 ωH ω3 = ω6 ωH ω3 = ω6

157 157 157 157 157 157 157 157 157

100 101.14 88.6 98.86 84.32 52.14 85.18 98.86 80.05

40.70 43.03 17.44 38.38 8.72 43.03 10.47 38.38 0

33.86 36.32 9.23 31.4 0 36.32 1.85 31.40 −9.23

32.40 34.89 7.48 29.90 −1.87 34.89 0 29.90 −11.21

26.17 28.78 0 23.55 −9.81 28.78 −7.85 23.55 −19.62

25 27.64 −1.4 22.36 −11.3 27.64 −9.32 22.36 −21.2

10 12.94 −19.4 7.06 −30.4 12.94 −28.22 7.06 −41.45

0 3.14 −31.4 −3.14 −43.17 3.14 −40.82 −3.14 −54.95

−10 −6.66 43.4 −13.34 −55.92 −6.66 −53.42 −13.34 −68.45

−25 −21.36 −61.4 −28.64 −75.05 −21.36 −72.32 −28.64 −88.7

−50 −45.86 −91.4 −54.14 −106.92 −45.86 −103.82 −54.14 −122.45

−100 −94.9 −151.4 −105.14 −170.67 −94.86 −166.82 −105.14 −189.95

−157 −150.72 −219.8 −163.28 −243.35 −150.72 −238.64 −163.28 −266.9

Fig. 3.3 Coupled and planetary gear with double bevel planetary wheels, where 1–4 wheels, 2
wheel, 3–9—central wheel, 5–6-7–8 toothed element; h—carrier
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will be carried out using contour graph methods for the planetary gearbox modelling
which is very rare but effective. Gear elements are described the same as above.

The degree of mobility of the gear being analyzed is:

W = 3 · n − 2 · p5 − p4 = 3 · 6 − 2 · 6 − 5 = 1, (3.3)

where:n = 6—number ofmoving elements, p5 = 6—number of class 5 pairs (rolling
bearings), p4 = 6—number of 4th class pairs (meshing).

The value of the degree of mobilityW = 1 means that for the kinematics of each
transmission element, only the value of the rotational speed of one of the two shafts
(input I associated with wheels 1 and 4 or output II associated with arm h) should
be known. In this case, the given value of rotational speed n1 of input shaft I was
adopted (Fig. 3.3).

3.3.1 Gear Ratio - Using Willis Formula

According to the definition, the kinematic ratio of a helical-bevel gear is:

i I,I I =
(
nI

nI I

)

=
(

ωI

ωh

)

(3.4)

where: nI = n1 = n3 = 750 rpm- given rotational speed of input shaft I with gears
1 and 3;

ωI = ω1 = ω3 = π · nI /30 = 25 · π rad/s

nI I = nh—sought rotational speed of the output shaft with arm h.
The kinematic ratio of the bevel planetary gear (Fig. 3.3) can be determined using

the Willis formula. For this purpose, it is given a rotational speed—nh and then
determines the gear base ratio i h6,9:

i h6,9 =
(

ωh
6

ωh
9

)

(3.5)

i h6,9 = ω6 − ωh

ω9 − ωh
(3.6)

where: i h6,9—base kinematic ratio of the bevel gear from sun gear 6 to sun gear 9
(through planet gears 7–8), i.e. determined for relative angular velocity of wheels 6
and 9 with respect to the arm h;

ωh
j = ω j−ωh—relative angular speeds of the bevel planetary gearswith the numbers:

j = 6, 7 − 8, 9..
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The kinematics of the planetary gearbox considered for the relative speeds of the
wheels 6, 7–8 and 9 relative to the arm h are identical to the kinematics of the fixed
axis bevel gear. So the base kinematic ratio is equal to the ratio of the fixed axis gears
and can be determined from the known formula:

i h6,9 =
(

− z7
z6

)

·
(
z9
z8

)

= − z7 · z9
z6 · z8 (3.7)

where it was assumed that the ratio of the bevel wheels converging at the meshing
point is positive (e.g. pair of wheels 8 and 9) and negative for diverging (pair of
wheels 6 and 7). Finally received:

ω6 − ωh

ω9 − ωh
= − z7 · z9

z6 · z8 (3.8)

then the formula for the angular velocity of the output shaft ωI I = ωh is
determined as a function of speed ω6 = ω5 and ω9 = ω3:

ωh = z6 · z8
z7 · z9 + z6 · z8 ·

(

ω5 + ω3 · z7 · z9
z6 · z8

)

(3.9)

The missing values of the angular velocities ω6 and ω9 of the bevel sun wheels 6
and 9, respectively, can be expressed as a function of the given angular velocity ω1,
because:

i1,3 = ω1

ω3
= ωI

ω3
=

(

− z2
z1

)

·
(

− z3
z2

)

= z3
z1

(3.10)

and

i4,5 = ω4

ω5
= ωI

ω5
=

(

− z5
z4

)

(3.11)

so

ω3 = ω9 = ωI · z1
z3

(3.12)

ω5 = ω6 = ωI ·
(

− z4
z5

)

(3.13)

Finally, the output angular velocity ωh = ωI I and the total kinematic gear ratio
i I,I I can be calculated from the formulas:

ωh = ωI · z6 · z8
z7 · z9 + z6 · z8 ·

(

− z4
z5

+ z1
z3

· z7 · z9
z6 · z8

)

(3.14)
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i I,I I = ωI

ωh
= z7 · z9 + z6 · z8

z6 · z8 ·
(
− z4

z5
+ z1

z3
· z7·z9
z6·z8

) =
z7·z9
z6·z8 + 1

− z4
z5

+ z1
z3

· z7·z9
z6·z8

(3.15)

To conclude the ratio of the gear is calculated.

3.3.2 Use of the Contour Graph Method for the Second Gear

The second analytical method for description of kinematics of a planetary gear will
be the method of contour graphs [29]. Figure 3.4 presents the vectors of relative and
absolute angular velocities of the elements of the analyzed gearbox and characteristic
points A, B, C, D, E, F, G, H and J. The geometric coordinates of these points are
described in the rectangular coordinate system 0 − x − y − z.

According to the method of contour graphs, the kinematic relationships of
individual elements of a planetary gear (for every contour) are as follows:

∑

i

ωi−1
i = 0, (3.16)

∑

i

r i,i−1 × ωi−1
i = 0, (3.17)

Fig. 3.4 Kinematical diagram of planetary gear with double bevel planetary wheels, meaning of
descriptions analogical like in previous figure
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Fig. 3.5 Contour graph of
the analyzed planetary gear

where:ωi−1
i —the relative angular velocity of the element i with respect to the element

i − 1, r i,i−1—the position vector of the joint between the i and i − 1 elements (for
i = 1, 2, . . . , p + 1, where p—total number of elements).

For k = p4 + p5 = 11 joints (p5 = 6—full joints, p4 = 5—half joints) and
p = 6 elements (0, 1− 4, 2, 3− 9, 5− 6, 7− 8, h) there are m independent contours
of analyzed planetary gear:

m = k − p + 1 = 11 − 7 + 1 = 5. (3.18)

The graph of the independent contours is presented in Fig. 3.5. The contours are
described via numbers in Latin notation i.e.: I, II etc. It should not be confused with
description of inputs and outputs of the considered gears which is underlined, once
more.

For the first contour consisting of the three elements 0, 1 and 2 arranged in the
path 0, 1, 2, 0 in a clockwise direction, the following vector equations can be written:

ω0
1 + ω1

2 + ω2
0 = 0, (3.19)

(rOA − rOC) × ω0
1 + (rOB − rOC) × ω1

2 = 0, (3.20)

where (according to Fig. 3.4):

• ω0
1 = −ω0

1 · i = −ω0
I · i—the known absolute angular velocity of the gear 1 (with

respect to the frame 0),
• ω0

I = ωI = 25 · π rad/s—given value of the angular velocity of the input shaft I ,
• ω1

2 = ω1
2 · i—the unknown relative angular velocity of the gear 2 with respect to

the gear 1,
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• ω1
2 = ω0

2 − ω0
1, ω

2
0

= −ω0
2 = −ω0

2 · i - the unknown relative angular velocity of
the frame 0 with respect to the gear 2, while ω0

2 is the unknown absolute angular
velocity of the gear 2,

• i , j , k—mutually perpendicular unit vectors forming Cartesian reference frame
(Fig. 3.3),

Additionally, the relationships related to the geometrical parameters and positions
can be written in the following form:

(rOA − rOC) = (xA − xC) · i + (yA − yC) · j + (zA − zC) · k = (r1 + r2) · j ,

xA − xC = 0, yA − yC = r1 + r2, zA − zC = 0,

(rOB − rOC) = (xB − xC) · i + (yB − yC) · j + (zB − zC) · k = r2 · j ,

xB − xC = 0, yB − yC = r2, zB − zC = 0,

After taking into account the above relationships, Eqs. (3.19) and (3.20) take the
form:

−ω0
1 · i + ω1

2 · i − ω0
2 · i = 0, (3.21)

[
(r1 + r2) · j

] × (−ω0
1

) · i + [
r2 · j

] × ω1
2 · i = 0. (3.22)

In order to simplify the Eq. (3.21), i.e. to perform vector multiplication, it is more
convenient to write them in the matrix form:

⎡

⎣
i j k
0 r1 + r2 0

−ω0
1 0 0

⎤

⎦ +
⎡

⎣
i j k
0 r2 0
ω1

2
0 0

⎤

⎦ = 0. (3.23)

After multiplication:

(r1 + r2) · ω0
1 · k − r2 · ω1

2 · k = 0. (3.24)

Hence, from the equations vector (3.21) and (3.22) we get scalar equations for
the first contour (after multiplying by scalars by versions i and k), respectively:

−ω0
1 + ω1

2 − ω0
2= 0, (3.25)

(r1 + r2) · ω0
1 − r2 · ω1

2 = 0. (3.26)

After further rearrangements, the same gear ratio was also obtained. It would be
strongly highlighted that usage of contour graphs for an analysis of planetary gears
with conical teeth has not been presented by other authors.
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3.4 Application of the Dependency Graph Method
for an Assessment of the Number of Gear Teeth

A new approach for the dependency graph can be obtained by using relationships
that bind systems with their representation in the form of a dependency graph (in
particular in relation to contour graphs).

In general, a graph is an ordered pair G = (V, E), in which V is a finite set of
elements called vertices of a graph, and E is a set of pairs (vi , v j )(vi , v j ∈ V ) called
the edges of the graph.

The algorithm for creating a dependency graph and parametric plot for hydraulic
systems was presented, among others in author’s work [6]. For the contour graph
from Fig. 3.5, it is possible to create a dependency graph (Fig. 3.6).

The attached
�

G search graph to a regular dependency graph G is defined by
replacing all G graph branches with the attached equivalents (Fig. 3.7).

Fig. 3.6 Dependency graph for the considered problem of teeth numbers

Fig. 3.7 Rules for creating a search graph for dependency graph
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A search graph
�

G for linear branches is created by reversing the direction of
the arcs. For the non-linear branch described by the function f (Vj , ki j )(where:ki j -
number coefficient) in addition to reversing the direction of the branches, there is
also a change in its description from f (Vj , ki j ) onto ∂ f (Vj , ki j )/∂(Vj ), where the
derivative is determined at the point Vj corresponding to the solution of the graph
G, i.e. searching the entire vertex j. This graph definition, which is the equivalent
of the search circuit, allows directly use the search graph method to calculate the
sensitivity. The sensitivity of the Vo output value relative to the gain of the linear
branch or nonlinear branch stick factor is determined on the basis of the solution of
graph G and

�

G in the form:

∂VO

∂ai j
= �

V iVj

∂VO

∂ki j
= �

V i
∂ f (Vj , ki j )

∂ki j
(3.27)

The sensitivity determination method applies to both coupled and unidirectional
graphs. By minimally changing only the excitation value (e.g., number of teeth) in

the search graph
�

G, the method can be adapted to determine the full gradient vector
of the objective function. The objective function will be expressed as the sum of
squares of differences between the current values of the output value Voi and the set
values di:

E(W ) = 1

2

M∑

i=1

(Voi − di )
2 (3.28)

in which

W = [W1,W2, ...,WN ]T (3.29)

obtained gradient ∇E has the following form:

∇E =

∣
∣
∣
∣
∣
∣
∣
∣
∣

∂E
∂W1
∂E
∂W2

...
∂E

∂WN

∣
∣
∣
∣
∣
∣
∣
∣
∣

(3.30)

where:

∂E

∂Wj
=

M∑

i=1

(Voi − di )
∂Voi

∂Wj
(3.31)
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Fig. 3.8 Scheme of the implementation of search graphs

Calculation of the jth vector component of the gradient consists in the calculation
of derivative output signals Voi and multiplying them by the appropriate difference:
Voi −di.The back propagation algorithmhas been developed for use in unidirectional
networks. Its interpretation and generalization in the form of graphs applies to both
directed graphs and recursive networks containing feedback (cycles, e.g. a drawing
with trees) [6–12].

It should be noted that in the case of unidirectional networks, it is easy to extract
successive layers of neurons and search the signal flow between them, while so much
in the dependence graphs this task is more complicated due to the existing cycles
(feedback and contours). Figure 3.8a shows an example of the implementation of
search graph.

The variables (z1, z2, z3) are components of the input vector Z. The output of the
graph are neurons marked by their output signals (y1, y2, y3) and their corresponding

set signals d1, d2, d3. When creating an attached
�

G (Fig. 3.8b), the output nodes of

the normal graph are extracted, which are now available input nodes for the
�

G graph
Input signal values can now be expressed as ε1 = y1−d1, ε2 = y2−d2, ε3 = y3−d3.

For searching, ranges of values for the number of teeth searched are assumed: z1,
z2, z3, z4, z5, z6, z7, z8, z9

z1 ∈ (0, 1, 2, . . . , 100), z2 ∈ (0, 1, 2, ..., 100), z9 ∈ (0, 1, 2, . . . , 100).

After T steps, the solution z1 (T ), z2 (T ), z3 (T ) … is obtained, which can be
considered as the solution to the search graph.

In the case of a software solution, a discrete approach is used. This way, based
upon the assumed startup conditions (selection of the initial graph vertex), an iterative
string is created that leads to the correct final solution. An analytical record of such a
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string for each of the initial vertices of the graph (see Fig. 3.6) can be represented by
analytical expressions, where Gi is the iterative search string from the initial vertex
i. Analytical expressions (3.32)–(3.34) represent iterative sequences for vertices 1,
2, 3 (for the graph depicted in Fig. 3.6).

G++
Z1 = (0z1(

1ω1
2z2(

2ω2
3z3(

3z3z9(
4ω9

0z0(
5ω0

hh(6ωh
8 z8(
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9z9, z8z7)

7)6,

ω0
6z6(

6ω6
7z7, z6z5(

7ω5
0z0, z5z6)

7)6, ω0
4z4(

6ω4
5z5, z4z1)

6,

ω0
1z1, ω

0
2z2)

5)4, ω3
0z0)

3, ω2
0z0)

2, g1z4)
1)0 (3.32)

G++
Z2 = (0z2(

1ω2
3z3(

2z3z9(
3ω9

0z0(
4ω0

hh(5ωh
8 z8(

6ω8
9z9, z8z7)

6)5,

ω0
6z6(

5ω6
7z7, z6z5(

6ω5
0z0, z5z6)

6)5, ω0
4z4(

5ω4
5z5, z4z1(

6ω1
2z2)

6)5,

ω0
1z1, ω

0
2z2)

4, z9z3)
3, ω3

0z0)
2, ω2

0z0)
1)0 (3.33)

G++
Z3 = (0g3(

1z3z9(
2ω9

0z0(
3ω0

hh(4ωh
8 z8(

5ω8
9z9, z8z7(

6z7z8)
6)5)4, ω0

6z6(
4ω6

7z7, z6z5

(5ω5
0z0, z5z6)

5)4, ω0
4z4(

4ω4
5z5, z4z1(

5ω1
2z2(

6ω2
3z3, ω

2
0z0)

6, z1z4)
5)4, ω0

1z1, ω
0
2z2)

3,

z9z3)
2, ω3

0z0)
1)0)6)5, ω0

1z1, ω
0
2z2)

4, z9z3)
3, ω3

0z0)
2, ω2

0z0)
1)0 (3.34)

If we have a certain n-complex system, then the vertices of the search graph
correspond to the teams in E and the set of arcs.

Z ⊆ {z1, z2, . . . , zn−2} (3.35)

U = {
(ei , e j ) ∈ E × E/(ei , e j ) ∈ U ⇔ ui tests ui in Z

}
(3.36)

Ultimately, the search graph is a function
�

G = (E,U, fd), where fd determines
the optimal number of teeth.

Figures 3.9, 3.10 and 3.11 show the examples process of finding the optimal
number of teeth z2, z1 and z3 in the computer software

Own computer program was written. The general ideas of the software are shown
in Figs. 3.12 and 3.13.

The rough idea of the algorithm is a special searching through the parametrical
game trees as a combination of the classical graph search algorithms. The game
structures represent iterative depth-like search. The general, butmore detailed, block-
scheme of the prepared software is given in Fig. 3.13.

The prepared procedures join effective inspection (scan, walktroug) of the
assumed search space—performing Depth First Traversal or Search and simulta-
neously fast Breadth First Search for the nodes/vertices in the neighborhood of the
root, however taking into account cycles i.e. returns (back jumps). Search of the para-
metric game structures consists in call/triggering of the DFS routines for different
levels (depth), starting from the initial value. In every call of DFS routine, there are
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Fig. 3.9 The process of finding the optimal number of teeth for z2

depths which cannot be overcame/crossed. The algorithm is original. Its usefulness
was tested previously for similar problems by the authors [9, 10]. The analogous
graph search analyses were made for all considered gear wheels. Finally, the ranges
of the number of teeth for 9 gear wheels were generated for the search graphs related
to the investigated planetary gear:

z1 ∈ 〈15, 27〉, z2 ∈ 〈11, 21〉, z3 ∈ 〈46, 59〉,
z4 ∈ 〈45, 59〉, z5 ∈ 〈76, 88〉, z6 ∈ 〈28, 38〉,
z7 ∈ 〈27, 39〉, z8 ∈ 〈17, 23〉, z9 ∈ 〈13, 23〉. (3.37)

For further analysis, the following tooth values z were selected from the given
ranges values,with cylindricalwheelmodules:m1 = · · · = m5 = 2 mmandmedium
bevel wheel modules with straight teeth: mmt6 = mmt7 = mmt8 = mmt9 = 4 mm,
they are given in Table 3.3. Based on engineer experience of the authors particular
values of teeth were selected which are within the established intervals.

Taking into account, amongothers, the formulas (3.4)–(3.15), the values of angular
velocity of wheels and gear arm are:
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Fig. 3.10 The process of finding the optimal number of teeth for z1

Fig. 3.11 The process of finding the optimal number of teeth for z3
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Fig. 3.12 The general bock-scheme of the system/gear analysis using graph-based modelling

• absolute speed of wheel 2:

ω2 = ωI ·
(

− z1
z2

)

= 025 · π ·
(

−21

18

)

= −91.6298 rad/s (3.38)

• relative speed of wheel 2 relative to 1 wheel:
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Fig. 3.13 The block-scheme of the software with the distinguishedmutually connected subsystems
dedicated to ratio calculation and searching for allowable teeth sets fulfilling the assumed ratio

Table 3.3 Set of chosen
values for further works

Teeth numbers Moduli

z1 = 21, z2 = 18, z3 = 56,
z4 = 28, z5 = 85

m1 = · · · = m5 = 2 mm

z6 = 36, z7 = 36, z8 = 21,
z9 = 18

mmt6 = mmt7 = mmt8 =
mmt9 = 4 mm

ω1
2 = ω0

2 − ω0
1 = −91.6298 − 78.5398 = −170.1696 rad/s (3.39)

• absolute speed of wheel 3 (equal to wheel speed 9):

ω3 = ω9 = ωI · z1
z3

= 25 · π · 21
56

= 29.45243 rad/s (3.40)

• relative speed of wheel 2 relative to wheel 3:
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ω2
3 = ω0

3 − ω0
2 = 29.45245 − (−91.6298) = 121.08225 rad/s (3.41)

• absolute speed of wheel 5 (equal to wheel speed 6):

ω5 = ω6 = ωI ·
(

− z4
z5

)

= 25 · π ·
(

−28

85

)

= −25.8719 rad/s (3.42)

• relative speed of wheel 5 relative to wheel 4:

ω4
5 = ω0

5 − ω0
1 = −25.8719 − 78.5398 = −104.4117 rad/s (3.43)

• arm angular speed h (equal to output shaft speed II):

ωh = ωI · z6 · z8
z7 · z9 + z6 · z8 ·

(

− z4
z5

+ z1
z3

· z7 · z9
z6 · z8

)

(3.44)

ωh = 25 · π · 36 · 21
36 · 18 + 36 · 21 ·

(

−28

85
+ 21 · 36 · 18

56 · 36 · 21
)

= −0.337614595 rad/s

(3.45)

Finally, the kinematic gear ratio i I,I I (Fig. 3.1) and the angular velocity ωh and
rotational nh of arm h with output shaft II are calculated:

nh = nI

i I,I I
= 750

−231
= −3.247 rpm (3.46)

i I,I I = ωI

ωh
=

z7·z9
z6·z8 + 1

− z4
z5

+ z1
z3

· z7·z9
z6·z8

=
36·18
36·21 + 1

− 28
85 + 21

56 · 36·18
36·21

= −232.63. (3.47)

The value of the kinematic ratio i I,I I , i.e. the analyzed gear is a reduction gear
with the direction of rotation of the output shaft opposite to the direction of rotation
of the input shaft.

For given values of the number of teeth z1, z2, …, z9 and for cylindrical wheel
modules as well as medium bevel wheel modules, it is possible to determine these
value from the contour graph method but this will be omitted in this work.

3.5 Conclusions and Final Remarks

Design methods and techniques in general can be divided into:

• algorithmic methods, characterized by high formalization of operation (algorithm
of operation, rules) and guaranteeing an unambiguous result when substituting
the assumed input data,
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• heuristic methods that guarantee general instructions for conduct, but do not
always guarantee a positive result.

In the present chapter graph-based modelling was utilized for planetary gear
analyzes e.g. number of teeth (synthesis problem) or velocities and ratios calculations
(analysis tasks).

In case of searching for teeth numbers, graph nodes in the considered structure
represent individual information states, and edges are logical transition operations
that result in adequate state transformations. Initial nodes are variants of the initial
problem description, end nodes are the ending of the inference process.

The graph-based methods of analysis and synthesis of planetary gears provide
an alternative approaches for the accomplishing of the tasks in question. Usage of
graph-based methods for the analysis of the presented gear special type with a closed
internal loop has been also presented which is commonly considered as difficult to
analyse. Contour graph method simplifies the task but is rarely used, however it is
worth to disseminate and promote.

The methods are relatively uncomplicated, in some aspect—even natural, algo-
rithmic and general. This confirms the usefulness of these methods for verifying the
correctness of gear analysis. Graph searchingmethods describes the space of possible
solutions to find the optimum objective function and other graph approaches allow
for systematic calculation courses.
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Chapter 4
Modeling Dynamics of Cored Wire
in Molten Steel Using Linear Graph
Representation

Kyrylo S. Krasnikov

Abstract The manuscript is devoted to graph-based mathematical simulation of
a widespread steelmaking process, in which cored wire is injected into treatment
ladle with molten steel stirred by argon blowing. Despite the process has better
effectiveness than other methods its accuracy can be increased further using math-
ematical modelling. For example there is melt’s depth, where an addition needs to
be released after melting of cored wire. Due complexity of wire dynamics many
models in literature are oversimplified and don’t take important features. A wire
has bending strains, remained after its unpacking, which leads to slightly curved
shape of the lightweight wire. As consequence when it reaches a weighty melt there
is a risk of swirling on the melt’s surface instead of diving inside. Also ladle wall
and hydrodynamic drag of molten steel can significantly influence wire motion. In
this work cored wire is replaced by a mechanical system of rigid rods with initially
equal length and rotational springs between them. One of the peculiarities is a vari-
able count of rods in the system during injection. A vector-network graph is used
to decompose multirod system to basic mechanical elements (rods, spherical joints,
and springs) and their relationships with information about forces and torques. An
incidence matrix has repetitive nature and it is created using the graph in a way that
simplifies getting of cutset and circuit equations. Using sequential substitutions the
equations of motion are obtained in accordance to works of other scientists, which do
it for systems with kinematically linked two and three bodies. For a computer real-
isation the semi-implicit Euler’s method is used to numerically solve SLAE. There
is a parameters table of conducted numerical experiments and a chart with depth of
wire’s tip depending on time, which has good correspondence with a real process.
Presented computer simulation helps to find an optimal injection speed (3–5 m/s) of
considered cored wire in a ladle. Alternatively a wire with higher elasticity can be
taken to immerse it deeper, because increasing of the speed is not always effective,
especially when it is already high.
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Keywords Cored wire · Graph-theoretical modeling · Mathematical simulation of
multibody dynamics · Semi-implicit Euler’s method

4.1 Introduction

Metallurgists usually use cored wire to modify and purify chemical consistence of
molten steel in a secondary ladle before a casting. When duration of the modification
process is important, because temperature is lowered every minute, and high quality
steel is demanded, a cored wire gives one of the best results. A problem is to find
rational speed and injection place for a cored wire, which costs a lot of money and
needsminimization of used length.Mathematical modeling helps in determination of
rational technological parameters of the process without spending a lot of resources
at a plant or a laboratory. In addition themodel givesmore opportunities to investigate
the process than it can be in the reality, because of high temperature of a melt and its
opaqueness.

The aim of this work is to prepare mathematical model of mentioned process for
computer realization including a graph-theoretical formulation ofmechanical system
of rods and its dynamics.

There are many articles about mathematical description of wire dynamics, which
present simple models and don’t fit considered metallurgical process well. For
example, one of them represents a wire as connection of spheres and lacks account
for an important bending strain of steel shell. Others replace wire by rigid multi-
body system and use stiff equations to predict its motion with assumption that it is
inextensible. In our case a cored wire is decreasing its rigidity and elasticity when
temperature grows from 300 to 1800 K.

In his chapter [1] O’Reilly uses Kirchhoff’s rod theory to solve various prob-
lems involving elastic rod, which includes bending and twisting phenomenon. After
developing the reduced dynamical system he simulated behavior of a spiral spring
using a helix curve.

Taeyoung Lee and others develop an elastic string dynamics with point mass bob
in their work [2]. In the beginning they define kinetic energy and potential one of
the string in terms of material points on the string. And in the end they get discrete
Lagrangian with a geometric numeric integrator, which precisely solves the problem
over many timesteps.

Spillmann and Teschner [3] use Cosserat theory of elastic rods to model a dynam-
ically deforming rod taking into account torsion and self-contact processing. In
result authors simulate many interesting phenomenon, for instance, looping or pre-
shaping of a stiff object. Disadvantage of their model is energy dissipation due
renormalization of quaternions on the every timestep.

In work [4] Kharevych and others present computational tool to integrate
Lagrangian dynamical system like wire or non-linear elastic toy, which influenced
by a significant deformation. The tool takes into account holonomic constraints of
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mechanical system. In result authors come to a double performance gain, when
compared to an earlier researches.

There are researchers (Andrews and others [5–10]), which use linear graph theory
to describe a multibody dynamical problem decomposing system by set of known
elements. Beside of clear and detailed description of system, a directed graph
is used by authors to get equations of system motion, based on physical values
provided by edges of the graph. The advantage of such formulation is straightforward
implementation of a mathematical model in a computer program.

Richard and others [6] used a single graph to define both rotational and transla-
tional information about the system. Therefore they associate pair of variables and
equations for every edge on the graph. Also this vector network graph contains node
numbering, which is needed later to synthesize an incidence matrix.

In [11, p. 95]Wittenburg gives the detailed explanation of directed graph construc-
tion related to a multibody system with consideration of forces and joints. There are
illustrations of problems with open and closed chains of bodies representing them
as “tree-structured system”. Presented chain of bodies connected by spherical joints
[11, p. 151] (elasticity of the chain can be taken into account) has structural similarity
with the one in the current work.

In graph-theoretic formulation of Shi and McPhee [12, 13] nodes correspond
to body-fixed reference frames and edges—through variables (forces and torques)
and across variables (displacements, velocities, and accelerations). It is similar to
vector-network model in [8].

Mariti and others [14]make comparison of eleven solutionmethods in a numerical
simulation of multibody system dynamics using Lagrange multipliers elimination.
Authors made analysis of three multibody systems using coordinate partitioning
method, QR/SVD decomposition and other techniques. In result these three methods
can take significantly more CPU time for such model as the double planar paral-
lelogram or slider-crank mechanism. Authors conclude that effectiveness of each
method depends on considered model.

Mouad and Saka [15] present history of application of graph theoretic methods
to multibody systems over last decades. They notes about significant growing of
publications devoted to the graph theoretic approach.

4.2 Representation of Cored Wire Dynamics Using
Directed Graphs

Following assumptions are taken to simulate the dynamics:

1. Cored wire is continuous and isotropic. It has a constant diameter along its
length. Its speed inside guiding tube is constant (about 2 m/s).

2. The wire exhibits an elastic bending deformation modeled by a chain of rigid
rods with a virtual rotational spring between adjacent ones. The angle between
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adjacent rods is small (less than 30°—this simplifies a formulation of the spring
force).

3. Ladle has a cylindrical shape and its wall is modeled by a potential barrier with
a high elasticity.

4. Melt has a flat top surface and a constant depth.
5. Velocity field of melt can be calculated separately, because wire is too thin

to affect the field and its influence can be neglected. Moreover this will save
computer resources.

Cored wire is considered as a discrete system of N extensible rods (Fig. 4.1) with
an initial length l. The l needs to be a small enough to represent a curved wire. N is
incremented after a new rod appears from the tube, and decreased after the last rod is
melted up. Elasticity proportionally resists any change in rods length or their relative
orientation from an initial value, according to the Hook’s law. So rods also act like
springs, except rod 0, which in fact is a slider while it is inside the guiding tube.

Fig. 4.1 Schematic view of
rods system (wire) in
argon-stirred melt body
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4.2.1 Graph-Theoretic Formulation of Multirod System

To create a graph of rods chain using approaches in [8] and [13], one initially defines
a node for the inertial frame of reference—it is center of ladle bottom (O on the
Fig. 4.2). Then all nodes, that correspond to the centers of masses for rods are added
(mi on the Fig. 4.2).

Rod 0 (Fig. 4.1) is coming from tube and acting like a slider in mechanical system
that’s why its motion is defined a priory from the known velocity of wire injection
v0.

Figure 4.2 shows a linear graph considering the rod system fromFig. 4.1. The rods
between the first and the last one are omitted. Arrows with dashed lines represent
forces.

End of guiding tube and rods are shown by dashed lines for an additional clarity.
On the figure these bodies are virtually disconnected according to decomposition of
the whole complex system to simple parts, motion of which are easier to define.

In addition McPhee uses the second graph to describe rotations in multibody
system to make representation of a complex mechanical system simpler. Other moti-
vation is that one couldn’t just add all rotations together like translations. For the
multirod system the graph consists of slider joint s and spherical joints h (Fig. 4.3).
The difference from the previous graph is that arrows representing joints go from

Fig. 4.2 Linear graph
representation of the
multirod system
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Fig. 4.3 Graph with
information about rotations
for the multirod system

each center of mass to the next one. Relative positions of the mass centers are kept
similar to those at the preceding figure.

Figure 4.4 demonstrates vector-network representation of the consideredmechan-
ical system.

The first rod (node 1) and the last one (Nth node) has some peculiarities. Nodes
and edges for the first rod are repeated for any other except the last one. The node
ENth with related edges is not added on the graph, because corresponding rod has
only one connection—to the previous one. Such numbering of graph components

Fig. 4.4 Vector-network
graph for multirod system
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and their order is specifically selected to get units on the main diagonal of incidence
matrix later. This simplifies formulation of cutset and circuit matrices.

It is worth noting that multirod system has free end and as seen the graph has no
loops that would require additional efforts to get equations of.

A variable count of rods causes introduction of the following Roman numbering
for edge types (Fig. 4.4), instead of those in [6]:

I—Center of rod with translational and rotational inertia;
II—Ends of rods, where there are interconnections between neighbors;
III—Moving reference point with predefined constant velocity;
IV—Constant direction of moving for point III;
V—External forces—weight, hydrodynamic drag, potential barrier of ladle wall;
VI—Torque from bending strain proportional to angle between neighbor rods;
VII—Constraint force of spherical joint;
IX—Torque coupling.

A similar graph was obtained by Richard [8, Fig. 4.4] for a simple system of two
connected bodies, which don’t have rotational spring between them. Also they aren’t
influenced by external forces, except one force driver, and their count is constant 2.
However, his graph contains all types of edges, and is used for verification purposes.

4.2.2 Incidence Matrix as a Basis for Equations of Motion

Nodes and edges of the graph are used to create “incidence matrix” [6], which is
basis for generating equations of motion. For multirod system one obtains incidence
matrix fromvector-network graph (Fig. 4.4). Rows are nodes and columns are vectors
on the graph. A matrix for the first rod has the following look:

A1 =

I1.. II1.. II2.. III V1.. VI1.. VII1.. IX1..

(1).. 1.. −1.. −1.. 0.. 1.. 0.. 0.. 0..
B1.. 0.. 1.. 0.. 0.. 0.. 1.. 1.. 1..
E1.. 0.. 0.. 1.. 0.. 0.. 0.. 0.. 0..
R 0.. 0.. 0.. 1.. 0.. −1.. −1.. 0..
O −1.. 0.. 0.. −1.. −1.. 0.. 0.. −1..

IX2..

0..
0..
1..
0..

−1..

(4.1)

A matrix for all N rods:

A = [
1Ii,i

] − [
1I I oddi,N+i

] + [
1I I oddN+i,N+i

] − [
1I I eveni,2N+i

] + [
1I I even2N+i,2N+i

] + [
1I I I3N+1,3N+1

]

+ [
1Vi,3N+1+i

] − [
1V I
3N+1,4N+1

] − [
1V I
2N+i,4N+2+i

] + [
13N+1,5N+2+1

]

+ [
1V I
N+i,4N+1+i

] − [
1V I
3N+1,5N+1

] − [
1V I
2N+i,5N+2+i

] + [
13N+1,6N+2+1

]

+ [
1V I I
N+i,5N+1+i

] + [
1I XoddN+i,6N+1+i

] + [
1I Xeven2N+i,7N+1+i

]
, (4.2)
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where i—changes from 1 to N. The matrix A has repetitive components for the each
rod, so indexing is used for compactness.

Before Andrews [6] got equations of motions he had created three basic sets
of equations. To construct “cutset” equations, which represent balance of forces and
torques, he rearranged incidence matrix in such order that the first submatrix (with I–
IV types of edges) has units only on themain diagonal. Then newmatrix is multiplied
by column vector of forces and torques:

[
UI..IV,I..IV AI..IV,V..IX

]
FTI..IX = 0, (4.3)

where U—submatrix with units on the main diagonal; A—incidence submatrix;
FTI..IX—column vector of forces and torques, associated with each element I.IX.

According to the mentioned work “circuit” equations can be determined using
orthogonality of cutset and circuit matrices.

The third set of equations (“terminal”) defines relations between coordinates
(velocities, accelerations) and forces (torques) to complete mathematical model. In
his work Andrews presented table of “terminal” equations for nine types of edges.
It is worth noting that in [7] authors illustrated common types of joints and terminal
equations for them. The multirod system includes seven types of edges and uses
spherical joints at both ends of rods. The “terminal” equations for the nine ordinary
elements contain few zero forces (FIV, FVI, FVIII, FIX) and torques (TII, TIII, TV, TVII)
one can use to simplify cutset and circuit equations and reduce a final set. There are
edges (specifically III and V), which need specified expressions. The edge III has
simple formulation, because it represents linear motion of wire in tube:

�fIII(t) = �f 0III + �vIIIt, (4.4)

where f ĪII
0—a constant position of tube end; vIII—injection velocity assumed

constant; t—time.
The edges V symbolize external forces dependent on position r , orientation τ

∧

,
velocity �̇r of rod and fluid w:

�fV
(
�r ,�̇r ,τ̂ , �w

)
= �W (�r) + �P(�r) + �D

(
�r , �̇r ,τ̂ , �w

)
, (4.5)

whereW—weight including into account difference of rod and melt densities; P—a
potential barrier force (acts on the rod mass center) of ladle wall, which accelerates
a rod toward melt body, when the rod is outside; D—hydrodynamic drag acts on
the rod, which has orientation not parallel to the local velocity of fluid. These forces
have following expressions:

�W (�r) = m
(�g∗ · �r) ẑ, (4.6)

where m—a rod mass; g∗—gravity acceleration multiplied by densities ratio (1–
ρmelt/ρwire); r—aradius-vector of the rodmass center; z

∧

—aunit vector in the direction
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of z–axis.

�P(�r) = κw

[
(
Rw − ∥

∥�rxy
∥
∥) �rxy∥∥�rxy

∥∥ + (�r · ẑ)ẑ
]

, �rxy = �r − (�r · ẑ)ẑ, (4.7)

where κw—elasticity coefficient for the ladle wall (equals zero if corresponding rod
is inside); Rw – radius of the wall; rxy—projection of radius-vector r on the horizontal
plane x–y; ẑ—a unit vector in the z–axis direction—it helps one to project radius-
vector r on that axis and to distinguish the vertical contact force from the radial
one.

D
(
�r , �̇r ,τ̂ , �w

)
= −CDAρm

�w⊥ ∥
∥ �w⊥∥

∥

2
, �w⊥ =

(
�̇r − �w

)
− τ̂

(
�̇r − �w

)
· τ̂ , (4.8)

where CD—drag coefficient (around 0.5 for rod, however it can depend on the
velocity of surrounding melt); A—a cross sectional area (wire diameter multiplied
by rod length); ρm—melt density; w—local velocity of melt; τ

∧

—unit vector of rod’s
orientation.

The edges VI correspond to the rotational springs between rods and depend on
their orientations τ

∧

(for the orientation of rod 0 the norm of injection velocity is used
τ
∧

0 = vIII/‖vIII‖):
�TVI

(
τ̂i−1, τ̂i

) = κb(T )
(
1 − τ̂i−1 · τ̂i

) (
τ̂i−1 × τ̂i

)
, (4.9)

where κb—elasticity coefficient of rotational spring between two rods.
Coefficients of rigidity are inverse proportional to a local temperature, because

cored wire lost its flexibility under high temperature of molten steel and moves like
a textile thread in the water before complete dissolution.

To get second-order differential equations one uses above cutset Eq. (4.2) to find
needed expressions as demonstrated in [8]. Finally system of equations is obtained
in the following form using substitutions:

M · x = F, (4.10)

where M—symmetrical mass/moment matrix; x—column vector of unknown
accelerations, constraint forces and torques. That form is famous to solve.

After solving system of linear algebraic equations one integrates accelerations to
obtain velocities and coordinates of mass centers for the new time layer. When the
moving point III moves to the distance of rod length the new rod appears before the
first rod and the point moved to the initial position. One can use a doubly-linked list,
instead of a simple array, to store the data of rods in memory as alternative of shifting
of all data in the array. This can be more efficient during calculation, because the
data is accessed sequentially (no random access).

Length of rod is changed when forces parallel to the rod axis are greater than
an elastic deformation limit, which, of course, decreases when temperature of rod
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rises. Amount of the change is enough to satisfy a limit of elastic deformation again.
Changes are performed until rod ismelted orwhile their values are physically correct.

4.3 Results

Numerical experiments are conducted using parameters obtained from the real
process on a metallurgical plant (Table 4.1).

The model can show instability when time step is not sufficiently low so the
timestep of 0.001 s is used to simulate the process between 5 and 10 min of model
time. Metallurgists usually use such duration to inject cored wire into molten steel.

Figure 4.5 illustrates perspective view from above with obtained chain of rods.
Each rod is visualized by a cuboid of two colors—brown and green. Brown ones are
above the melt (it is transparent) and green ones are inside of it. A simple directional
light gives more illumination to those parts of wire, which are oriented horizontally.

As seen the green part of wire quickly loses its rigidity under melt’s surface and
looks curvy, which is predictable.

The light pink circle on the figures is the ladle bottom. The black arrows at the
bottom shows directions of fluxes in computed melt velocity field on the horizontal
plane at the ladle’s bottom. Those fluxes can greatly influence wire’s motion. For the
velocity field the cylindrical coordinate system is used since it fits the geometry of
ladle. Ladle’s wall is light cyan.

If the injection speed is increased to 7 m/s, zenith angle is set to 2.5 radians
and elasticity coefficient of a wire becomes 5000 N/m then it easily reaches ladle’s
bottom at around the 2nd second of model time (Fig. 4.6). The wall acts like a barrier
at the way of the wire. The barrier forces the wire to bend and to slide down to
the ladle’s bottom, which is another obstacle. At the corner the wire behaves in a
predictable way—curls up like a thread because rigidity of steel approaches to zero
at temperature around its melting point.

Table 4.1 Physical parameters for numerical experiments

Melt body Cored wire End of guiding tube

Radius 1.1 m Diameter 10 mm Height above
melt

1 m

Height 2.3 m Thickness 0.2 mm x-coordinate 0.2 m

Density 7000 kg/m3 Density 3200 kg/m3 y-coordinate 0.02 m

Wall elasticity
coefficient

10,000 N/m Elasticity
coefficient

750 N/m Zenith angle of
direction

π rad (down)

Rod length 0.01 m Azimuth angle
of direction

0 rad
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Fig. 4.5 Computed state of multirod system at the 33.1 s (injection speed—5 m/s)

4.3.1 Depth of Wire End Depending on Time

There is requirement to release addition from wire as deep as possible.
Because the addition needs time to react with melt before absorbing by the slag

layer above the melt. One of the methods to control the depth of addition release is
changing its injection speed (or feed rate). Numerical experiments with mentioned
above parameters are conducted with the speed ranging from 1 to 5 m/s (Fig. 4.7).
Such speeds are supported by wire-feeding machines for injection. As seen in the
beginning of injection the wire with the highest speed reaches a bottom of ladle, but
in the following time it moves around half of melt height. The reason is a decreasing
of elasticity as well as not sufficient speed of injection, so fluid fluxes lift the rods
higher.
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Fig. 4.6 A long contact of wire with ladle’s walls at around 2 s after start of injection (speed of
injection is 7 m/s, initial elasticity of rotational springs is 5000 N/m and zenith angle of guiding
tube is 2.5 rad)

Fig. 4.7 Numerically predicted z-coordinate (in meters, lower are better) of wire’s tip for three
different injection speeds. Dashed line is depth of melt
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4.4 Conclusions

The manuscript propose a mathematical model of cored wire dynamics, which can
predict a complex three dimensional movement taking into account bending elas-
ticity, hydrodynamic drag ofmelt, contactwith ladlewall. Presented results of numer-
ical experiments show that the deepest release is achieved by using speed 5 m/s. Also
in this case temperature losses of the melt will be the smallest, because duration of
injection is minimal—only 3 min needed to insert 50 kg of addition (for 3 m/s—the
duration is 5.1 min and for speed 1 m/s—15.5 min).

Therefore this injection speed is recommended to use with the considered sizes
of melt’s body and cored wire. However, not all wire-feeding machines can reach
5 m/s, so metallurgist can choose a variant with the speed of 3 or 4 m/s. It is worth
noting that the spike at the 5th second (Fig. 4.7) can be explained by impact of wire
with ladle’s bottom—high speed brings some surprises.

In addition the depth of addition release can be improved by enlarging elasticity
of wire. For a test, the speed is set to 3 m/s and the initial elasticity coefficients for
rotational springs are 5000 N/m. As result, after a 15th second, addition is constantly
releasing at about 1.2 m above the ladle’s bottom, which is even better than combi-
nation of 5 m/s and 750 N/m correspondingly (around 1.4 m above the bottom). So
increasing wire’s rigidity to 5000 N/m (without changing the speed at 3 m/s) lowers
realizing point by 0.3–0.4 m. This is another way to improve effectiveness of the
considered process.

The further research can be devoted to the injection of two or four wires simulta-
neously, because they are often used for big metallurgical ladles. Therefore a multi-
threaded implementation of SLAE solution is needed to speed up computation of
systemwith hundreds of rods. Furthermore the configuration with multiple wires can
lead to occasion impacts of the bodies influencing motion of each other. An extra
possible situation is wire breaking into parts, one of which will be in a free motion
until melted.

Acknowledgements Author thanks to the scientists of Institute of ferrous metallurgy of NASU for
their consultations devoted to the considered metallurgical process and the structure of cored wire.
Also there is gratitude to the all reviewers for their comments and suggestions.
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Chapter 5
Methodology of Solving Selected Routing
Problems

Bogna Mrówczyńska

Abstract The article presents the methodology of solving selected routing prob-
lems, which include the traveling salesman problem (TSP) and the arc routing
problem (ARP). Graphs are used to model problems, which have become a natural
language useful for describing the created models. Basic theorems of graph theory
are used to solve routing tasks. TSP is reduced to the task of determining theHamilton
cycle in the complete graph, and ARP to the task of determining the Euler cycle in
the Euler graph. TSP is NP—hard problem. ARP tasks may become such in complex
cases. Artificial immune systems are used as a tool supporting solving the formulated
problems. The proposed tools are very effective also for large tasks. The concepts
and theorems of graph theory are used here to reduce a given problem to a form
that is most convenient to be solved by the adopted method. TSP and ARP solving
methods have a wide range of applications, including in transport logistics and in
the organization of production. In addition, TSP can be used in the control of CNC
machines and even in DNA sequencing.

Keywords Traveling salesman problem · Arc routing problem · Artificial immune
system · Clonal selection · Graphs

5.1 Introduction

The aim of this article is to present an original method of solving complex routing
tasks using elementary models and basic theorems of graph theory and artificial
immune systems. The article presents two elementary problems of graph theory: the
first is the task of determining the Euler cycle in a connected graph, and the second—
the determination of the Hamilton cycle. The first task initiated the emergence and
development of graph theory. In 1736, Leonhard Euler, a well-knownmathematician
and physicist staying in Königsberg, formulated and solved the problem known to
this day as the problem of Königsberg bridges. It relates to the following story: the
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park situated on two islands on the Pregola River was a favourite meeting place and
walks for Euler and his scholars colleagues. The islands were connected with each
other and with the river banks by seven bridges (Fig. 5.1a). Euler considered if it was
possible to cross all bridges without crossing the same bridge twice. He illustrated
the problem with a multigraph (Fig. 5.1b, c), whose edges represent bridges, and
nodes represent islands or river banks. Then he formulated and proved the theorem

Fig. 5.1 a The bridges on the Pregola River, b the routes across the bridges on the Pregola River,
c the multigraph representing the problem
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that in a connected graph it is possible to determine the cycle passing through all
the edges exactly once, when the graph does not have odd-degree vertices or has
exactly two of them. Such a cycle is called the Eulerian cycle. Later in the article,
the problem of determining the Euler cycle will be called the Euler problem (EP).
Finding of Euler cycles is used here to solve problems formulated more generally as
arc routing problems (ARP).

The Hamilton cycle is a cycle that passes through each vertex of the graph exactly
once. The task of determining the minimumHamilton cycle on a connected graph, is
known as the traveling salesman problem (TSP). The first formulation is considered
to be a practical description of the traveling salesman route planning problem in a
textbook published in 1832: “Der Handlungsreisende – wie er sein soll und was er zu
thun hat, um Aufträge zu erhalten und eines glücklichen Erfolgs in seinen Geschäften
gewiß zu sein – von einem alten Commis-Voyageur”.

The traveling salesman task was formulated as a math problem by the Austrian
mathematician Karl Menger in 1930. Since the 1950s, algebraic methods of
solving the traveling salesman problem have been developed, such as integer linear
programming, dynamic programming [4, 13], the branch—and—boundmethod [14],
branch—and—cut [2, 38] and others. In 1972 RMKarp in the article [13] proved that
the traveling salesman task is NP-hard, and in 1981 Lenstra, and Rinnooy Kan, they
proved in the article [17] that in general the routing tasks, which include the prob-
lems of traveling salesman and Euler, are NP—hard and have shown that accurate
algorithms are only effective for small problems.

For larger tasks, the strict methods of solving turned out to be insufficiently effec-
tive, because, with the increase of the number of vertices or edges, the number of
variables increases rapidly. Unfortunately, the real problems can be much bigger
and there are various conditions and restrictions. In this case, heuristics and meta-
heuristics, which include methods of artificial intelligence, are often more suitable
for practical applications. These methods often do not provide optimal solutions
in a strict, mathematical sense, but in a reasonable computational time, acceptable
solutions are obtained, sufficiently close to the optimal ones.

Themost commonly usedmethods are: integer linear programmingmethods [42],
dynamic programming [4, 13], division and constraint method [16], branch—and—
cutmethod [2, 38]. In recent years, solving tasksmodelledwith themethods described
above has been supported by artificial intelligencemethods. Themost frequently used
are: genetic and evolutionary algorithms [22], immunological algorithms, simulated
annealing [6], taboo search [15, 18, 45], the nearest neighbor method [14, 41], ants
algorithms [11, 45], swarm algorithms [19, 44], neural networks [3, 20], authors’
own heuristics and others. The methods listed are among the most popular, but there
are still more and more new methods.

In the calculation methodology presented in the article, artificial immune systems
were used. It is one of the newer methods of artificial intelligence that was created
at the turn of the twentieth and twenty-first centuries. Artificial immune systems
algorithms mimic the natural immune system of a mammal. The following patterns
are most often used: clonal selection, negative selection, immune networks, dendritic
cell mode [9, 10]. The tools described in the article use the clonal selection paradigm.
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Their use in solving the traveling salesman problem was first described in [10].
Artificial immune systems are also used for clustering [12]. Comparisons of artificial
immune systems with other methods show that they are efficient and fast.

The main driving force behind the development of methods of solving the trav-
eling salesman problem is the operation of vehicles focused on minimizing the costs
of this operation, and recently also onminimizing the negative impact on the environ-
ment [34]. TSP models is used in scheduling the work of machines in a production
or assembly hall [25]. The result will be the smooth use of all machines, without
unnecessary downtime, and the consequence may be an increase in production. TSP
can also be used when placing goods on warehouse shelves [26, 30]. The traveling
salesman problem can also be used to optimize the loading of heterogeneous pack-
ages [27, 28, 37]. The optimal distribution of the load in the trailer of a large delivery
vehicle or in the hold of an aircraft is not only economically significant due to the
possibility of loading more packages, but also affects the safety of transport.

A new field in which the TSP model has been applied is numerical control of
machine tools [11, 15]. Shortening the path of a single drill, and additionally deter-
mining the sequence inwhich other drills are to be used, e.g.whenholes have different
diameters, significantly shortens the machining time of a single element, which in
the case of mass production, with the same size of products, significantly reduces
working time of machine tools, i.e. reducing their wear, working time of operators,
which together reduces production costs. The traveling salesman problem has also
been applied in biology for DNA sequencing [5, 40].

ARP is widely used in various tasks related to the operation of motor vehicles,
such as planning the work of vehicles to keep streets clean, snow plows [8], vehicles
transportingwaste from residential estates to landfills andwaste processing plants [8],
school buses transporting students to schools [39, 43] and to restore the availability
of the road network damaged during natural disasters [1].

5.2 Methodology

Reviewing the various TSP and ARP tasks, it can be concluded that artificial intel-
ligence methods are used as tools to solve the previously formulated integer linear
programming problem, i.e. the system of linear equations and inequalities, which
were obtained in this way. The presented methodology uses other approach. The
solved problem is represented by a graph which, depending on the type of problem,
is extended to a complete or Euler graph. Such an extension is performed bymethods
of graph theory. Thus, graphs are obtained in which, respectively: in a complete
graph, each Hamiltonian cycle is an acceptable solution, and in an Euler graph, each
Euler cycle is an acceptable solution. Solving the problem boils down to finding the
optimum among these cycles because of the accepted criteria and meet the given
criteria and constraints.

In the proposed methodology, artificial immune systems (AIS) were used for
many calculations. AIS is an artificial intelligence method that mimics the behaviour
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Fig. 5.2 Clonal selection: a natural, b artificial

of the natural human immune system. The algorithms used in the methodology
use a clonal selection pattern. In short, it looks like this: when antigens attack the
human body, they encounter mechanical (skin), chemical (tears, mucus) or physical
(increased temperature) barriers. If these fail, the antigens end up in the body. Then
the antibodies come to defense. Their goal is to kill antigens. Those that do it more
effectively are cloned. Thenmutated. Among themutations, the best are recloned and
mutated, etc., until antibodies are obtained that effectively inactivate the antigens in
question. The mechanism of operation of natural clonal selection and the algorithm
of artificial clonal selection are presented in Fig. 5.2a, b.

Although the tasks of traveling salesman and Euler are different, similar phases
can be noticed in solving them. The basic scheme of proceeding in solving the
traveling salesman and Euler problem is presented in Fig. 5.3, and the characteristics
of individual elements of the methodology are presented below.

5.2.1 Topology

Regardless of whether the problem to be solved requires finding the Hamilton cycle
or the Euler cycle in the graph representing it, first the topology of the problem should
be prepared. An example of topological representation of streets in a housing estate
is shown in Fig. 5.4.
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Fig. 5.3 Scheme of the multigraphs extension procedure

A mixed graph G is a topological representation of the problem:

G = (V, E, A) (5.1)

where:

V non-empty set of vertices,
E et of edges, that is, two-element subsets of the set V,
A a set of elements of a Cartesian product:

V × V = {(x, y) : x ∈ V, y ∈ V } (5.2)

Elements (x, y) form ordered pairs called arcs, where x is the starting point, and
y is the final one.

The problem of a traveling salesman for a mixed graph G is solved by determining
the minimum Hamilton cycle for this graph. It is a Hamilton cycle, for which the
sum of weights of edges and arches is minimum.

The Hamilton cycle will be represented by a sequence of vertices:

(v0, v1, . . . , vi , . . . , vn) (5.3)

where ∀i ∈ N ∪ {0}: vi ∈ V.
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Fig. 5.4 a Numbering of vertices and edges of the graph on the estate plan, b graph representing
the estate



92 B. Mrówczyńska

The cycle begins and ends in v0. The sequence (5.3) is a permutation of a sequence
(0,1, 2, …, n).

The Euler Problem in a mixed graph is the task of the determination of the Euler’s
cycle. Euler’s cycle will be represented by the sequence:

(v0, e0, v1, e1 . . . , vi , ei . . . en−1, vn) (5.4)

where

{∀iN{0} : ei = {vi , vi+1} ∈ E ∨ ei = (vi , vi+1) ∈ V × V } (5.5)

The sum of weights of edges and arches is the same for each designated Euler
cycle.

The graphs representing the problem can be mixed graphs, where the edges repre-
sent two-way streets and the arcs represent one-way streets. Figure 5.3a shows a frag-
ment of the map of the estate, where the graph’s vertices are marked—in this case
they are road intersections. The edges mark two-way streets between intersections.
In the presented fragment of the estate, there is only one one-way road number 11,
which leads from vertex 10 to 1. In Fig. 5.3b, which shows the graph of the estate,
one-way street is represented by an arc, which is beginning at vertex 10 and ending
at vertex 1.

5.2.2 Graph Extension

The next step is to expand the graph. Depending on the cycles sought, a complete
graph or an Euler graph is determined. The complete graph is determined by building
the matrix of minimum paths between each two vertices of the base graph. Table 5.1
presents such a matrix for our example housing estate. To obtain it, the Dijkstra
algorithm was used. The obtained complete graph is presented in Fig. 5.5.

In the process of extending the primary graph to the Euler graph, the orientation of
the arcs is taken into account. In Fig. 5.6 there is an Euler graph which was obtained
by extending the base graph representing the estate. The extension was obtained by
adding the edges drawn here with the coloured line.

Table 5.2 describes the edges of the obtained Euler graph. the first 23 edges belong
to the base graph and the remaining eight to the extension of the graph. The edges
extending this graph are selected in such a way that the obtained Euler cycle satisfies
the condition for a minimum sum of the weights of the edges and arcs of the graph
extension. Since the Euler cycle passes through all edges and arcs of the graph then
their sum of weights is constant, and the final value of the objective function depends
on the sum of the weights of edges and arcs added to the graph to build the Euler
graph. An artificial immune system was used to determine the edges and arcs of the
graph extension.
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Table 5.1 Array of distances [km]

Vertices 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 0 220 273 547 452 552 600 260 130 31 231 466 606 370 500

2 220 0 53 222 365 465 482 622 517 418 218 187 163 283 382

3 273 53 0 180 725 825 873 533 403 304 165 134 110 643 773

4 444 224 169 0 95 195 365 516 413 314 114 83 59 179 276

5 548 328 275 95 0 100 270 452 322 579 209 178 202 82 181

6 637 417 364 195 100 0 170 321 451 507 307 276 254 180 81

7 702 482 429 365 270 170 0 340 439 733 326 295 319 199 100

8 260 480 533 516 421 321 340 0 130 229 429 667 643 370 240

9 130 350 403 417 322 422 439 130 0 99 299 537 513 240 339

10 31 251 304 473 616 550 569 229 99 0 200 438 414 534 469

11 330 110 165 114 209 309 326 429 299 200 0 31 55 127 226

12 407 187 134 83 178 278 295 435 537 438 31 0 24 96 195

13 286 165 110 59 154 254 319 459 360 255 55 24 0 120 219

14 457 237 290 177 82 180 199 370 240 327 127 96 236 0 99

15 500 382 773 276 181 81 100 240 339 469 226 195 219 99 0

Fig. 5.5 A graph extension to a complete graph
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Fig. 5.6 Graph extension to the Euler graph

5.2.3 Determining the Cycles

Graph extensions enable the determination of appropriate cycles. In a complete graph,
each cycle passing through all the vertices of the graph is a Hamiltonian cycle. Thus,
each such cycle may be an acceptable solution in the problem of finding the Hamilton
cycle with the minimum sum of the weights of edges or arcs. In an Euler graph, each
cycle traversing all edges is an Eulerian cycle. In this case, for each Euler cycle, the
sum of the edge and arc weights is minimal, which was taken care of while extending
the problem graph to the Euler graph.

In Fig. 5.7, the numbered arrows show the sequence of passing along the edges
and arcs of one of the Euler cycles. As you can see, the direction of the passing
of the arc follows the orientation of the arc. The Hierholzer method is sufficient to
determine such a cycle.

When ARP has various limitations, the task becomes more complicated. In the
described methodology, both in the simple task of determining the Euler cycle, and
in the more complicated case, artificial immune systems are used.
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Table 5.2 A description of
the edge of the Euler graph

Base graph

No of edge Initial vertex Final vertex Weight of edge

1 0 1 220

2 1 2 53

3 2 3 180

4 3 4 95

5 4 5 100

6 5 6 170

7 6 7 460

8 7 8 130

9 8 9 99

10 9 10 200

11 10 1 110

12 10 11 31

13 11 12 24

14 12 3 59

15 13 4 82

16 14 5 81

17 14 6 100

18 14 13 99

19 13 11 96

20 14 7 240

21 13 8 240

22 9 0 31

23 12 2 110

Graph extension

24 7 8 130

25 9 0 31

26 0 1 220

27 1 2 53

28 11 12 24

29 5 6 170

30 4 3 95

31 10 1 110
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Fig. 5.7 Euler’s cycle

5.2.4 Clustering

As the size of the tasks increases, the calculation slows down. Figure 5.8 shows the
average time to obtain the best solution as a function of the number of vertices of the
graph nodes for the case described in the article [35]. The clonal selection algorithm
implemented for the TSP problems of the discussed methodology was used for the
calculations. As you can see from the chart, calculations for a task represented by a

Fig. 5.8 Average time to obtain the best solution as a function of the number of vertices [35]
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graph with 200 vertices take almost half an hour, and for a graph with 250 vertices—
almost an hour. The computation time increases rapidly with the fourth power of the
number of vertices in the graph.

Various methods are used to speed up TSP calculations. The efficiency of parallel
computing in order to solve the traveling salesman problem for standard test problems
was assessed in the article [3]. In large TSPs, to speed up the computation, the task is
often split into smaller ones through clustering. The latter method was incorporated
into the described methodology. After the graph is prepared, it should be assessed
whether the task is too large, i.e. whether the graph has too many nodes. If it is,
you should perform clustering, which will properly separate the graph into smaller
ones. In accordance with the presented methodology, the clonal selection algorithm
is used. The efficiency of clustering in the problems solved in accordance with the
presented methodology is presented in articles [24, 34].

The article [24] presents the problem of deliveries from warehouses to customers
with the use of a heterogeneous fleet of delivery vehicles, which differ, among others,
in load capacity and fuel consumption. The calculations were carried out with the
clonal selection method with clustering. In the first stage, customers were divided
into groups due to the minimum road distances between them, the fuel consumption
and with the limitation of the mass of goods due to the load capacity of the delivery
truck. With such a limitation, a cluster is created that brings together only as many
customers as the vehicle assigned to the cluster can handle. The adoption of the
criterion of minimum road distances and minimum fuel consumption will result
in the creation of clusters of customers located close to each other as a result of
the calculations. In the second stage, route and time minimization with the Pareto
optimality criterion was carried out.

The results of the calculations were compared with the optimization without
initial clustering and with the two-step method, where the clustering was done with
the Forgy algorithm and the solution of the salesman’s task with the branch and
bound method. The results of the calculations are presented in Table 5.3. The best
results were obtained in one step using the clonal selection algorithm. But the results
of the two-step method, in which clonal selection was applied, both, at the clustering
stage and at the determination of the optimal path, are not much worse than in the
first method.

In the second case described in [34], the results of the proposed two-step method
were compared with optimization without initial clustering. The method of planning
routes of delivery vehicles to the network of small self-service stores providing their
customers with everyday products was presented. Each store could have a different
order. The time for handling each point also can be different.

Calculations were carried out for 6 vehicles. The number of pallets delivered with
the goods, the time of unloading the pallet and other activities related to delivery
were done. For each of these vehicles, a route was determined and its length and
travel time was calculated. All calculations were carried out several times. The table
contains the best of the obtained results. The time to obtain results did not exceed a
few minutes.
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Table 5.3 Results

The method Criteria for
optimization

No of vehicle Mass of goods Length of road Fuel
consumption

[kg] [km] [l]

Branch and
bound
method

Minimizing
the length of
road while
taking into
account
vehicle
capacity

5 2833 100 14

4 4265 122 21

1 6231 114 27

1 6833 87 21

423 422

Clustering
with clonal
selection

Minimizing
the length of
road and fuel
consumption
while taking
into account
vehicle
capacity

3 3980 71 16

1 7196 90 21

4 4699 84 14

2 4287 94 16

339 338

Clonal
selection

Minimizing
the lenght of
road while
taking into
account
vehicle
capacity

1 7363 103 25

2 5849 124 27

3 5390 74 13

5 1560 28 4

329 330

The division into clusters was carried out due to the constraints for the capacity of
the car allocated to the cluster and due to the minimum distances between each two
points in clusters, where the minimum distances have been calculated as the lengths
of the shortest routes. The travel times between the points have not been included.
The results are presented in Table 5.4. Table 5.5 contains the results of calculations
using the direct method, that is without division into clusters and with clustering of
collection points.

In the case of a one-step solution, delivery vans covered the 343.33 km route in
the total travel and the service time corresponded to 20 h and 43 min. The route of
an individual vans ranged from 53.85 km to 63 km, while the travel and the service
time was in range from 1 h 14 min up to 3 h 57 min. Table 5.5 contains the results
of calculations using the direct method, that is without division into clusters.

Calculations were carried out for 6 vehicles. For each of these vehicles, a route
was determined and its length was calculated. The number of pallets delivered with
the goods, the time of travel, unloading of the pallet and other activities related
to delivery were done. All calculations were carried out several times. The table
contains the best of the obtained results. The time to obtain results did not exceed a
few minutes.
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Table 5.4 Results of minimizing the length of the road of the vehicles in the clusters

No
centroids

Delivery
size
(number of
pallets)

The
minimum
distances of
points in
clusters

Service
time

Results of minimizing the length of the road
and the working time of the vehicle in the
clusters

Solution A Solution B

The length
of the road

Travel
time

The length
of the road

Travel
time

[km] [min] [km] [min] [km] [min]

4 11 11.9 79 50.9 66 50.9 66

13 20 18.9 157 62.4 101 62.9 100

17 20 6.0 143 51.1 76 51.2 73

18 19 11.0 125 64.6 76 64.6 76

20 18 3.9 121 53.8 68 53.8 68

29 20 16.0 157 54.8 88 54.9 86

� = 108 67.7 782 337.5 475 338.2 469

Table 5.5 Results: minimization of the length of the road and the working time of the vehicle using
the one-step method

The vehicle number Delivery size (number
of pallets)

Travel and service time The length of the road

[min] [km]

1 20 237 55.64

2 20 233 61.39

3 20 211 63.00

4 19 207 54.65

5 20 221 53.85

6 9 134 54.80

� 108 1243 343.33

In the case of calculations with clustering, the same solutions were obtained
for both calculation criteria. And so, the delivery cars travelled a total distance of
337.5 km during and the travel and service time was equal to 20 h and 57 min. The
route of individual cars ranged from 50.09 km to 64.6 km, and the journey time and
service fluctuated from 2 h 25 min to 4 h 18 min. As it can be seen the results of
the calculations are very similar. Perhaps this is due to the relatively small number
of serviced points. However, the method with clustering gives hope for an effective
application to solve really big problems of routing. In turn, the Pareto optimality
method provides the entire set of optimal solutions and allows the final selection to
be guided by other, unmeasurable criteria.

The effectiveness of the methodology and the computational algorithms imple-
menting it have been tested on many examples and compared with other methods,
which include both strict and heuristic methods as well as artificial intelligence



100 B. Mrówczyńska

Table 5.6 Criteria, conditions and restrictions used in the methodology

Description of the problem Criteria Restrictions

TSP for a heterogeneous
vans fleet [31, 32]

Minimum distance and travel
time with taking into account
variable traffic volumes

Vehicle load capacity,
limitations on drivers’ working
time

TSP for a heterogeneous
vans fleet [7, 33]

Minimum of the sum of roads
of all fleet cars and the sum of
travel times and the sum of
customer service times,
minimization of the number of
vans

Limited time for customer
service by every van of a fleet
of vans

TSP for a heterogeneous
vans fleet [34]

Minimum distance and
minimum fuel consumption

Vehicle load capacity

TSP for arranging goods on
shelves in a warehouse [26,
30]

Minimum distance from the
picking area and minimum time
to move goods from the shelves
to the picking zone

TSP in loading heterogenous
cuboidal parcels into
cuboidal space - on a pallet,
on a truck [27, 28]

Maximum loaded packages and
minimum distance of the center
of gravity of the loaded
packages from the floor

ARP in planning routes for
garbage collection vehicles
along the streets of housing
estates [23, 29, 36]

Minimum distance Vehicle load capacity

[21]. All tests favored artificial immune systems. In the optimization problems to
be solved, the results were obtained which approximated the optimal solutions with
high accuracy, sufficient in these problems.

Table 5.6 presents a list of publications with examples of applications of the
methodology supported by clonal selection algorithms. The applicable criteria and
limitations are listed.

5.3 Conclusions

The article presents the theoretical basis of the methodology of solving TSP and
EP. Although the methods of solving both problems differ quite significantly, the
procedure is similar. The original mathematical model of solving problems is part of
this methodology. As is clear from the literature review, other authors in most cases
they use to solve the TSP or ARP algebraic methods, eg. integer linear programming
(ILP). Artificial intelligence methods are in such cases used to solve the obtained
system of linear equations and inequalities. The approach presented here is more
flexible because it is not limited in advance by a rigid algebraic model.



5 Methodology of Solving Selected Routing Problems 101

Graphs are used in a natural way to describe the created models. Basic theorems
and methods of graph theory are used to transform graphs representing a problem to
be solved into a complete graph in TSP or an Euler graph in EP, respectively. In the
complete graph, each Hamiltonian cycle is an acceptable solution, and in the Euler
graph it is each Euler cycle (in EP each Euler cycle has the same length and the
optimization problem usually arises only when additional conditions and constraints
are taken into account). The clonal selection of the artificial immune system is used
to find a cycle for which the value of the adopted criterion is optimal and all limiting
conditions are met.

With a different mathematical model, graphs became a natural language useful
for describing the created models.

As part of the methodology, the problem of clustering was also addressed, which
supports and solves large tasks. Articles [24, 34] show that the results obtained with
the aid of clustering are not worse than those obtained without clustering. This topic
will be continued by the author.
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12. Graaff, A.J., Engelbrecht, A.P.: Clustering data in an uncertain environment using an artificial
immune system. Pattern Recogn. Lett. 32(2), 342–351 (2011).https://doi.org/10.1016/j.patrec.
2010.09.013

13. Held, M., Karp, R.M.: A dynamic programming approach to sequencing problems. J. Soc. Ind.
Appl. Math. 1(10), 196–210 (1962)

14. Kirschstein, T., Bierwirth, C.: The selective traveling salesman problem with emission
allocation rules. OR Spectrum 40(1), 97–124 (2018). https://doi.org/10.1007/s00291-017-
0493-z

15. Kolahan, F., Liang, M.: A tabu search approach to optimization of drilling operations.
Computers Ind. Eng. 31(1), 371–374 (1996).https://doi.org/10.1016/0360-8352(96)00154-4

16. Laporte, G., Martello, S.: The selective travelling salesman problem. Discrete Appl. Math.
26(2), 193–207 (1990). https://doi.org/10.1016/0166-218X(90)90100-Q

17. Lenstra, J.K., Kan, A.H.G.R.: Complexity of vehicle routing and scheduling problems.
Networks 11(2), 221–227 (1981). https://doi.org/10.1002/net.3230110211

18. Li, X., Leung, S.C.H., Tian, P.: A multistart adaptive memory-based tabu search algorithm for
the heterogeneous fixed fleet open vehicle routing problem. Expert Syst. Appl. 39(1), 365–374
(2012).https://doi.org/10.1016/j.eswa.2011.07.025

19. Mahi, M., Baykan, Ö.K., Kodaz, H.: A new hybrid method based on particle swarm optimiza-
tion. In: Ant colony optimization and 3-opt algorithms for traveling salesman problem. Appl.
Soft Comput. 30, 484–490 (2015). https://doi.org/10.1016/j.asoc.2015.01.068

20. Masutti, T.A.S., de Castro, L.N.: Neuro-immune approach to solve routing problems.
Neurocomputing 72(10), 2189–2197. https://doi.org/10.1016/j.neucom.2008.07.015

21. Mestria, M.: New hybrid heuristic algorithm for the clustered traveling salesman problem.
Computers Ind. Eng. 116, 1–12 (2018). https://doi.org/10.1016/j.cie.2017.12.018

22. Michalewicz, Z.: Genetic Algorithms + Data Structures = Evolutionary Programs. Springer,
Berlin (1996)
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31. Mrówczyńska, B.: Multicriteria vehicle routing problem solved by artificial immune system.
Transp. Problems 10(3), 141–152 (2015)

https://doi.org/10.1016/j.patrec.2010.09.013
https://doi.org/10.1007/s00291-017-0493-z
https://doi.org/10.1016/0360-8352(96)00154-4
https://doi.org/10.1016/0166-218X(90)90100-Q
https://doi.org/10.1002/net.3230110211
https://doi.org/10.1016/j.eswa.2011.07.025
https://doi.org/10.1016/j.asoc.2015.01.068
https://doi.org/10.1016/j.neucom.2008.07.015
https://doi.org/10.1016/j.cie.2017.12.018


5 Methodology of Solving Selected Routing Problems 103
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Chapter 6
Using Graphs for Modeling and Solving
Cyclic Flow Shop with Waiting Time
Constraints

Czeslaw Smutnicki and Wojciech Bożejko

Abstract The chapter deals with the permutation flow-shop scheduling problem
with time couplings in the form of an upper/lower bound on waiting-time between
operations in the job and theminimal cycle time criterion.We propose certain decom-
position of the problem leading to two particular sub-problems, namely “to find the
minimal cycle time for a fixed job processing order” and “to find the best job pro-
cessing order”. A variety of graphs have been used to solve the former sub-case
in the sequential and parallel computing environments. For the latter sub-case we
recommend ameta-heuristic with some special properties derived from these graphs.

Keywords Scheduling · Cyclic flow-shop · Waiting times · Graphs · Algorithm ·
Time couplings

6.1 Introduction

A deterministic scheduling theory is frequently used for modeling and optimization
of workflow in production systems with robots, see for example review in Dolgui
et al. [9]. These models perform well for human-less systems, since robots usu-
ally works in almost deterministic way. The existing taxonomy of problems in the
scheduling field is set to cover, as this is possible, practical instances and takes into
account, among others, architecture of production/service units, classes of the sched-
ules, additional constraints and optimization criteria. The goal of this classification
is to fit for each practical case to the appropriate model and to recommend a pow-
erful solution method, see for example Bocewicz et al. [1, 2]. Among the schedule
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classes appeared in the scheduling theory, we use only two of them in this chapter:
(1) non-delay schedule, which means the single execution of the job set, see e.g.
definition in Pinedo [21] and (2) cyclic schedule, which means repeatable execution
of the job set, see e.g. Brucker and Kampmeyer [5, 6]. The former one is treated
as auxiliary for the latter. The permutation flow-shop scheduling problem appears
in the literature quite frequently, see for example the survey in Ruiz and Maroto
[23]. A few real implementations were presented till now in the literature, e.g. in the
chemical industry, Rajendran [22], food industry, Hall and Sriskandarajah [15] and
construction automation, Grabowski and Pempera [12].

We consider the cyclic flow-shop scheduling problem in which an assortment of
products (a certain fixed mixture of products) is delivered to the output by repeating
identical, but mixed in the composition production series, each of which called a
Minimal Part Set (MPS). The problem has also included “limited waiting time”
constraints between successive operations of a job, which is a generalization of the
case known in the literature as “no-wait flow-shop”. Both mentioned technologies
are used to eliminate or reduce the queue before a stage. Gilmore and Gomory [11]
analysed a non-delay schedule for the flow-shop problem with “no-wait” constraints
for two machines. This result can be easily extended to cyclic schedule in case of
two machines. For more than two machines, problem has a relation to the Traveling
Salesman Problem (TSP), thus algorithms for asymmetric TSP can be recommended.
Other variants of the flow-shop with “no-wait” constraints have been considered in
Grabowski and Pempera [14]. We also refer to algorithms dedicated to flow-shop
[16] and hybrid flow-shop [8, 24, 28].

The remainder of the chapter is as follows. Section6.2 gives amathematicalmodel
with reference to a linear programming task to find the minimum cycle time for a
given job processing order. Alternative solutions algorithms with the use of graphs
are presented in the Sect. 6.3. Section6.4 describesmethods of parallel determination
of the minimum cycle time (Table 6.1).

6.2 Mathematical Model

The conventional flow-shop scheduling problem refers to the machine park consist-
ing ofm service stages defined by the setM = {1, . . . ,m}, which are used to perform
n jobs from the set N = {1, 2, . . . , n}. Each job flows through machines 1, 2, . . . ,m
in the identical technological order, however the order of loading the jobs into the
manufacturing system is changeable. In the paper we consider two cases: (a) n jobs
are loaded to the system once, in some order, providing so called non-delay schedule
considered next in the context of regular scheduling criteria; (b) n jobs are performed
in the repetitive way, duplicating the loading processing order repeatedly, providing
so called cyclic schedule, which is actually an irregular scheduling criteria. Process-
ing time of a job j ∈ N on machine i ∈ M is called an operation (i, j) and has the
duration pi,j > 0. Time event constraint means that the time of waiting between pro-
cessing of successive operation of a job has pre-defined lower (ai,j) and upper (bi,j)
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Table 6.1 List of symbols

gninaematad
M = {1, 2, . . . , m} set of machines
N = {1, 2, . . . , n} set of jobs

O = M × N set of operations
pij processing time of operation (i, j)
aij lower bound on waiting time (i, j) → (i + 1, j)
bij upper bound on waiting time (i, j) → (i + 1, j)

gninaemselbairav
π = (π(1), .., π(n)) processing order; permutation on N

S = [Sij ]m×n schedule (matrix)
T cycle time

gninaemairetirc
Cmax(π) makespan for processing order π

T (π) minimal cycle time for processing order π

gninaemyrailixua
x = 1, 2, . . . index of cycles (MPSes)

i, j machine index; job index
(i, j) ∈ O operation i of job j
o = m · n number of operations

G(π) planar graph for π
H(π) wrapped-around-cylinder graph for π
G∗(π) chain of m + 1 graphs G(π)

ix operation (pair) in cycle x in G∗(π)
Uix,jy = (u0, .., uv) path ix → jy

L(ix, jy) path length
Ba:b block

Ba+1:b−1 internal block

bounds. Processing jobs on the machines cannot be suspended. Each machine can
process at most one job at a time, and each job can be processed on only one machine
at a time.

Jobs enter the system in the order established by a permutation π = (π(1),
. . . , π(n)) on the set N , which will be called next the “loading sequence” on the
system entry. Each π implies the schedule S = [Si,j]m×n (defined as starting times
of all operations). Considering case (a) we refer to the most popular criterion called
the makespan written as
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Cmax(π) = max
1≤i≤m

max
1≤j≤n

(Si,j + pi,j). (6.1)

Note that values of other regular criteria can be calculated from a non-delay schedule
S. For the case (b) we refer to the minimal cycle time T (π), which is calculated in
more complexmanner, described in the sequel. The overall aim is to find permutation
π∗ with minimal criterion value

K(π∗) = min
π∈�

K(π), (6.2)

where � is the set of permutations and K(π) is either Cmax(π) or T (π). Let us
consider the problem of finding S in cases (a) and (b) for the given π in detail.

The manufacturing system repeats processing of jobs from N in the form of
successive MPSes indexed by x = 1, 2, . . .. Case (a) corresponds to x = 1, case (b)
to infinite sequence x = 1, 2, . . .. We assume in case (b) that the job processing order
π in each cycle remains the same. The schedule in successive cycles is periodical
so can be obtained by shifting on the time axis the schedule S by a certain number
of periods T . For the given π , the minimal period of time, for which technological
and sequential constraints inside the cycle and between cycles have been satisfied is
T (π). We are looking in case (b) for the synchronous periodical schedule with the
property

Sx
i,j = Si,j + (x − 1)T , i = 1, . . . ,m, j = 1, . . . , n, x = 1, . . . . (6.3)

where Sx
i,j is the start time of job j ∈ N onmachine i in xth cycle and T ≥ T (π). From

(6.3) it is enough to set single start time S, since all the remain Sx for x = 1, 2, 3, . . .
follow immediately from this S. Hence, we define cyclic schedule S as this satisfying
the following constraints

Si,j ≥ 0, i = 1, . . . ,m, j = 1, . . . , n, (6.4)

Si,π(j) ≥ Si,π(j−1) + pi,π(j−1), i = 1, . . . ,m, j = 2, . . . , n, (6.5)

ai,j ≤ Si+1,j − (Si,j + pi,j) ≤ bi,j, i = 2, . . . ,m, j = 1, . . . , n, (6.6)

Si,π(n) + pi,π(n) ≤ Si,π(1) + T i = 1, . . . ,m (6.7)

Constraint (6.4) forces the schedule to be on the positive part of the time axis. Con-
straint (6.5) means that starting of successive operation on a machine is possible
upon completion of the preceding operation on this machine. The last constraint
fixes bounds on the waiting time expected between successive technological opera-
tions. Notice, assuming ai,j = 0 = bi,j we get the well-known flow-shop scheduling
problem with “no-wait” constraints. Value ai,j can be also perceived as the transport
time between successive operations of a job. Minimal cycle time T (π) for fixed job
processing order π can be found using a fewmethods.We discuss them in detail. The
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first approach follows immediately from the linear programming (LP) task, namely

T (π) = min
S

T (6.8)

under constraints (6.4) – (6.7). The task has mn + 1 non-negative variables and
2mn − n constraints. Although this task is a polynomial-time method, it seems to
be numerically too expensive, since usually it is called repeatedly. Among other
approaches, which can be adopted to find the cyclic schedule, we have found: mixed
integer linear programming, [6]; network flows, [18]; cycles in graphs, [17]. Each of
these technologies provides a non-polynomial algorithm to find T (π), has various
running time and requires specific modelling fashion. In this chapter we provide a
few polynomial-time methods to find T (π), based on specific graphs defined for the
problem, see [20] for other implementations of this idea.

6.3 Graph Models

In this sectionwewill introduce three various graphs (networks of operations) applied
further to the formulation of special properties of the problem. These graphs refer to
a few common notions defined in the sequel. Each graph is defined as the operational
network presented in the AoN (Activity-on-Node) style. Node (i, j) ∈ O = M × N
in the graph corresponds to the operation of job j ∈ N performed on machine i ∈ M .
The node (i, j) has weight pi,j and has assigned label Si,j which means the event
“start time of the operation (i, j)”. Any constraint between time events Si,j and Sk,l ,
for some (i, j) and (k, l), written generally as

Si,j + pi,j + ci,j,k,l ≤ Sk,l (6.9)

is represented by the arc (i, j) → (k, l) with the weight ci,j,k,l .
In order to build suitable graphs, we need to assign inequalities (6.4)–(6.7) to

particular arcs in the network. Actually, inequality (6.5) re-written in the form of

Si,π(j−1) + pi,π(j−1) ≤ Si,π(j), i = 1, . . . ,m, j = 2, . . . , n (6.10)

can be expressed by the arc

(i, π(j − 1)) → (i, π(j)) (6.11)

with the weight ci,π(j−1),i,π(j) = 0. Equation (6.6) can be transformed into two inde-
pendent inequalities (6.12) and (6.13), namely

Si+1,j − Si,j − pi,j ≥ ai,j, i = 2, . . . ,m, j = 1, . . . , n, (6.12)
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Si+1,j − Si,j − pi,j ≤ bi,j, i = 2, . . . ,m, j = 1, . . . , n, (6.13)

To identify arcs following from (6.12) and (6.13) we have to convert them to the
form of (6.9). After a few simple mathematical transformations of (6.12) we have

Si,j + pi,j + ai,j ≤ Si+1,j, i = 2, . . . ,m, j = 1, . . . , n, (6.14)

which corresponds to the arc
(i, j) → (i + 1, j) (6.15)

with the weight ci,j,i+1,j = ai,j. Next, from (6.13) we obtain

Si+1,j + pi+1,j + (−pi,j − pi+1,j − bi,j) ≤ Si,j, i = 2, . . . ,m, j = 1, . . . , n,
(6.16)

which corresponds to the arc
(i + 1, j) → (i, j) (6.17)

with the weight ci+1,j,i,j = −pi,j − pi+1,j − bi,j. Inequality (6.7) converted to

Si,π(n) + pi,π(n) − T ≤ Si,π(1), i = 1, . . . ,m. (6.18)

generates the arc
(i, π(n)) → (i, π(1)) (6.19)

with the weight ci,π(n),i,π(1) = −T .

6.3.1 Non-delay Schedule

This planar graph is recommended for processing single job set N , see Fig. 6.5 (left)
for the given job processing order π . It allows us to find a non-delay schedule S
satisfying constraints (6.4)–(6.6), but not (6.7). It is suitable for finding themakespan
Cmax(π) or other regular criterion value for the given processing order π . The graph
has the form

G(π) = (O,E(π)), (6.20)

where O = M × N is the set of nodes and E(π) ⊂ O × O is the set of arcs

E(π) = P ∪ R ∪ Q(π). (6.21)

Arcs from P refer to inequality (6.14), have the form of (6.15), represent ”techno-
logical” constraints associated with lower bounds on ”waiting-time”
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P =
m−1⋃

i=1

n⋃

j=1

{(i, j), (i + 1.j)}. (6.22)

The arc ((i, j), (i + 1, j)) ∈ P has weight ai,j. Arcs from R refer to inequality (6.16),
have the form of (6.17), can be also considered as “technological” and express upper
bounds on ”waiting-time”

R =
m−1⋃

i=1

n⋃

j=1

{(i + 1, j), (i.j)}. (6.23)

The arc ((i + 1, j), (i, j)) ∈ R has weight −pi,j − pi+1,j − bi,j. Arcs from Q(π) refer
to inequality (6.10), have the form of (6.11), express “processing order” constraints
and have the weight zero,

Q(π) =
m⋃

i=1

n−1⋃

j=1

{(i, π(j − 1)), (i, π(j))}. (6.24)

We call schedule S feasible for this π if labels Si,j assigned to nodes (i, j) ∈
O satisfy appropriate constraints for all ((i, j), (k, l)) ∈ E(π). Note that although
G(π) has graph cycles however it does not contain cycles of the length greater than
zero. This means that the feasible S always exists. To find S we use the labeling
algorithm, called next LA, applied previously in the paper [25] for a directed graph
with graph cycles, see Fig. 6.1. LA checks for each arc ((i, j), (k, l)) ∈ E(π)whether
the inequality Sk.l ≥ Si,j + pi,j + ci,j,k,l is satisfied.

If the answer is “not satisfied”, LA adjusts Sk,l to fulfil the constraint. Variable
tag is used to detect the early end of the adjustment process. LA can be perceived as

Fig. 6.1 Algorithm LA
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Fig. 6.2 Algorithm LA+

a far analogy to the well-known Bellman-Ford algorithm dedicated for the shortest
paths from the single source.

Property 1 For the given π algorithm LA provides non-delay schedule S in the time
�(m · n) and O(m2 · n2).

Apart LA, we propose more advanced labelling algorithm LA+ with com-
putational complexity considerably smaller than LA. Observe that G(π) can be
decomposed into a sequence of “strips” unscrambled along job processing order π ,
see Fig. 6.5 (left). Strip π(i) has sequential predecessors in strips π(1), π(2), . . . ,
π(i − 1) and technological predecessors only inside strip π(i). This allows us to
calculate S strip-by-strip, down-and-up, according to the constraints (6.10), (6.14),
(6.16), see the pseudo-code of LA+ in Fig. 6.2. Indeed, the first operation of the job
k = π(j), has no technological predecessors, so the substitution S1,k = S1,l + p1,l
is clear. Next, formula Si,k = max{Si,l + pi,l, Si−1,k + pi−1,k + ai−1,k} in the former
loop for i = 2, . . . ,m ensures (6.10), (6.14) but not necessarily (6.16). Checking
(6.16) and adjusting Si−1,k is performed in the later loop for i = m, . . . , 2. It can be
verified that LA+ ensures the feasibility of (6.10), (6.16), (6.14).

Property 2 For the given π algorithm LA+ provides non-delay schedule S in the
time �(m · n).

Besides the theoretical analysis of the computational complexity, one expects
also experimental comparisons between LA and LA+. Using 80 flow-shop instances
with m · n ≤ 1, 000 from the benchmark set of [27] we find that the ratio of the
running time of LA to the running time of LA+ is on average 0.6 . . . 0.7 · m · n. It
means, among others, that already for medium size instances n = 50, m = 10, LA+
is approximately 300 times faster than LA. It also means that the complexity of LA
is closer to O(m2 · n2) than to �(m · n).

Properties 1 and 2 allow us to find efficiently the goal function value for π for the
majority of regular scheduling criteria, for example the makespan, mean flow time.
Prospective benefits for the minimal cycle time criterion derive from the following
property, the proof is obvious.

Property 3 T (π) ≤ Cmax(π), where Cmax(π) is the makespan found for G(π).
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6.3.2 Cyclic Schedule

We introduce graph H (π) to find the cyclic schedule S (for the given π and T )
satisfying constraints (6.4)–(6.7) converted to the equivalent form (6.10), (6.14),
(6.16), (6.18), if only such schedule exists. It vicariously provides an alternative
method of finding T (π), presented at the end of this subsection. The graph has the
form of

H (π) = (O,E(π) ∪ F(π)), (6.25)

where O and E(π) have been already defined for G(π) (graph G(π) fulfills con-
straints (6.10), (6.14), (6.16)), whereas set of arcs

F(π) =
m⋃

i=1

{((i, π(n)), (i, π(1))), (6.26)

represents constraint (6.18). Each arc has the form (6.19) and the negative weight
−T . H (π) is a non-planar graph, can be drawn as an extension of G(π) wrapped
around a cylinder, see Fig. 6.5 (right), and can be perceived as a graph with unknown
value of the parameter T . The best way is to set T = T (π), but actually we do not
know T (π). Let us assign labels Si,j to nodes in H (π) interpreted as the start time of
an operation (i, j) ∈ O, and discuss the relation between T and S.

From (6.8) it follows that T (π) is the minimal value of T for which the feasible
schedule S under constraints (6.4) – (6.7) still exists. It means that: (a) if T ≥ T (π)

then the feasible S can be found, (b) if T < T (π) no feasible S exists. Concerning
the graph in case (b) we conclude that H (π) contains a graph cycle with the length
greater then zero because of too small value of T .

Considering the broader context of using graphs, H (π) has at least two possible
applications. The former is obvious and consists in finding the schedule S for T =
T (π) with known in advance T (π). This needs a single run of, for example LA,
applied to H (π) and this T . The latter is to find T (π) through the identification of
the border value between regions of feasible and unfeasible S. This needs multiple
runs of a modified LA for variable values of T . We present hereafter more details
about the latter idea, including an extension of LA.

At first, we have equipped LA with graph cycle detector used in case (b), see
extended version of LA+E in Fig. 6.3. After the “end for v” loop LA+E checks addi-
tionally whether labels S have been set in the feasible manner. If not, ERR indicates
the lack of feasibility. Based on LA+E we have designed the following bi-partition
method. Let us assume that the minimal cycle time T (π) is located in an interval,
it means T (π) ∈ [T∗,T ∗], where T∗ is a lower bound, T ∗ is an upper bound of the
interval. One expects that S found for T ∗ is feasible, but for T∗ is unfeasible. Next
we run LA+E for trial value T = (T∗ + T ∗)/2. If for this T algorithm LA+E returns
ERR then T (π) ∈ [T ,T ∗]; otherwise, if returns OK then T (π) ∈ [T∗,T ]. The par-
tition is repeated until a stopping criteria will be met, for example T ∗ − T∗ ≤ ε,
for certain small value ε. From the formulation of LP task it follows that the num-
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Fig. 6.3 Algorithm LA+E

ber of LA+E calls in the bi-partition method until stop is unknown since T (π)

does not need to be integer. Notice, if ERR occurs, then the computational com-
plexity of single run of LA+E is �(m2 · n2), otherwise is O(m2 · n2) and �(m · n).
Therefore, finding T (π) by a bi-partition method has the computational complexity
O(n2 · m2 · s), where s is the number of LA+E calls. Therefore, the bi-partition
method with LA+E provides the algorithm of finding T (π) with the pseudo-
polynomial computational complexity. The method although theoretically interest-
ing, might not be computationally attractive comparing to those presented in the next
subsection.

One can ask whether algorithm LA+ significantly faster than LA in the non-delay
scheduling case has the similar dominance also for H (π). The improvement from
LA+E to LA++E remains true, however the potential profits are lesser comparing to
LA+E because of the structure of paths in H (π). Indeed, a graph cycle in H (π) can
go around the cylinder at most m times, which means that analyse of strips has to be
repeated m times. The appropriate pseudo-code of LA++E is shown in Fig. 6.4. To
check feasibility in LA++E we use the symbol V ← E, where V is a variable and E
is an expression: if V = E than do nothing, otherwise if V < E than set V = E and
tag = 1.

The computational complexity of single run of LA++E is�(m · n) andO(m2 · n).
To complete considerations of this subsectionwe provide themethod of setting initial
values T∗ and T ∗ for the bi-partitionmethod. From Property 3 we obtain immediately
T ∗ = Cmax(π). On the other hand, from (6.7) we have for i = 1, . . . ,m

T ≥ Si,π(n) + pi,π(n) − Si,π(1) ≥ di,π(1),i,π(n) (6.27)
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Fig. 6.4 Algorithm LA++E

where di,π(1),i,π(n) is the length of the longest path between start of node (i, π(1))
and end of node (i, π(n)) in H (π). This finding allow us to set

T∗ = max
1≤i≤m

di,π(1),i,π(n). (6.28)

Appropriate algorithm of finding di,π(1),i,π(n), i = 1, . . . ,m, can be obtained by a
slight modification of LA to run m times from the graph sources (i, π(1)), i =
1, 2, . . . ,m. It has the computational complexityO(m2 · n). Notice, in a general case
(6.28) is not a tight bound (Fig. 6.5).

6.3.3 Chain of Graphs

T (π) can be calculated precisely by using so-called chain graph G∗(π). Briefly
speaking, G∗(π) is the concatenation of m + 1 identical graphs G(π), see Fig. 6.6,
to represent the sequence ofm + 1 successive cycles indexed by x = 1, 2, . . . ,m + 1.
The concatenation has been made with the help of additional arcs going from each
last operation on a machine in some cycle to the first operation on this machine
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Fig. 6.5 Illustrative graph G(π) for LA and strips used in LA∗ (left). Wrap-around-cylinder graph
H (π) for this instance (right)

Fig. 6.6 Chain graph for the instance

in the next cycle. We will provide hereafter a more precise and formal descrip-
tion. In order to avoid too excessive mathematics, in this subsection we denote
by single index j the operation j ∈ O (actually, j is the pair). The graph has the
form

G∗(π) = (O∗,E∗(π) ∪ W ∗(π)), (6.29)

with a set of nodes

O∗ =
m+1⋃

x=1

Ox, Ox = {jx : j ∈ O}, (6.30)

whereOx is the xth copy of the setO; we denote by jx the operation j in the xth cycle.
Likewise, we define the extended set of arcs

E∗(π) =
m+1⋃

x=1

Ex(π), Ex(π) = {(ix, jx) : (i, j) ∈ E(π)}, (6.31)

where Ex(π) is the xth copy of E(π). To link copies of graphs we define additional
arcs with no weights
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W ∗(π) =
m⋃

x=1

Wx(π), Wx(π) = {((l, π(n))x, (l, π(1))x+1) : l ∈ M }. (6.32)

G∗(π) can be perceived as an extension of G(π), so we will introduce also the
extended schedule vector Sj, j ∈ O∗.

Any path from ix to jy, x ≤ y, inG∗(π), y ≤ m + 1 can be described by a sequence
of nodes from O∗ occurring in this path

Uix,jy = (u0, u1, . . . , uv), (6.33)

where u0 = ix, uv = jy. Since there may exist many alternative paths from ix to jy,
then we denote by L(ix, jy) the length of the longest one among all paths from ix to
jy, formally

L(ix, jy) = max
U

v−1∑

i=0

(pui + cui,ui+1), (6.34)

where cui,ui+1 is the weight of the arc ui → ui+1 and maximization runs over all paths
U defined by (6.33). We supplement this definition setting L(ix, jy) = ∞ if path U
does not exist. L(ix, jy) depends on π , however for the convenience sake of notation
we do not express this fact directly. Values L(ix, jy), ix, jx ∈ O∗ can be found either
by LA or LA∗ with respect to G∗(π).

Property 4 The calculation of L(ix, jy) for any ix, jy ∈ O∗ in G∗(π), can be done
by LA in the time O(m6n3) and by LA+ in the time O(m4n2).

Graph G∗(π) has �(m2n) nodes and �(m2n) of arcs, see (6.30)–(6.32). For
each source node ix ∈ O∗ we can run either LA or LA+ to obtain paths from this
ix to all jy ∈ O∗. Whence, the final computational complexity for LA is O(m2n) ·
O((m2)2n2) = O(m6n3), whereas for LA+ is O(m2n) · O(m2n) = O(m4n2).

Considering relations between time events in the extended schedule S found on
the base on G(π), we conclude that

Sjy − Six ≥ L(ix, jy). (6.35)

Inequality (6.35) has an immediate application as follows.

Property 5 We have

T (π) = max
k=2,...,m+1

max
l=1,...,m

L(a1l , a
k
l )

k − 1
, (6.36)

where akl = ((l, π(1))k .

Now, we are ready to formulate the algorithm of finding T (π).
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Property 6 T (π) can be calculated from (6.36) by using graph G∗(π) and LA in
the time O(m5n2) and by using LA+ in the time O(m3n).

The properties imply various optimization strategies: (A-1) use Cmax(π) instead
of T (π) in order to evaluate the upper bound on a time window for cyclical schedule
S (see Property 3), (A-2) find πA by using an approximate method A with Cmax(π)

criterion, then calculate T (πA) once (see Property 3), (A-3) find πA by using an
approximate method A with T (π) criterion (see Property 6).

It is clear, comparing Property 6 with Property 3, that variants (A-1) and (A-2)
are faster than (A-3). The question “whether these algorithms remain competitive in
terms of quality” will be verified next in computer tests.

6.3.4 Block Properties

The path in any graph we describe by a sequence of nodes, see (6.33). Path length
is defined as the sum of node weights plus the arcs weights, see (6.34). The path
Uπ = (w0, . . . ,wv) for which right-hand-side of (6.36) reaches the maximal value
we call the extended critical path (ECP). Uπ can be naturally decomposed into
sub-sequences of operations having specific features: “pass through machine” and
“pass through the job”. Operations passing through the machine can be intermixed
(more precisely jobs having these operations can be altered),while operations passing
through the job cannot be intermixed due to belonging to the same job. Then, only the
former type of sub-sequence can be considered in the context of possible improving
T (π). Themaximal sub-sequence of the critical path containing nodes corresponding
to successive operations processed on the same machine is called the block and is
denoted by Ba:b, a ≤ b, a, b ∈ {0, . . . , v}. In each block we distinguish the first a and
the last b operation of the block; the remaining operations Ba+1:b−1 constitute the
internal block. Although notions block and internal blocks have appeared inmany our
earlier papers, see for example [13, 19], for the considered problem these notions are
unusual. They have completely different meaning since ECP corresponds to several
laps around the cylinder, but still behaves analogous elimination properties.

Property 7 Let σ be the new processing order of jobs obtained from π by altering
jobs corresponding to operations processed on certain machine. If T (σ ) < T (π),
then at least one operation from at least one internal machine block is processed
before the first or processed after the last operation of this block. Processing of jobs
are adjusted accordingly.

Property 7 is a nontrivial extension of the so-called block property from our earlier
papers, [13, 19], which has become the flagship approach of our research team.



6 Using Graphs for Modeling and Solving … 119

6.4 Parallel Methods

Twomethods of parallel determination of theminimum cycle time for the determined
order of operations π will be presented below, differing in their operation time and
the required number of processors.

6.4.1 Parallel Determination of the Longest Paths in the
Graph

Later in the work it will be required to quickly determine the longest paths in the
graph between all pairs of vertices. Typically, a variant of the Warshall-Floyd algo-
rithm with the longest paths (the shortest in the original being determined) is used
sequentially, see Cormen et al. [7] for detail. However, when running the algorithms
in a multiprocessor environment, it is preferable to parallelize the less efficient algo-
rithm sequentially, called the longest path algorithm based on the Cormen et al. [7]
matrix multiplication idea. This algorithm has a sequential complexity of O( o3

log o ),
where o is the number of vertices in the graph.

In the further part of thework, a parallel version of this algorithmwill be proposed,
with the computational complexity of O(log2 o) with the use of O( o3

log o ) processors.
Algorithm starts from an idea of Gibbons and Rytter [10] for the shortest paths. It has
been developed in the paper of Steinhöfel et al. [26] for the longest path and requires
O(o3) processors, and then in the work [3] in the version for O( o3

log o ) processors.
As the algorithm requires simultaneous reading and there is no parallel writing to
memory cells, theCREWPRAM(ConcurrentReadExclusiveWrite ParallelRandom
Access Machine) is an adequate model of parallel computing.

Let A = [aij]o×o be the distance matrix of a certain graph, which is the input of
the algorithm. As the output algorithm will return the matrix A′ = [a′

ij]o×o defined
as follows:

a′
ij =

{
0 for i = j,
maxi=i0,i1,...,ik=j{ai0i1 + ai1i2 + · · · + aik−1ik } for i �= j,

(6.37)

where the maximum is determined for all possible strings of indices i0, i1, i2, . . . , ik ,
so that i = i0 and j = ik . The value of a′

ij is the length of the longest path from the
vertex i to j in the graph with the distance matrix A. The algorithm will addition-
ally use auxiliary matrices: M = [mij]o×o (two-dimensional) and Q = [qijk ]o×o×o

(three-dimensional).
Steps 1 and 3 can be performed in O(1) constant time on O(o2) processors. In

step two, the maximum can be calculated over timeO(log o)withO( o
log o ) processors

(see Bożejko [4]). By using o2 processors, each of which has a group of O( o
log o )

processors to determine the maximum in parallel, the entire Step 2 can be performed
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Input : A matrix;
Output: A′ matrix;
{Step 1}
parfor all (i, j), i = 1, 2, . . . , o, j = 1, 2, . . . , o do

mij ← aij;
end
{Step 2}
for iter = 1, 2, . . . , log2 o� do

parfor all (i, j, k), i = 1, 2, . . . , o, j = 1, 2, . . . , o, k = 1, 2, . . . , o do
qijk ← mij + mjk ;

end
parfor all (i, j), i = 1, 2, . . . , o, j = 1, 2, . . . , o do

mij ← max{mij, qi1j, qi2j, . . . , qinj};
end
parfor all (i, j), i = 1, 2, . . . , o, j = 1, 2, . . . , o do

mij ← max{mij, qi1j, qi2j, . . . , qioj};
end

end
{Step 3}
parfor all (i, j), i = 1, 2, . . . , o, j = 1, 2, . . . , o do

if i �= j then
a′
ij ← mij;

else
a′
ij ← 0;

end
end

Algorithm 1: ParLongestPaths(A,A’)

in O(log2 o) using O( o3

log o ) processors, which determines the complexity and the
number of processors required for the entire method.

6.4.2 Parallel Determination of the Minimum Cycle Time

Property 8 The value of theminimum cycle time in the problem under consideration
can be determined in time O(log2 o) on O( o3

log o )-processors CREW PRAM.

Proof The longest paths in a chain graph G∗(π) can be determined by the
ParLongestPaths algorithm in the time O(log2 m) on O( m3

logm )-processors
CREWPRAM (substituting the number of machinesm in place of o). As an result we
will obtain amatrix ofm2 lower bounds of theminimal cycle time, fromwhich at least
one—the greatest one—is an exact value of the minimal cycle time T (π). The mini-
mum ofm2 values can be determined over timeO(logm2) = O(2 logm) = O(logm)

on a CREW PRAM with O( m2

logm2 ) = O( m2

logm ) = O( m3

logm ) processors. Additionally,
the time required to determine the weights in the G∗(π) graph should be taken
into account, which (using the already mentioned ParLongestPaths algorithm
applied to theG(π) graph) isO(log2 o) onO( o3

log o )-processors theCREWPRAMand
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determines the complexity ofO(max{log2 o, log2 m}) = O(log2 o) and the number of
processors O(max{ o3

log o ,
m3

logm )}) = O( o3

log o ) of the entire method. The last inequality
is due to the fact that o > m.

Property 9 The value of the minimum cycle time in the problem under considera-
tion can be determined in time O(o + log2 m) using O( m3

logm )-processors the CREW
PRAM.

Proof The procedure presented in the proof of the previous theorem should be used,
with the difference that the longest paths in chain graphG∗(π) should be determined
using the method based on a vertex review in topological order, analogically to the
LA+ algorithm. This method has a sequential complexity of O(mo) = O(m2n) (the
number of operations o = m · n) due to the fact thatm times itmust perform the vertex
review procedure in topological order, starting each time from the next source—a
vertex representing the execution of the first operation on the machine. This routine
can be easily paralleled by using m processors and getting O(o) parallel run-time.

The remaining elements remain the same as in the proof of Property 8, i.e., the
longest paths in time shouldbe found inO(log2 m)withusingO( m3

logm )processors, and

then find the maximum fromm2 calculated values, in timeO(logm) withO( m2

logm ) =
O( m3

logm ) processors. The total time will then beO(max{o, log2 m}) = O(o + log2 m)

and O(max{m, m3

logm )}) = O( m3

logm ) processors.

Despite the worse computation time of the method related to the Property 9, it
may be in practice more beneficial from a practical point of view, because it requires
a much smaller number of processors.

6.5 Application

A firm cooperating with our University would like to optimize the process of pro-
ducing building blocks made of the cellular concrete. The factory provides blocks in
combination of various sizes and various physical features fitted to the building con-
struction purposes. The technological process consists of eighth stages performed
consecutively, see Grabowski and Pempera [12] for details:

1. mixing the concrete ingredients (depending on the concrete sort),
2. filling the chosen size mould by a liquefied concrete,
3. primal establishing concrete in a mould to get a soft texture,
4. snipping blocks from soft concrete,
5. product quality control,
6. hardening of blocks in specific conditions (pressure, temperature),
7. transportation of blocks to the warehouse,
8. transport of blocks to clients.
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A fixed portion of blocks (their number, geometry, physical properties) ordered by a
client is called the production task. There is a pre-defined set of various tasks to be
performed in the factory. Because of the technology requirements, there exist bounds
on waiting times between operations 1 and 2, 2 and 3, 3 and 4. Indeed, filling the
form can be performed immediately after the mixing components step, but not too
late because of the fast hardening process of liquefied concrete in the mixing unit.
After the filling themould in step 2, the primal hardening of the concrete in themould
(step 3) should be in some range of waiting time given by appropriate lower/upper
bounds. Snipping operation in step 4 cannot be preformed too late after operation 3
because of possible hardening of the concrete in themould. The optimization process
can be considered in two contexts: (a) having the given the set of tasks, we would like
to find the schedule minimizing the makespan, (b) having the set of tasks performed
in the repetitive way, we would like to find the cyclic schedule minimizing the cycle
time.

6.6 Conclusions

To our best knowledge, the proposed modelling fashion of “limited waiting-time”
constraints as well as cyclical schedule are unusual. Various graphs play the signifi-
cant role in the modeling as well as the solution technology. The problem has been
decomposed into two sub-problems: (1) to find the optimal processing order, and (2)
to find the minimal cycle time for the given processing order. For the sub-problem
(2) we have proposed a few methods based on graph properties as well as parallel
computations. For the sub-problem (1) we have introduced through graphs some
elimination properties for local neighbourhood search metaheuristics.

Further research are needed to verify experimentally theoretical findings and
to compare proposed approaches. The whole approach can be extended on other,
more complex cyclic scheduling problems (as an example job-shop), problems with
buffers, and so on. Each of proposed algorithmcanbe embedded in anymeta-heuristic
algorithm seeking the best job processing order π . In turn, the proposed methodol-
ogy of parallel determination of the minimum cycle time can be used both on the
multi-core CPU platform and GPU co-processor platform, which has recently been
growing in popularity.

Acknowledgements The paper is partially supported by the National Science Centre, grant OPUS
no. DEC 2017/25/B/ST7/02181.
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Chapter 7
Using Graphs in Processing of Light
Microscope Medical Images

M. Ždímalová, A. Chatterjee, M. Kopáni, and H. Svobodová

Abstract We consider graph theoretical approach to image processing, especially
to segmentation of the biological images. At first, we provide a brief overview of
methods from graph theory used for to image segmentation. Next, we focus on graph
cuts method and its application in image processing. We show how we transform
an image to a graph and corresponding segmentation network. Then, we show how
we deal with segmentation of the real biological data. We define a completely new
method for pre-processing data to get realistic results. We bring new pre-processing
algorithm for preparing data for segmentation and also postprocessing counting of
results and verifying the hypotheses. The chapter fullfils expectations of medical
and biological researchers to get mathematical methods and tools for analysing
the results and verifying the hypotheses. It refers to user-defined requirements of
data processing, numerical evaluation, counting of cells or minerals, percentual
performing, counting of minerals in the tissue. Our own contribution is the “soft-
ware”, is created on special properties, requirements and requests on biological and
medical researchers, because free and open software commonly available on Internet
does not give them satisfying results. We want to show that graphs and its applica-
tions bring enough good tools for processing iron in medical and biological data. We
used biological data in the connection with Alzheimer disease to achieve our goal.

Keywords Graph cuts · Clustering · Segmentation · Computer image analyses ·
Alzheimer disease
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7.1 Introduction

In computer vision, image segmentation is the process of dividing a digital image
into multiple segments (sets of pixels, also called as super pixels). The objective of
segmentation is to simplify or modify the representation of an image into something
that is more significant and easier to analyze [1, 2]. Image segmentation is normally
used to trace objects and boundaries (lines, dots, curves, etc.) that appear in images.
Image segmentation is the process of allocating a label that shares somepictorial char-
acteristics. The outcome of image segmentation is a set of segments or regions that
together represent the entire object. Every pixel in a region is similar to eachotherwith
respect to certain characteristics briefly computed property, such as color, texture,
intensity etc. Neighboring areas of regions are meaningfully different with respect to
the same characteristics [1]. Itmeans that areas getting by segmentation have different
properties and these differences divides the picture into region and objects. The
structure of the graphs is always a grid and its extensions into a network. Numerous
practical applications of image segmentation, are for example, medical images—
finding tumors and other pathological tissues, computer—guided surgery, treatment
planning, optical character recognition (OCR), the study of anatomical structures,
i.e. locating objects in satellite images (roads, rivers, forests, etc.), face recogni-
tion, traffic control systems, fingerprint recognition, brake light detection, agricul-
tural imagining-crop disease detection, machine vision. Some general-purpose algo-
rithm and techniques have been developed for image segmentation. Since there is
no common solution to the image segmentation problem, these techniques have to
be combined with sphere knowledge towards effective solution of an image segmen-
tation problem for a problem domain. The methods can be classified in three main
categories: traditional methods, graph theoretical methods, combinations of both the
traditional and graph theoretical methods.

In this chapter we focus on graph theory approach to image processing. We
show the application of graph cuts method to segmentation and its application for
proceeding and analyzing real bio-medical. We present a new method for prepro-
cessing data, proceeded real bio-medical data in connection with Alzheimer disease.
Alzheimer disease, is a neurodegenerative brain damage. Amyloid plaques and tau
proteins damage neurons and destroy their function [3, 4]. Patients have memory
impairment and cognitive problems [5–6]. Prevalence of the Alzheimer disease
increases with increasing age of population [7]. Problem is that we do not know
restore to health these patients and also, diagnostic is possible mostly in late stage
of this disease after cognitive and memory problems started, [8]. Therefore, early
diagnostic is vital for Alzheimer patients [9, 10]. Many experiments from last years
showed changes in iron metabolism in brain—mostly in cortex and in hippocampus,
which is associated with memory [4, 7, 11–12]. Hence, we aim to iron in cortex
area. Knowledge about iron changes could help early diagnostic and could prolong
patient’s life [13, 14]. This contribution is unique in the sense, that we created a
new program with implemented a completely new preprocessing algorithm with
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combination of graph cuts algorithms. We need to highlight that the new own soft-
ware was created on special requirements for medical and biological data. Biologists
very often needs for their processing of data mathematical tools which will give
them adequate results. They need mathematical proofs for give finding elements,
minerals in samples. The free software or open source programs will often not give
enough good and satisfying answers for their analyses. Even open software like
Image J [15], Cell profiler [16], Meta Morph [17, 18], Ilastic [19] and others did
not give them enough good results. On Faculty of Medicine, Comenius Univer-
sity in Bratislava, researchers usually use just basic threshold methods, which will
not give good segmentation and definitely not any kind of numerical evaluation of
medical data. We even cannot discuss give this way number of elements, minerals or
percentage presentations of segmented elements in these samples. Our contribution
arises in direct call from practice, for the special analyses of biologists. We created
special software with implemented our new algorithm for preprocessing of data, and
also postprocessing for evaluating results. Others known methods were not suitable
for these data. This contribution satisfied special requirements of real medical anal-
yses. It happens very often that for some kind of special biological research biologist
needs to answer special kind of questions. Special programs of special properties
need to be created on the calls from real biological research. Biologists were not
able to obtain their analyses by the basic methods. But our own program gave them
good results and evaluations. The paper discusses graph theory approach to image
segmentation. We use the method of graph cuts for analyzing bio-medical data. In
Sect. 7.2 we discuss used biological material and samples and data and methods.
In the third section we give an overview of graph theory methods used in image
processing and some others examples. In the Sect. 7.4 we define new preprocessing
method handling biological data. In Sects. 7.5 and 7.6 we summarize results and give
quantitative evaluation of samples—detection iron in the samples.

7.2 Material and Methods

Our research was performed on Alzheimer mouse model APP/PS1, which is
good explored and these animals have mutations lead to Alzheimer disease, [20,
21]. We used wild-type littermates (wt) as controls. Animals were in standard
laboratory-controlled conditions with 12:12 light-dark cycle. They had food and
water ad libitum. Experimental animals were sacrificed in different ages—2.5month,
8months, 13months, 24months. Brainswere perfused and collected to 4% formalde-
hyde. After 4 h, the brains were dehydrated in 30% saccharose overnight. We cut the
brains into 35 μm sections with microtome (Leica SM 2000F, Wetzlar, Germany).
Sections were stained with Perl´s blue for iron with DAB (3,3′-Diaminobenzidine)
[22]. After staining, we could observe iron as dark brain dots. For visualization of
amyloid plaques, we used congo red staining in the same section [23]. The stained
samples were observed with microscope (Zeiss, Gottingen, Germany) and photos
were taken with attached AxioCamMRc 5 camera (Zeiss, Gottingen, Germany). We
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took photos from cortex area of each section. We continue with data analysis and
graph theory approach for segmentation of data.

7.3 Segmentation and Pre-processing Method

We created the software based on graph cutting algorithms as well as new pre-
processing method. The program was created in C++. The process of preprocessing
data, image segmentation and postprocessing data consists of the following steps:

1. Data collection from a microscope.
2. Pre-processing of the data: thresholding combined with new algorithm.
3. Software initialization and specific input image loading. (the graph cut algo-

rithm).
4. Processing of the data-segmentation using graph cuts. (the graph cut algorithm).
5. Counting of the segmented objects.
6. Output saving: image and numerical data.

The process of segmentation using graph cut will be described in details in the
next chapter. Now we present a new approach to data pre-processing. We need to
note that if we used directly origin images from microscope and use graph cut, we
did not get results with weak real interpretation. Therefore, on the request of the
specialist of the images we developed a new algorithm for data pre-processing for
getting real quantity of iron in the data.

The usual process of grey thresholding and other traditional thresholdingmethods
involve defining a range of brightness value in the original image, then selecting
the pixels within the range as belonging to the foreground and rejecting all of the
other pixels to the background. The problem with this type of algorithm is that it
does not segregate between two pixels of the same brightness but different colour
schemes. Hence, detection of small brown dots in a biological image using simple
thresholding leads to a lot of false positive counts. For example, while attempting
to identify the iron samples (small brown dots represented by brown arrows) in
Fig. 7.1, the algorithm also wrongfully identifies the artefacts (black dots), amyloid
(red spots shown by black arrows), and the occasional dark spots in the Brain cortex,
just because all of them have the same brightness.

Hence, we came up with the RGB based multispectral thresholding method. In
any given color image, every pixel is characterized by three RGB values. We extract
the RGB values of every pixel and apply hard thresholds on each of the 3 channels,
i.e. the red, blue and green channels separately. The hard thresholds are decided by
examining the training set of images and listing theRGBvalues of all the pixelswhich
are known to be our target. The minimum and maximum values in that list of all the
three colors are then accepted as boundaries. An error of 10% is allowed on either
side of the boundaries for experimental purposes. These multiple criteria are then
combined with a logical AND operation, where we reject all of those pixels which
do not meet the one or more of the three thresholds to the background and accept all
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Fig. 7.1 Brain cortex sample for detecting presence of iron

the other pixels as belonging to the foreground. The mathematical equivalent of the
technique is depicted from Eq. (7.1)–(7.4)

g1(x, y) =
{
1, Lr < r(x, y) < Hr ,

0, otherwise.
(7.1)

g2(x, y) =
{
1, Lg < g(x, y) < Hg,

0, otherwise.
(7.2)

g3(x, y) =
{
1, Lb < b(x, y) < Hb,

0, otherwise.
(7.3)

h(x, y) = g1(x, y) AND g2(x, y) AND g3(x, y) (7.4)

Here, Lr , Lg , and Lh depict the target lower limits of the red, green and blue chan-
nels respectively, while Hr , Hg , and Hb signify the upper limits. r(x, y), b(x, y),
and g(x, y) signify the red, blue and green values on the RGB scale of the pixel
with x and y as coordinates. h(x, y) gives the coordinates of the pixels which match
the target RGB thresholding and are potential iron samples present in the Brain
cortex. But this doesn’t eliminate the occasional dark spots in the brain cortex which
might be mistaken for iron. Hence, from the training set of images, the coordinates
signifying the iron samples are curated, and the maximum size of a cluster formed
by adjacently placed pixels from that list is determined. Let this value be repre-
sented by S. Every (x, y) with g(x, y) = 1 in the test images is associated with a
cluster. The condition for considering a given pixel P(x, y) as a part of a cluster is
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if g(x, y + 1), g(x + 1, y + 1), or g(x + 1, y) = 1. If yes, then P is considered a
part of the cluster, and 1 is added to the cluster size. Iterating this for all the identi-
fied points, a list of possible clusters is curated. The size of a cluster is equal to the
number of pixels associated with that cluster. If the total size is greater than S, then
that cluster and all those points are discarded. This is based on the notion that real
iron dots would be detected inside the cell cytoplasm and hence large associations
of dark dots don’t signify iron. Determination of whether the thresholding method is
successful or not, relies solely on human intervention. Therefore, the threshold value
needs to be varied until acceptable results are achieved, based on human observa-
tion. That is why, in carrying this method, it may be necessary to do a few levels of
thresholding in order to get the best results.

Others steps of the process are provided by graph cuts methods. We describe
graph approach in the next chapters. We describe in details how the graph cuts will
be provided as well how we bring the overview of many segmentation methods.

7.4 Graph Theoretical Approach to Image Segmentation

Many methods of image segmentation lead to the graph theory. We need to define at
first certain concepts [24–25].

Let G = (V, E) be a graph, where V = {1, 2, . . . , n}, is a set of vertices that
correspond to the image elements, which might be represented pixels or regions in
Euclidean space. Let E, E ⊆ 2V be the set of edges that connects certain pairs of
neighboring vertices.

• Each edge {i, j} ∈ E, i, j ∈ V is measured by the weight wi j , i, j ∈ V , which
represents a certain quantity based on the property between the two vertices
connected by that edge.

• The image can be divided into separate mutually exclusive components, being
accepted that each component A is a connected graph G = (

V ′, E ′), where
V ′ ⊆ V, E ′ ⊆ E and E ′ contains only the edges (arcs) created from the vertices
in V ′.

• For the components it should be valid that the properties such as brightness value,
color, and texture are similar throughout the whole component.

• Then, the degree of dissimilarity of two components can be calculated as the cut of
the graph. A graph is related to a set of edges by which the graph G is partitioned
into two disjoint sets A and B.

• As a consequence, the segmentation of an image can be interpreted in form of a
graph cut. The graph cut value is defined as in Eq. 7.5.

cut(A, B) =
∑

i∈A, j∈B
wi, j , (7.5)
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where i and j are vertices of the different components. Afterwards, the issue of image
segmentation can be treated as an optimization problem in which we try to minimize
according certain criterion.

• In this case it shall be optimal to divide the graph into two segments, which
minimize the graph cut.

• It is difficult to obtain an accurate image segmentation solution. Therefore, it is
more appropriate to solve this problem with optimization method.

The optimization-based approach formulates the problem as a minimization
according to some established criterion, whereas one can find an exact or approxi-
mate solution to the original uncertain visual problem. The optimal bi-partitioning
of a graph can be taken as the one which minimizes the cut value in Eq. (7.1). Image
segmentation can be formulated also as a labelling problem, where a set of labels L is
assigned to a set of sites in S. In two class segmentation, for example the problem can
be described as assigning a label f i from the set L = {object, background} to site
i ∈ S, where the element in S are the images or regions. Labelling can be performed
separately from image partitioning. They achieve the same effort on image segmen-
tation. Many methods perform both partitioning and labelling simultaneously [1,
26, 27]. In the following text, we describe the basic partitioning methods using the
knowledge from the graph theory [28, 29]. Methods in image segmentation can be
categorized into automatic methods and interactive methods. Automatic segmenta-
tion is desirable in many cases for its convenience and generality. However, in many
applications such as medical or biological imaging, objects of intersect are often
ill-defined so that even sophisticated automatic segmentation algorithms would fail.
Interactivemethods can improve the accuracy by incorporating prior knowledge from
the user however, in some practical applications where a large number of images are
needed to be handled, they can be of high cost and much time consuming.

Minimal cuts methods. Using the method of graph cutting for image segmentation
was firstly proposed by Wu and Leahy [1, 2]. Graph cut based methods possess a
distinctive property against previous methods in that a general framework of opti-
mally partitioning the graph globally is presented. This brings the advantages that
for different applications different cost functions can be designed with a clear defi-
nition of segmented objects. Graph cut provides a graph partition: minimizing this
cut makes vertices in different sets dissimilar. It also requires that the vertices in
the same set be similar These two requirements are studied by existing graph cut
methods which try to meet one or two of these requirements [1, 26].

Normalized graph cuts: In addition to graph cut defined in the Eq. (7.6), there are
alternative definitions of cuts for which we want to minimize the value. From the
previous statement, the advantage of these methods is apparent, including the ability
to use different types of cuts for various applications. The main disadvantage of the
cut defined as before Eq. (7.2) is a preference for finding small components. This
problem can be solved by using a normalized cut. The graph cut is measured by the
weights of vol(.), which is the total connection from vertices in a set (e.g. A) to all
the vertices in the graph [2, 30, 31]. Formally we have depicted in Eq. 7.6
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vol(A) = wi, j , (7.6)

where the weight wi j , i, j ∈ {1, . . . , n}, measures a certain image quantity (e.g.
intensity, color, etc.) between two vertices connected by that edge. Then N cut cost
function is defined in Eq. 7.7 as

Ncut(A, B) = cut(A, B)

vol(A)
+ cut(A, B)

vol(B)
. (7.7)

Graph cut with shape prior. Incorporating the shape prior in graph cut has been
proven to be very useful for image segmentation. This visual clue can be added in
the regional term or the boundary terms to force these segmented objects to follow
a certain pre-defined shape. The idea of using a signed map function to represent
some shape was proposed by Kolmogorov [32]. The gradient flow evolution of a
surface was computed by L2 distance from the drift from its current position. It
guarantees that the shape is not very far from the involving process. Freedman et al.
used similar ideas in level-set methods to specify the template as a distance function
whose zero-level set corresponds to the template, Das et al. and Veksler [1, 2, 26, 30]
studied more general shape prior for image segmentation. These shapes are defined
on the relative positions of neighboring pairs of pixels. The neighborhood system for
incorporating the shape constraints is the same as the boundary constraints. In two
labelling cases, minimizing the shape-based energy functions can be accomplished
exactly with a graph cut if all the pairwise terms are submodular.

Interactive graph cut methods. The interactive property of graph cut allows an effi-
cient editing of segmentation results. The lazy snapping and Grabcut [26] provides
quick object marking schemes for better user experience. Users are allowed to
lose position seed points to indicate which parts of the image are objects and
modify the segmentation results by editing the boundary with some soft constraints
[2, 26, 30, 33].

Efficient graph-based Image Segmentation. This method divides an image into
regions or segments [1, 26, 30]. A predicate is defined to measure the indication for
a boundary between two regions of an image, using a graph-based representation.
Afterwards, an efficient segmentation algorithm is developed based on this predicate.
It shows that although the algorithm makes avaricious decisions it produces image
segmentation that fulfils global properties. The algorithm applied to image segmen-
tation uses of native neighborhoods in creating the graph and determines the results
with both actual and artificial images. The algorithm runs in time, approximately
linear in the number of graph edges and also in quick practice.

Iterated Graph Cuts for Image Segmentation. This technique begins from a sub-
graph of a given graph representing an image. This includes the user labelled fore-
ground or background regions. This technique works iteratively to label the neigh-
boring nonsegmented regions or image segments. In order to get better efficiency and
robustness of image segmentation, the mean shift method is used to split the image
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into homogenous regions, and then the iterated graph cuts algorithm is implemented
by compelling each region, rather than every pixel, as the graph node for image
segmentation [2, 26, 30, 33].

Segmentation using minimal spanning trees. Methods are based on minimal span-
ning tree [1, 26]. Frame T is a tree of a graph G = (V, E), V is the set of vertices of
G, E is the set of edges of G, such that T = (

V, E ′), where E ′ ⊆ E . To find such
a minimal spanning tree, we may use for instance Prime’s algorithm, in which we
iteratively add edges to get a tree with the smallest weights.

Segmentation using Euler graphs. This technique explains an algorithm for image
segmentation problem using the concept of Euler graphs in the graph theory. The
image is treated as an undirected weighted non planar finite graph G, and then image
segmentation is treated as graph partitioning problem. This method locates region
boundaries or clusters and runs in a polynomial time. Subjective comparison and
objective estimations show the efficiency of the method in different image domains.
The algorithm begins by randomly choosing an edge and tries to form closed regions.
During the process, open paths are formed [2, 26, 30, 33].

Shortest path-based method.Methodsbasedon the shortest paths in graphs. Finding
the shortest path between two vertices is a classical problem of the graph theory (for
further reading on shortest paths in the graph, see [1, 2, 30, 33]). The best-known
algorithm that solves this issue is Dijkstra’s algorithm. Segmentation problem, in
which we are looking for the best segment boundaries, is reformulated as a problem
of finding the shortest path between two vertices. In practical applications, the user
interaction is applied, thereby it increasing the accuracy of the segmentation. The
live-wire method is used, which allows the user to select the first point on the border.
Subsequently, the shortest route between the first point and the actual location of the
cursor is displayed in real-time. We also mention a segmentation technique called
“Intelligent Scissors”, based on the principle of seeking the shortest paths in a graph.

Graph cuts based on Markov random fields. Studying psychology has shown that
for interpreting an image is necessary to take into account the context of the image
information. It means that if we attempt to identify an object which we do not see
entirely, we may not succeed. The image should, therefore, be understood in the
visual and spatial context. The theory of Markov random fields allows this approach
[1, 26, 33].

For completeness of the survey we refer to classical other methods too:

Thresholding methods [17]. It is the simplest technique of all image segmentation
methods. This method is constructed on a threshold value, used to transform a grey-
scale image into binary image. The basic objective of this technique is to select a
single threshold value. Thresholding is one of the broadly used methods for image
segmentation. It is useful in discerning foreground from the background. By selecting
suitable threshold value T , the grey level image can be transformed to binary image.
The binary image should contain every important information about the position
and shape of the objects of interest (foreground). The advantage of gaining first a
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binary image is to reduce the complexity and image classification. The best way to
convert a grey-level image into a binary image is to select a single threshold value T .
Then every grey level value below this T will be classified as black, and those above
the value of T will be white. The segmentation problem depends on selecting the
proper value for threshold T . In actual applications histograms are more complex,
with various peaks and not clear valleys. One disadvantage of the method is that
it is not always easy to select the value of T . There are more threshold methods:
Minimum Thresholding, Iterative Thresholding, Entropy based Thresholding, Otsu
Thresholding, e.t.c.

Region growing methods. This method is based on an expansion of an object
detected inside of an object, [1, 34, 35]. We choose object seed pixels (inside an
area to be detected) and then we are searching for neighboring pixels with similar
intensities as has the object seed pixel (in 4 or 8 different directions). The algorithms
work until none of the remaining pixels is similar to each other. Then the whole
object is discovered.

Level sets methods. Level sets are an important category of modern image segmen-
tation techniques based on partial differential equations (PDE), i.e. progressive eval-
uation of the differences among neighboring pixels to find object boundaries, [2,
33]. Ideally, the algorithm will converge at the boundary of the object where the
differences are the highest.

We mention also many others methods: Histogram based methods [2], split and
merge methods [36], methods based on comparison [37], watershed transformation
[1], segmentation using neural networks [27], fuzzy approach [38, 39], active contour
models [27], and others.

7.4.1 Graph Cutting

We introduce segmentation by graph cutting and its application to real biological data.
Segmentation problem has been studied for many years [1, 27, 30, 33]. We focused
on graph theoretical approach to segmentation which is called “graph cutting” [24–
25, 32–40]. It means that we have data represented as an image. We convert data
to the graph representation by a network. In the network we search for a maximal
flow which corresponds to a minimal cut in the network. According [24–25] the
minimal cut in network is the equivalent problem to finding a segmentation. We
created programs in C++ platform which segment images of data and return outputs
according to specific requirements for biological purposes of finding minerals in the
corresponding data.
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7.4.2 Graph Cuts in Image Processing

The aim of a segmentation is to divide an image into regions and thus simplify its
representation. In our case we will consider two kinds of regions: object regions
and background regions. The output is a binary image with one value representing
“object” and the other “background”. Both “object” and “background” segments
can be composed of several isolated parts. Each region contains pixels with some
common characteristics. The segments created in this way should correspond with
the input data and the output binary image can be easier to analyze. In general, the
segmentation algorithms are based on a similarity and discontinuity properties. Each
of the pixels in a region is similar with respect to some characteristic or computed
property, such as, e.g., the intensity. Neighboring regions are significantly different
with respect to the same characteristic on their border, we usually observe significant
intensity changes. The segmentation based on the graph cuts in image processing
was first introduced in [24, 41]. More detailed information on origin of a graph
theoretical approach in image processing can be found in [24, 41, 30, 33]. First, we
explain in details segmentation based on the minimization graph cut algorithm. We
discuss methods evaluating the maximal flow for the image to extend a minimal cut
in a graph or a network. In graph cutting there are generally two main approaches
how to extend the maximal flow. The first one focuses on the algorithms based on
augmenting paths in a network or a weighted graph, and the second one is “push-
relabel” methods and algorithms. In this part, we deal with the first approach finding
the graph cuts based on a maximal flow for image segmentation based on algorithms
looking for the augmenting of the shortest paths in the network. The link between
graph cuts and segmentation is the following: let vertices of a graph represent pixels
(voxels) and let graph edges represent neighborhood relationships between them. The
cut part vertices of the graph. The minimal cut determines the segmentation optimal
with respect to the weights of a graph. These weights must be set at the beginning in a
reasonable way. The techniques use a well-known combinatorial fact that a globally
minimal graph cut with two terminal nodes can be obtained in a polynomial time.
One of the main advantages of this interactive method is that it provides a globally
optimal solution when the cost function is clearly defined. If we compare this method
with simulated annealing, where we are never sure that our minimum is global, in our
method we get a globally optimal solution. Thus, the segmentation can be controlled
more reliably.

7.4.3 Segmentation as a Minimization Problem

We describe the segmentation method described in [24–25, 42]. Let us consider a
set of data elements P and a neighborhood system given by a set N of all unordered
pairs {p, q} representing neighboring elements in P . In our case, P determines a
set of pixels in a 2D grid and N contains all unordered pairs of pixels p, q. We use
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a standard neighborhood system consisting of four nearest neighbors. Let p denote
a pixel in an image. Let us have an image with M pixels and let Ip express the
intensity of a pixel p. The segmentation is defined as an unambiguous assignment
of every pixel to an object or to a background. It will be represented by a vector
Z = (Z1, Z1, . . . , ZM)with values from the set “object”, “background”. The cost of
segmentation is defined in terms of boundary and region properties. It is determined
in such a way that every pixel p is assigned a value of a regional property Rp

and a boundary property B(p,q), which can be understood as penalties for a wrong
assignment of a pixel to an object or a background, and the resulting segmentation
will be the configuration of a vector Z with a minimal penalty value. The user is
expected to show a group of pixels (possibly one pixel), representing an object or
a background, respectively. These pixels will be called “seeds”. “Hard constraint”
of the algorithm means that the object seeds must be in the resulting segmentation
set to “object” and the background seeds must be set to “background”. The regional
and boundary properties of segmentation can be viewed as “soft” constraints of the
segmentation.

Setting of Rp and B(p,q) values: It is based on values of object and background
seeds. These “typical” values of objects and a background, denoted as “Io” and “IB”,
are set interactively. In this example they are set to average of selected object seeds
“Io” and selected background seeds “IB”. Example of a simple setting of a regional
property is the given by Eq. 7.8 and 7.9.

Rp
(
Z p

) = ∣∣Io − Ip
∣∣, if = “object”, (7.8)

Rp
(
Z p

) = ∣∣IB − Ip
∣∣, if Z p = “background”, (7.9)

Let us imagine a noiseless image, a black object on a white background. If the
pixel of the black object is by mistake set to background, in the cost function it will
be compared with the average background value which results into higher value of
the cost function. The boundary property expresses whether a couple of neighboring
pixels with different values Z p in the segmentation vector Z is an edge. An example
of a simple linear setting of a boundary property for neighboring pixels p and q is
given in Eq. 7.10.

B(p,q) = D − ∣∣Ip − Iq
∣∣, (7.10)

where D is the value of a maximal intensity difference in an image. If a pair (p, q)

belongs to an edge,
∣∣Ip−Iq

∣∣ is large and D−∣∣Ip−Iq
∣∣ is small. If an edge pixel of

an object is evaluated as a background, B(p, q) is large. Of course, the regional and
boundary properties can be influenced by noise. Partially we can cope noise with a
help of weighing constant λ mentioned in a following paragraph.
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7.4.4 The Segmentation Cost

The segmentation cost depends on regional and boundary properties. We use also
the weighing constant λ for a relative importance of the regional property versus
the boundary property. Then the segmentation cost of Z be denoted by E(Z) in
Eq. (7.11)

E(Z) = λ.R(Z) + B(Z), (7.11)

where

R(Z) =
∑
p∈P

Rp
(
Z p

)

B(Z) =
∑
p,q∈N

B(p,q) · δ
(
Z p, Zq

)

and

δ
(
Z p, Zq

) =
{
1 i f Z p �= Zq

0 otherwise

where values Rp
(
Z p

)
are from Eq. (7.8–7.9) and different values Z p in the segmen-

tation vector Z . For more details see evaluations in [42, 43]. In our case, to find the
segmentation means to solve the minimization problem: to find a vector Z with a
minimal cost. As a technique, we have chosen, as we have already mentioned, the
method of finding the minimal cut in an oriented graph in such a way that the cut
corresponds to the border between objects and a modification background. From
many methods we have chosen the Ford-Fulkerson algorithm [28, 29], and his modi-
fications. In the following, we show the way how we construct the graph over the
input image so that the minimal graph corresponds to our segmentation. Then in the
graph, we must set costs of edges in such a way that cost within the object must
have sufficiently large capacities not to be separated by a minimal cut, and on the
other hand, the edges being the candidates for a boundary of an object must have
their capacities low. Thus, the very important step is to set the capacities of the graph
edges in a correct way.

7.4.5 Construction of the Graph

We construct a graphG = (V, E), where V is a set of vertices and E is a set of edges.
Every edge is assigned a non-negative cost wi, j , i, j ∈ {1, 2, . . . , n} (capacity). The
vertices correspond to pixels p in V , see Figs. 7.2, 7.3, 7.4, and 7.5. We add two
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Fig. 7.2 N-links connecting
neighboring pixels
(un-oriented)

Fig. 7.3 N-links connecting
neighboring pixels (oriented)

Fig. 7.4 Image with object
and background pixels

new vertices, an “object” vertex (source, input S) and a “background” vertex (sink,
output T ), i.e., two extra vertices called terminal nodes. Thus V = P ∪ {S, T }.
The set of edges E consists of two types of unoriented edges: N -links (neighboring
links) and T -links (terminal links). Thus, every pixel p has two T -links {p, S} and
{p, T } connected to every terminal node. Every couple of neighboring pixels {p, q}
in N is connected by N -link. An arbitrary N -link connecting neighbors p and q, is
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Fig. 7.5 a Non-oriented network. b Minimal cut

denoted by {p, q}. Thus, it holds E = N ∪ {{p, S}, {p, T }}. The cut is a subset of
edges C ⊂ E such that the terminal nodes will be separated on an induced graph
G = (V, E,C). The cost C of the graph is defined as the sum of edge weights (cost)
as in Eq. 7.12.

|C | =
∑

(i, j)∈C
wi, j . (7.12)

For making oriented graph we just double every edge two ways and put here
arrows. Such way we will get oriented graphs G = (V, E), of V = {1, 2, . . . , n}
vertices and E ⊆ V×V of arcs. Every edge is assigned a non-negative costwi, j i, j ∈
{1, 2, . . . , n} (capacity).

To find the minimal S\T cut we used the result of Ford and Fulkerson [28, 29]
saying that the maximal flow from S to T saturates the set of edges in such a way that
it corresponds to the minimal cut (i.e. to minimal |C |) and the minimal S\T cut and
maximal flow are dual problems. This fact is based in the well-knownmax-flowmin-
cut theorem [28, 29]. In the following we introduce the notation and terminology we
use later. We recall that the links connecting two neighboring pixels (vertices) p and
q are called N -links. Links connecting a pixel with a terminal or T are called T-links
(see Fig. 7.3a, b) where a pixel is depicted as a grey cube, N -links as horizontal lines
and T-links as vertical lines. The next step is to evaluate the edge capacities of this
graph with respect to our demand that the minimum S\T cut divides nodes into an
object segment and a background segment. We use the following notation:

P is the set of all pixels

(p, q) Is the edge connecting neighboring pixels p and q

(continued)
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(continued)

Ip is the value of the intensity of the pixel p

M is the maximal value of the intensity of the pixel (of the responsible figure)

D is the difference of the maximal and minimal value of the intensity of the pixel (of the
responsible figure)

Oavr is the average value of the intensity of object seed pixels

Bavr is the average value of the intensity of the background seed pixels

S(p) is the capacity of the edge (link) connecting the sink (the vertex s) and corresponding
pixel p

T (p) is the capacity of the edge (link) connected output source (the vertex t) and concrete
pixel (the vertex p),

N (p, q) is the capacity of the edge (link) connected neighbors’ pixels p and q

λ is the weighing constant

The weighing constant λ enables us to modify the result of segmentation. If λ

is chosen to be low, we prefer the boundary property. We usually get fewer objects
with smooth borders. By choosing a large λ, i.e., λ ∈ (1, ∞) we prefer the regional
property resulting in more objects with unsmooth border. Usually, at the beginning
we select λ = 1 and then we modify it to get a desirable result. N (p, q) expresses the
relationship between intensities of p and q, S(p) and T (p) express the relationship
between intensity values of pixels and the values Oavr and Bavr . N-links connecting
links with similar intensities have their capacities greater than those with larger
intensity differences. Similarly,T-links, connecting the terminalT and a pixel express
the difference between a pixel and Oavr: the higher the difference the smaller the
capacity. Likewise, the capacities of T-links depend on a “similarity” of a pixel to
Bavr.

7.4.6 Capacity Evaluation

First, we define values of S(p) and T(p) for those pixels p which have been determined
as object and background seed pixels. The value of S(p) will be set as S(p) = ∞, if
the pixel p is an object pixel. The reason is that S(p) w cannot be saturated, while it
connects the source S and the object seed pixel. It means that the object seed has to
be reached in any case from the source S. If we denote pixel p as object seed pixel,
then the cost of T(p) will be zero, it means that T(p) = 0. The main point is that
this edge has to be saturated and the output T will not be reachable from the pixel
p. We set the capacities of edges also for all background seed pixels, but this time
S(p) = 0 and T(p) = ∞. This guarantees that after finishing the segmentation process
the object seed pixels belong certainly to the object and background seed pixels will
became a background. For pixels p which are neither object nor background seeds,
the capacity of N -links and T -links depends on the intensity of corresponding pixels.
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The notation N(p, q) expresses the relationship between intensities of p an q, S(p)
and T (p) express the relationship between intensity values of pixels and the values
Oavr andBavr, see [42].More about relationships between this variables and constants
it is possible to find in [42]. In a similar manner the cost of the links will be counted
and will be evaluated in Eqs. 7.13, 7.14 and 7.15 [42] (linear evaluation):

N(p,q) = D − ∣∣Ip−Iq
∣∣ (7.13)

S(p) = M − |Oavr − Iavr | (7.14)

T(p) = M − |Bavr−Iavr | (7.15)

The setting of capacities can be done in different ways. As it is shown in [32, 42],
Eq. 7.16, 7.17 and 7.18 shows functions which are able to use characteristics of the
borders of the object, e.g. homogenous region inside an object or a background:

B(�I ) = exp

(
−�I 2

2σ 2

)
(7.16)

Rs(I ) = −lnP(I/O) (7.17)

Tt (I ) = − ln P(I/O), (7.18)

where σ is the preselected parameter. P(I |O) and P(I |B) represents the probability
that every pixel of given intensity I belongs to the object, or to the background. These
values we determine from histograms, which we can obtain from given set of seeds
O and B. According to some other authors in what follows [32, 42], andwe use linear
cost function defined by formulas Eq. (7.13), (7.14), (7.15). It is called as a linear
“interaction energy”. Because of the character of the constantM and D the capacities
of the edges will be non-negative. Because of the character of constant M and D
the capacities of the edges will be non-negative. As we have already mentioned, the
minimal cut separates the vertices of the graph into two disjoint sets. This separation
corresponds to the segmentation of an underlying image. The minimal cut gives a
segmentation which is optimal. The minimal cut is a feasible one. It means that: C
cuts exactly one t-link at each p; {p, q} ∈ C if p, q, are linked to different; terminals
if p ∈ O then the arc p, T ∈ C; if p ∈ B then the arc p, S ∈ C .

7.4.7 Segmentation Algorithm

Based on the previous results, we can construct the graph corresponding to image
like in the Figs. 7.4 and 7.5. Because of the fact that this graph is still not oriented, it
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is not possible to and the maximum flow. All pixels (without background pixels and
seed pixels) have to be reachable from the source S when we are saturating the edges
through T -links. The reason is that in this way we can obtain good and objective
segmentation. It is easy to see that the orientation of T -links is from the source S
to the sink T , it means “down” direction (from top to bottom) in the Figs. 7.2 and
7.3. According to the previous facts, the following conditions have to be satisfied
ed: if the pixel p is reachable from the pixel q, then the pixel q has to be reachable
from the pixel p. This condition will not be satisfied, if the edge (p, q) is oriented.
After creating the oriented graph, we let the flow enter the edges and we start to
saturate them. The maximal value of the flow is found if there does not exist the
augmenting path from the source S to the sink T . After finishing the algorithm,
from the saturated graph we can obtain all information needed for the segmentation.
Regions of the segmentation (called also segments) will be compound of pixels with
similarly intensities and will have non-zero reserve on their N -links. It holds that
N-links connected pixels of background have non-zero value of a reserve and the
intensity of these pixels is similar to the intensity of Bavr . After finding maximal
flow, the pixels belonging to object are still reachable from the source S and their
intensity is similar to the intensity Oavr .

7.5 Results

By following our own procedure in Sect. 7.2 of finding iron presence from a brain
cortex sample, we came up with quite satisfactory results. The results were cross-
validated byperformingmultiple levels of thresholding andfinding the optimal values
of Li , Hi and Si , which gives the best results. Equations (7.19), (7.20) and (7.21)
represents the values of Li , Hi and Si ,

Li =
⎧⎨
⎩
180, i = r,
90, i = g,
95, i = b.

(7.19)

Hi =
⎧⎨
⎩
200, i = r,
150, i = g,
120, i = b.

(7.20)

S = 74 (7.21)

Figures 7.6, 7.7, 7.8, 7.9, 7.10, 7.11 and 7.12 shows seven test samples of original
images, while Figs. 7.13, 7.14, 7.15, 7.16, 7.17, 7.18 and 7.19 shows the detection
results of these images respectively.

Due to the very small size of the iron dots and constraints in image size for this
paper, they might not be visible for the full-size image. Hence, we have included a
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Fig. 7.6 Brain cortex sample (1)

Fig. 7.7 Result of brain cortex sample (1)

cropped image for each sample and the corresponding result for that sample. The
calculations done, however, are for the full-size image.

The percentage of pixels detected out of the total image sample can be found out
as shown in Table 7.1.
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Fig. 7.8 Brain cortex sample (2)

Fig. 7.9 Result of brain cortex sample (2)

7.6 Comparison with Other Techniques

We bring comparison of basic methods. Very deep comparison of graph cuts method
and levels set methods was already done by authors: Boykov and Funka Lea [24, 44],
as well as in another article [44]. They did very deep analyses based on artificial and
as well real data. They studied this problem for very long time. In summary, we can
tell that both methods have very good result input, they give similar level of results
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Fig. 7.10 Brain cortex sample (3)

Fig. 7.11 Result of brain cortex sample (3)

and also similar quality of segmentations. Comparisons given by other techniques
can be visible in our experiments.

The high effectiveness of the new technique can be further evaluated when
compared with other already established techniques that can accomplish the same
segmentation. Here, we have performed a comparative study of 3 other techniques:
namely the simple threshold technique [45], the Otsu’s binarization technique [45]
and the adaptive thresholding technique [45] with our devised technique: the RGB
based multi-spectral thresholding technique.
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Fig. 7.12 Brain cortex sample (4)

Fig. 7.13 Result of brain cortex sample (4)

Given below, are the respective iron percentages detected for each of the samples,
using the 4 techniques (Table 7.2).

Moreover, we have taken the sample 3 as an example to pictorially represent the
contrast in effectiveness between the 4 techniques (Figs. 7.20, 7.21, 7.22 and 7.23).

Hence, we see that our algorithm is producing results with much higher accuracy
and precision than the already established methods.
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Fig. 7.14 Brain cortex sample (5)

Fig. 7.15 Result of brain cortex sample (5)

7.7 Discussion

Due to our used methods, we confirmed iron changes in the brain cortex in different
ages and also, we could see changes in iron amounts between animalswithAlzheimer
disease and control animals. It is clear, that changes in iron metabolism play a role in
this disease, therefore, we suggest that iron is adequate to early diagnostic and that
our work could help to better understand to changes in the iron level in the brain.With
early diagnostic, patients could receive cure earlier and their life could be prolonged.
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Fig. 7.16 Brain cortex sample (6)

Fig. 7.17 Result of brain cortex sample (6)

Our method can be applied also in different medical problem and in various medical
analysis, where image data analysis is essential.

We conclude that in the first phase of preprocessing the usual threshold fail and
was not enough for pre-processing of data. Therefore, we needed and discovered
a new approach how to pre-process data. We used a combination of threshold and
consequently a special case of clustering method. After that application of the graph
cutting better results are given.
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Fig. 7.18 Brain cortex sample (7)

Fig. 7.19 Result of brain cortex sample (7)

Table 7.1 Pixel analysis of the samples

Sample Total image area (square units) Net detected area (square units) Percentage (%)

1 1,651,320 7445 0.451

2 1,651,320 4105 0.249

3 1,651,692 9628 0.583

4 1,645,020 3816 0.232

5 1,649,096 5032 0.305

6 1,644,648 4587 0.279

7 1,652,432 6423 0.389
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Table 7.2 Comparative study of 3 established method with our new method

Sample no Simple
thresholding

Otsu’s binarization
technique

Adaptive
thresholding

RGB based
multi-spectral
thresholding

1 31.175 8.033 0.858 0.451

2 26.392 6.811 2.052 0.249

3 34.452 8.396 4.325 0.583

4 25.989 7.898 1.459 0.232

5 23.798 7.492 1.384 0.305

6 16.261 3.041 1.2 0.279

7 25.638 7.722 0.753 0.389

Fig. 7.20 Segmentation of Sample 3 using simple thresholding technique

Finally, we were able to present quantitative evaluation of presenting iron in the
samples. In the future we want also studying and extend the clustering method for
segmentation and also its connection to aggregation function, aggregations linked to
cluster used for image analyses.

We conclude that graph theory approach plays an important role in image
processing of real data and it needs to be considered among other computer methods.
We showed important application of this approach in the bio-medical research in the
analyzing of bio-medical data acquired by light microscopy.
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Fig. 7.21 Segmentation of Sample 3 using Otsu’s binarization

Fig. 7.22 Segmentation of Sample 3 using adaptive thresholding technique
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Fig. 7.23 Segmentation of Sample 3 using our devised technique
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5. Başar, E., Düzgün, A.: How is the brain working? Research on brain oscillations and
connectivity in a new “Take-Off” state (2016)

6. Fernandes, L., Wang, H.: Editorial: mood and cognition in old age (2018)
7. Rao, R., Tkac, I., Unger, E.L., Ennis, K., Hurst, A., Schallert, T., Connor, J., Felt, B.,

Georgieff, M.K.: Iron supplementation dose for perinatal iron deficiency differentially alters
the neurochemistry of the frontal cortex and hippocampus in adult rats. Pediatr. Res. 73, 31–37
(2013)

8. Caselli, R.J., Beach, T.G., Knopman, D.S., Graff-Radford, N.R.: Alzheimer disease: scientific
breakthroughs and translational challenges. Mayo Clin. Proc. 92, 978–994 (2017)

9. Dubois, B., Hampel, H., Feldman, H.H., Scheltens, P., Aisen, P., Andrieu, S., Bakardjian,
H., Benali, H., Bertram, L., Blennow, K., Broich, K., Cavedo, E., Crutch, S., Dartigues, J.F.,
Duyckaerts, C., Epelbaum, S., Frisoni, G.B., Gauthier, S., Genthon, R., Gouw, A.A., Habert,



7 Using Graphs in Processing of Light Microscope Medical Images 155

M.O., Holtzman, D.M., Kivipelto, M., Lista, S., Molinuevo, J.L., O’Bryant, S.E., Rabinovici,
G.D., Rowe, C., Salloway, S., Schneider, L.S., Sperling, R., Teichmann, M., Carrillo, M.C.,
Cummings, J., Jack, C.R.: Preclinical Alzheimer’s disease: definition, natural history, and
diagnostic criteria. Alzheimers Dement. 12(3), 292–323 (2016)

10. Grasso, M., Piscopo, P., Confaloni, A., Denti, M.A.: Circulating miRNAs as biomarkers for
neurodegenerative disorders. Molecules 6891–6910 (2014)

11. Falangola, M.F., Lee, S.P., Nixon, R.A., Duff, K., Helpern, J.A.: Histological co-localization
of iron in Aβ plaques of PS/APP transgenic mice. Neurochem. Res. 30, 201–205 (2005)

12. Singh, N., Haldar, S., Tripathi, A.K., Horback, K., Wong, J., Sharma, D., Beserra, A., Suda,
S., Anbalagan, C., Dev, S., Mukhopadhyay, C.K., Singh, A.: Brain iron homeostasis: from
molecular mechanisms to clinical significance and therapeutic opportunities. Antioxid. Redox
Signal. 20, 1324–1363 (2014)

13. Dobson, J.: Nanoscale biogenic iron oxides and neurodegenerative disease. FEBS Lett. 496,
1–5 (2001)

14. Marcus, C., Mena, E., Subramaniam, R.M.: Brain PET in the diagnosis of Alzheimer’s disease.
Clin. Nucl. Med. 39, 413–426 (2014)

15. https://imagej.net/Citing
16. https://cellprofiler.org/citations/
17. https://www.moleculardevices.com/products/cellular-imaging-systems/acquisition-and-ana

lysissoftware/metamorph-microscopy#gref
18. https://www.moleculardevices.com/products/cellular-imaging-systems/acquisition-and-ana

lysis-software/metamorph-microscopy
19. https://www.ilastik.org/
20. Jankowsky, J.L., Fadale, D.J., Anderson, J., Xu, G.M., Gonzales, V., Jenkins, N.A., Copeland,

N.G., Lee, M.K., Younkin, L.H., Wagner, S.L., Younkin, S.G., Borchelt, D.R.: Mutant prese-
nilins specifically elevate the levels of the 42 residue beta-amyloid peptide in vivo: evidence
for augmentation of a 42-specific gamma secretase. Hum. Mol. Genet. 13, 159–170 (2004)

21. Webster, S.J., Bachstetter, A.D., Nelson, P.T., Schmitt, F.A., Van Eldik, L.J.: Using mice to
model Alzheimer’s dementia: an overview of the clinical disease and the preclinical behavioral
changes in 10 mouse models. Front. Genet. 5, 1–23 (2014)

22. Meguro, R., Asano, Y., Odagiri, S., Li, C., Iwatsuki, H., Shoumura, K.: Nonheme-iron histo-
chemistry for light and electronmicroscopy: a historical, theoretical and technical review.Arch.
Histol. Cytol. 70, 1–19 (2007)

23. Wilcock, D.M., Gordon, M.N., Morgan, D.: Quantification of cerebral amyloid angiopathy and
parenchymal amyloid plaques with Congo red histochemical stain. Nat. Protoc. 1, 1591–1595
(2006). https://doi.org/10.1038/nprot.2006.277

24. Boykov, Y., Funka-Lea, Y.G.: Graph cuts and efficient N-D image segmentation. Int. J. Comput.
Vision 70(2), 109–131 (2006)

25. Boykov, Y., Veksler, O.: Graph cuts in vision and graphics: theories and applications. In:
Handbook of Mathematical Models on Computer Vision, pp. 100–118. Springer, New York
(2006)

26. Basvaprasad, D., Hegadi, R.S.: A survey on traditional and graph theoretical techniques for
image segmentation. Int. J. Comput. Appl. Recent Adv. Inf. Technol. 38–46 (2014)

27. Yi, F., Moon, I.: Image segmentation: a survey of graph-cut methods. In: IEEE International
Conference on Systems and Informatics (ICSAI), pp. 193–194 (2012)

28. Ford, L.R., Jr., Fulkrerson, D.R.: Maximal flow through a network. Can. J. Math. 8, 399–404
(1956)

29. Goldberg, A.V., Tajan, R.E.: A new approach to the maximum flow problem. J. ACM 35(4),
921–940 (1988)

30. Geman, S., Geman, D.: Stochastic relaxation, gibbs distribution and the bayesian restoration
of images. IEEE Trans. Pattern Anal. Mach. Intell. 6(6), 721–741 (1984)

31. Jiang, X., Zhang, R., Nie, S.: Image segmentation based on level set method. Phys. Procedia
33, 840–845 (2012)

https://imagej.net/Citing
https://cellprofiler.org/citations/
https://www.moleculardevices.com/products/cellular-imaging-systems/acquisition-and-analysissoftware/metamorph-microscopy%23gref
https://www.moleculardevices.com/products/cellular-imaging-systems/acquisition-and-analysis-software/metamorph-microscopy
https://www.ilastik.org/
https://doi.org/10.1038/nprot.2006.277


156 M. Ždímalová et al.

32. Kolmogorov, V., Zabih, R.: What energy functions can be minimized via graph cuts. IEEE
Trans. Pattern Anal. Mach. Intell. 26(2), 147–159 (2004)

33. Xy Peng, B., Zhang, L., Zhang, D.: A survey of graph theoretical approaches to image
segmentation. Annu. Rev. Biomed. Eng. 315–337 (2000)

34. Callara, A.L., Magliaro, Ch., Ahluwalia, A., Vanello, N.: A smart region-growing algorithm for
single-neuron segmentation fromconfocal and 2-photon datasets Italy. Front. Neuroinformatics
8–12. http://doi.org/10.3389/fninf.2020.00009 (2020)

35. Price, R., Ohlander, K., Reddy, K., Ra, D.: Picture segmentation using a recursive region
splitting method. Comput. Graph. Image Process. (CGIP) 313–333 (1978)

36. Pavlidis, T., Horowitz, S.L.: A Picture Segmentation by a Directed Split and Merge Procedure.
ICPR, Denmark, pp. 424–433 (1974)

37. Magzhan, K.., Matjani, H.: A review and evaluations of shortest path algorithm. Int. J. Sci.
Technol. Res. 2013, 6 (2013). ISSN 2277-8616

38. Maeda, J., Ishikawa, C., Novianto, S., Tadehara, N., Suzuki, Y.: Rough and accurate segmen-
tation of natural color images using fuzzy region-growing algorithm. In: Proceedings 15th
International Conference on Pattern Recognition, vol. 3, pp. 638–641 (2000)

39. Moghaddamzadeh, A., Bourbakis, N.: A fuzzy region growing approach for segmentation of
colour images. Pattern Recogn. 30, 867–881 (1997)

40. Shruti, J., Salau, A.O.: An image feature selection approach for dimensionality reduction
based on kNN and SVM for AkT proteins, electrical & electronic engineering. Cogent Eng. 6,
1599537, 1–14 (2019). http://doi.org/10.1080/23311916.2019.1599537

41. Boykov, Y., Jolly, M., P.: Interactive graph cuts for optimal boundary & region segmentation
of objects in N-D images. Proc. Image Segmentations Int. J. Comput. Vis. 2, 109–131 (2006)

42. Loucký, J., Oberhuber, T.: Graph Cuts in Segmentation of a Left Ventricle from MRI Data.
Czech Technical University in Prague, Prague (2010)

43. Ždímalová, M., Krivá, Z., Bohumel, T.: Graph cuts in imgae processing. In: APLIMAT
Proceeding (2015)

44. https://www.csd.uwo.ca/~yboykov/Presentations/ECCV06_tutorial_partIIIa_vnk.pdf
45. https://opencv-python-tutroals.readthedocs.io/en/latest/py_tutorials/py_imgproc/py_thresh

olding/py_thresholding.html
46. Daglas, M., Adlard, P.A.: The involvement of iron in traumatic brain injury and neurodegen-

erative disease. Front. Neurosci. 12 (2018)
47. Gerlach, M., Ben-Shachar, D., Riederer, P., Youdim, M.B.H.: Altered brain metabolism of iron

as a cause of neurodegenerative diseases? J. Neurochem. 63, 793–807 (2002)
48. Gong, N., Dibb, R., Bulk, M., van der Weerd, L., Liu, C.: Imaging beta amyloid aggrega-

tion Iron accumulation in Alzheimer’s disease using quantitative susceptibility mapping MRI.
Neuroimage 191, 176–185 (2019)

49. Piñero, D.J., Connor, J.R.: Iron in the brain: an important contributor in normal and diseased
states. Neuroscience 6, 435–453 (2000)

50. https://www.csd.uwo.ca/~yboykov/Presentations/ECCV06_tutorial_partI_yuri.pdf

http://doi.org/10.3389/fninf.2020.00009
http://doi.org/10.1080/23311916.2019.1599537
https://www.csd.uwo.ca/~yboykov/Presentations/ECCV06_tutorial_partIIIa_vnk.pdf
https://opencv-python-tutroals.readthedocs.io/en/latest/py_tutorials/py_imgproc/py_thresholding/py_thresholding.html
https://www.csd.uwo.ca/~yboykov/Presentations/ECCV06_tutorial_partI_yuri.pdf


Chapter 8
On the Development of Directed Acyclic
Graphs in Differential Diagnostics
of Pulmonary Diseases with the Help
of Arterial Oscillogram Assessment

V. P. Martsenyuk, D. V. Vakulenko, L. A. Hryshchuk, L. O. Vakulenko,
N. O. Kravets, and N. Ya. Klymuk

Abstract Directed acyclic graphs (DAGs) were used to construct differentiation
pathways for previously diagnosed pulmonary and cardiovascular diseases. For this
purpose, we have used the indicators obtained from arterial oscillograms registered at
the measurement of blood pressure, identified additional sequences of indicators and
evaluated their significance. The routes of the graph are characterizedwith the help of
the probabilities determined with the help of C5.0 algorithm. The highest probability
of the constructed routes was found in case of chronic obstructive pulmonary disease.

Keywords Directed acyclic graphs · Differential diagnostics · Arterial
oscillography · Pulmonary diseases · Tuberculosis · Cardiovascular diseases

8.1 Introduction

In many areas of science and technology, the concept of hierarchy, hierarchical
structure plays an important role. For such areas as systems theory, decision making,
it is typical to represent the object of research (system) in the form of a structure of
subordination of some elements of the system to others. Directed acyclic graphs are
a topological model of hierarchical structures.

Directed graph G is an ordered pair G = 〈V, A〉, where V is the set of vertices
or nodes, A = {(v1, v2) : v1, v2 ∈ V } is the set of ordered pairs of different vertices,
called arcs or oriented edges. The presence in the set A of the vector (v1, v2) corre-
sponds to the presence of a connection (arc) between the vertices v1 and v2 of
the graph. If a directed graph contains no cycles (sequences of arcs of the form
(v1, v2), . . . , (vn, v1)), then it is called acyclic one.
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A directed acyclic graph (DAG) is a directed graph in which there are no directed
cycles, but there may be “parallel” paths going out from one node and coming to the
final node in different ways. A directed acyclic graph is a generalization of a tree
(more precisely, their union is a forest). Directed acyclic graphs are widely used in
applications in medical diagnostics, since they represent artificial neural networks
without feedback. An important special case of a directed acyclic graph is the tree,
which is important for the models of decision making.

Tuberculosis is an infectious disease caused bymycobacteriumof tuberculosis and
characterized by the formation of specific granules in various organs and tissues (most
often in the lungs) and a polymorphic clinical picture. At the same time, tuberculosis
is a global disease that occurs in every country in theworld. It is the leading infectious
cause of death worldwide. The World Health Organization estimates that 1.8 billion
people—about a quarter of theworld’s population—are infectedwithmycobacterium
tuberculosis. Last year, 10 million became ill with tuberculosis, 1.5 million died.
Tuberculosis is responsible for the economic devastation and the onset of poverty
and disease, affecting families, communities and even entire countries. Among the
most vulnerable are women, children and HIV/AIDS infected [1]. The resistance
of mycobacteria to available medicines is increasing, which means that the disease
is more difficult to treat. Currently, tuberculosis patients can be classified as at risk
for Coronavirus COVID-19. It is known that almost all organs and systems of the
human body, including the vascular system, are affected by tuberculosis. Temporary
and differential diagnostics of tuberculosis are important [2]. Differential diagnostics
of pulmonary tuberculosis is performed with other pulmonary diseases, namely,
nonspecific and viral pneumonia, chronic obstructive pulmonary disease, and lung
injury in cardiovascular diseases.

In the absence of a randomized controlled trial (RCT), big data analysis methods
can be used to differentiate various pathologies, early diagnosis, and evaluate the
effectiveness of therapeutic intervention, and provide useful evidence when making
health care decisions [3–11]. Even when the results of direct diagnostic methods are
convincing, the use of Direct Acyclic Graphs (DAG) methods can provide a more
accurate assessment and understanding of the patterns of disease course [3–8]. If the
evidence base consists of an RCT network that includes diagnosis by accepted direct
methods (laboratory or hardware) or (and) mediated, the results can be synthesized
using by means or a network meta-analysis [11–16].

Purpose of the research: to construct DAGs using the indicators obtained in the
analysis of arterial oscillograms [17, 18], registered when measuring blood pres-
sure; identify significant additional diagnostic routes and indicators, evaluate their
severity, and provide biological interpretation for individuals with previously diag-
nosed respiratory diseases (137 individuals), cardiovascular (322 individuals), and
healthy (471 individuals).
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8.2 Materials and Methods

Totally 960 people were under the study. The selection consisted of the following
survey categories: respiratory disease (137 individuals), cardiovascular disease (322
individuals), and healthy (471 individuals). The group with pulmonary diseases
included persons with active form of tuberculosis (84 persons): of different degree
of complexity (with lesions of one and two lungs), chemo resistant tuberculosis, of
different sex (men and women), with bad habits (smoking, no smoking) patients with
chronic obstructive pulmonary disease (45 people), pneumonia (8 people), patients
with cardiovascular diseaseweremainly diagnosedwith early clinicalmanifestations
of coronary heart disease (255 people), and arterial hypertension (67 people).

Arterial oscillograms were recorded while measuring blood pressure, during
compression growth, using the electronic tonometer VAT 41-2, (the cuff was applied
to the shoulder). Further analysis of the AO was performed using the methods
proposed byD.V.Vakulenko, L.O.Vakulenko [11, 17, 18]. The structure of attributes
that were used in data mining algorithms is presented in Table 8.1.

DAG is a graphical structure consisting of a set of corresponding nodes, each of
which is associated with a random variable and corresponding arrows connecting
the nodes, which reflect indicators that are key in the differentiation of pathological
conditions [3–8].

Our approach is based on describing the routes in DAG with the help of probabil-
ities obtained as a result of applying C5.0 algorithm [11] for the attributes in Table
8.1.

Table 8.1 Attributes for DAG from the indices of arterial oscillography

Denotation of attribute Specification of attribute

A1….A9 Morphological analysis

A10 Fractal dimension

A11…A49 Temporal analysis

A50…A475 Spectral analysis

A50…A335 Power spectrum with Fourier transform of oscillations

A406…A455 Power spectrum with Fourier transform of intervalogram

A336…A405 Power of current frequency and phase due to Hilbert-Huang oscillation

A456…A475 Power of current frequency and phase due to Hilbert-Huang transform
of intervalogram
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8.3 Results and Discussion

Analyzing the Directed acyclic graphs (DAGs) based on blood pressure measure-
ments, with subsequent analysis of the indicators (attributes) obtained from arte-
rial oscillograms in a group of patients 1 lung tuberculosis (31 person), 2-lung
tuberculosis (43 person), active tuberculosis (24 person) (Fig. 8.1).

Consider possible routes for identifying tuberculosis patients with two affected
lungs.

7 different attributes were needed to differentiate one lung tuberculosis
(Teta_per-100-70, LF/HF-100-70, Delta_per_70-end, LF_per_int_p, Hurst-total, S-
Hil-HFx13x15_overal-70-end, LF/HF_20-70). In 93.55% (29 people) patients were
differentiated correctly, and 6.45% (2 persons) were counted to patients with active
tuberculosis.

Consider possible routes for identifying tuberculosis patients with one affected
lung.

1. The route consists of 3 nodes S-Hil-HFx25x30_per-total (0.32)→M1 (0.52)→
Teta_per-100-70 (0.29)→ 1 lung tuberculosis (1), way total probability—0.048

Fig. 8.1 DAG reflecting dependencies between patients 1—lung tuberculosis (31 person), 2—lung
tuberculosis (43 person), active tuberculosis (24 person)
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2. The route consists of 4 nodes S-Hil-HFx25x30_per-total (0.32)→M1(0.52)→
Teta_per-100-70 (0.29) → LF/HF-100-70 (0.077) → 1 lung tuberculosis (1),
way total probability—0.004

3. The route consists of 4 nodes S-Hil-HFx25x30_per-total (0.32) → S-Hil-
Delta_overal-total (0.104) → LF_per-70-100 (0.142) → Delta_per-70-end
(0.167) → 1 lung tuberculosis (1), way total probability—0.001

4. The route consists of 4 nodes S-Hil-HFx25x30_per-total (0.32) → M1 (0.52)
→ S-Hil-HFx45x50_overal-20-70 (0.63) → Hurst-total (0.7) → 1 lung
tuberculosis (0.29), way total probability—(0.021)

5. The route consists of 5 nodes S-Hil-HFx25x30_per-total (0.32) → M1
(0.52) → S-Hil-HFx45x50_overal-20-70 → Hurst-total (0.7) → S-Hil-
HFx13x15_overal-70-end (0.83) → 1 lung tuberculosis (0.05), way total
probability—0.03

6. The route consists of 6 nodes S-Hil-HFx25x30_per-total (0.32) → M1
(0.52) → S-Hil-HFx45x50_overal-20-70 (0.63) → Hurst-total (0.7) → S-Hil-
HFx13x15_overal-70-end (0.83)→LF/HF-20-70 (0.94)→ 1 lung tuberculosis
(1), way total probability—0.057

7. The route consists of 6 nodes S-Hil-HFx25x30_per-total (0.32) → S-Hil-
Delta_overal-total (0.104)→LF_per-70-100 (0.14)→Delta_per-70-end (0.17)
→ S-Hil-HFx30x35_overal-total (0.17) → LF_per_int_p (0.107) → 1 lung
tuberculosis (0.43), way total probability—0.000006.

The highest probability of detecting tuberculosis patients with one affected lung
was found in the sixth route (0.057). A key endpoint was the assessment of the
ability of the autonomic nervous system to maintain the balance of sympathetic
and parasympathetic units during adaptation at the onset of LF/HF-20-70 shoulder
compression. When LF HF-20-70 values <= 7.97 (16 people), tuberculosis patients
with one affected lung, and LF/HF-20-70 > 7.97 patients with tuberculosis with two
affected lungs.

When differentiating 2-lung tuberculosis, 8 finite attributes were needed
(LF_per_int_p, LF/HF-20-70, Delta_per-70-end, LF/HF-100-70, Hurst-total, S-Hil-
HFx45x50_overal-20-70, LF_per-70-100, S-Hill-Delta_overal-total). In 90.70% (39
people) patients were differentiated correctly, 2.33% (1 person) was counted to
patients with one lung tuberculosis, 6.98% (3 persons)—to patients with active
tuberculosis.

Consider possible routes for identifying tuberculosis patients with two affected
lungs.

1. The route consists of 2 nodes S-Hil-HFx25x30_per-total (0.44) → S-Hil-
Delta_overal-total (0.54) → 2 lung tuberculosis (0.92), way total probability—
0.219

2. The route consists of 3 nodes S-Hil-HFx25x30_per-total (0.44) → S-Hil-
Delta_overal-total (0.54) → LF_per-70-100 (0.4) → 2 lung tuberculosis (1),
way total probability—0.217
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3. The route consists of 3 nodes S-Hil-HFx25x30_per-total (0.44) → M1 (0.34)
→ S-Hil-HFx45x50_overal-20-70 (0.18) → 2 lung tuberculosis (1), way total
probability—0.062

4. The route consists of 4 nodes S-Hil-HFx25x30_per-total (0.44) → M1 (0.34)
S-Hil-HFx45x50_overal-20-70 (0.18) → Hurst-total (0.1) → 2 lung tubercu-
losis(0.29), way total probability—0.001

5. The route consists of 4 nodes S-Hil-HFx25x30_per-total (0.44)→M1 (0.34)→
Teta_per-100-70 (0.65) → LF/HF-100-70 (0.85) → 2 lung tuberculosis (0.92),
way total probability—0.075

6. The route consists of 6 nodes S-Hil-HFx25x30_per-total (0.44) → S-Hil-
Delta_overal-total (0.54) → LF_per-70-100 (0.4) → Delta_per-70-end (03)
→ S-Hil-HFx30x35_overal-total (0.32) → LF_per_int_p (0.42) → 2 lung
tuberculosis (0.58), way total probability—0.002

7. The route consists of 6 nodes S-Hil-HFx25x30_per-total (0.44) → S-Hil-
Delta_overal-total (0.54) → LF_per-70-100 (0.4) → Delta_per-70-end (03)
→ S-Hil-HFx30x35_overal-total (0.32) → LF_per_int_p (0.42) → 2 lung
tuberculosis (0.143), way total probability—0.001.

The highest probability of detecting tuberculosis patients with two affected lungs
was found in the first route (0.219). A key endpoint was the assessment of instan-
taneous restorative capacity during adaptation to S-Hil-Delta_overal-total shoulder
compression by the instantaneous Hilbert-Huang transformation in the range from 0
to 4 Hz [18, 19].

To differentiate the sheet that responds to patients with active tuberculosis,
7 finite attributes were needed (S-Hil-Delta_overal-total, Hurst-total, LF/HF-100-
70, LF/HF-100-70, S-Hil-HFx13x15_overal-70-end, S-Hil-HFx30x35_overal-total,
LF_per_int_p). 45.83% (11 people) were differentiated patients correctly, 29.17%
(7 persons) were counted to patients with 2 lung tuberculosis, 25% (6 persons) were
counted to patients with 1 lung tuberculosis.

Consider possible routes for the identification of patients with active pulmonary
tuberculosis with two affected lungs.

1. The route consists of 2 nodes S-Hil-HFx25x30_per-total (0.24) → S-Hil-
Delta_overal-total (0.35)→Active tuberculosis (0.077),way total probability—
0.0067

2. The route consists of 4 nodes S-Hil-HFx25x30_per-total (0.24) → M1 (0.14)
→ S-Hil-HFx45x50_overal-20-70 (0.18) → Hurst-total (0.2) → Active tuber-
culosis (0.43), way total probability—0.0005

3. The route consists of 4 nodes S-Hil-HFx25x30_per-total (0.24) → M1 (0.14)
→ Teta_per-100-70 (0.059) → LF/HF-100-70 (0.077) → Active tuberculosis
(0.083), way total probability—0.00001

4. The route consists of 5 nodes S-Hil-HFx25x30_per-total (0.24) → M1
(0.14) → S-Hil-HFx45x50_overal-20-70 (0.18) → Hurst-total (0.2) → S-
Hil-HFx13x15_overal-70-end (0.13) → Active tuberculosis (0.5), way total
probability—0.0001
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5. The route consists of 5 nodes S-Hil-HFx25x30_per-total (0.24) → S-Hil-
Delta_overal-total (0.35) → LF_per-70-100 (0.46) → Delta_per-70-end (0.53)
→S-Hil-HFx30x35_overal-total (0.57)→Active tuberculosis (0.89), way total
probability—0.01

6. The route consists of 6 nodes S-Hil-HFx25x30_per-total (0.24) → S-Hil-
Delta_overal-total (0.35) → LF_per-70-100 (0.46) → Delta_per-70-end (0.53)
→ S-Hil-HFx30x35_overal-total (0.57) → LF_per_int_p (0.42) → Active
tuberculosis (0.41), way total probability—0.0021

7. The route consists of 6 nodes S-Hil-HFx25x30_per-total (0.24) → S-Hil-
Delta_overal-total (0.35) → LF_per-70-100 (0.46) → Delta_per-70-end (0.53)
→ S-Hil-HFx30x35_overal-total (0.57) → LF_per_int_p (0.42) → Active
tuberculosis (0.43), way total probability—0.0022.

The highest probability of detecting patients with active tuberculosis was found
in the fifth route (0.0107–8 people). A key endpoint was the evaluation of the instan-
taneous restorative ability of the braking and pulse balance during adaptation to the
S-Hil-HFx30x35_overal-total shoulder compression, calculated at an instantaneous
Hilbert-Huang transformation in the range from 30 to 35 Hz [18, 20].

Variable rank of indicators in differentiation of the studied conditions
was as follows: S-Hil-HFx13x15_overal-20-70 (1.0), Hurst-total (0.99), S-Hil-
HFx60_overal-20-70 (0.98), Alpha_per-100-70 (0.98).

Analyzing the Directed acyclic graphs (DAGs) based on blood pressure measure-
ments, with subsequent analysis of the indicators (attributes) obtained from arte-
rial oscillograms in a group of patients with chronic obstructive pulmonary disease
(45 persons), active form of pulmonary tuberculosis (24 persons), chemo resistant
pulmonary tuberculosis (14 persons) (Fig. 8.2).

Consider possible routes for identifying patients with chronic obstructive
pulmonary disease

1. The route consists of 1 node S-Hil-HFx45x50_per (0.54)→Chronic obstructive
pulmonary disease (1), way total probability (0.54)

Consider possible routes to identify patients with active pulmonary tuberculosis

2. The route consists of 3 nodes S-Hil-HFx18x21_overal-20-70 (0.29) → S-
Hil-HFx35x40_overal-20 (0.63) → S-Hil-HFx18x21_overal-20-70 (0.15) →
Active pulmonary tuberculosis (1), way way total probability probability (0.03)

3. The route consists of 3 nodes S-Hil-HFx18x21_overal-20-70 (0.29) → S-
Hil-HFx35x40_overal-20 (0.63) → HFx25x30_per-20-70 (0.88) → Active
pulmonary tuberculosis (1), way total probability (0.16)

Consider possible routes to identify patients with chemoresistant pulmonary
tuberculosis

4. The route consists of 3 nodes S-Hil-HFx18x21_overal-20-70 (0.17) → S-
Hil-HFx35x40_overal-20 (0.37) → S-Hil-HFx18x21_overal-20-70 (0.85) →
Chemoresistant pulmonary tuberculosis (1), way total probability (0.05)
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Fig. 8.2 DAGreflecting dependencies between patientswith chronic obstructive pulmonary disease
(45 persons), active form of pulmonary tuberculosis (24 persons), chemoresistant pulmonary
tuberculosis (14 persons)

5. The route consists of 3 nodes S-Hil-HFx18x21_overal-20-70 (0.17) → S-Hil-
HFx35x40_overal-20 (0.37) → HFx25x30_per-20-70 (0.12) → Chemoresis-
tant pulmonary tuberculosis (1), way total probability (0.01).

The highest probability of detecting patients with chronic obstructive pulmonary
disease was found in the first route, way total probability 0.54 (45 people).

A key endpoint was the evaluation of the instantaneous restorative ability of
the braking and excitation balance during adaptation to S-Hil-HFx45x50_per-total
shoulder compression—the weight of the instantaneous power of the spectrum by
the Hilbert-Huang transform in the range from 45 to 50 Hz [18, 20].

Analyzing the Directed acyclic graphs (DAGs) based on blood pressure measure-
ments, with subsequent analysis of the indicators (attributes) obtained from Arte-
rial oscillograms (D. Vakulenko, L. Vakulenko) in a group of healthy (50 persons),
chronic obstructive pulmonary disease (45 persons), active tuberculosis (84 persons),
pneumonia (8 persons) (Fig. 8.3).

Consider possible routes to identify Health

1. The route consists of 2 nodes S-Hil-HFx35x40_overal-20 → (0.27)
HFx21x25_per-total (0.53) → Health (1), way total probability (0.14)

2. The route consists of 2 nodes S-Hil-HFx35x40_overal-20 (0.27) →
HFx21x25_per-total (0.53) TP-70-100 (0.02) → Health (1), way total prob-
ability (0.002862)

Consider possible routes to identify patients with Pneumonia
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Fig. 8.3 DAG reflecting dependencies between patients of health (50 persons), with chronic
obstructive pulmonary disease (45 persons), active tuberculosis (84 persons), pneumonia (8 persons)

3. The route consists of 2 nodes S-Hil-HFx35x40_overal-20 (0.04) → S-Hil-
Delta_overal-total (0.09) → Pneumonia (1), way total probability (0.0036)

4. The route consists of 3 nodes S-Hil-HFx35x40_overal-20 (0.04) → S-Hil-
Delta_overal-total (0.09) → LF_per-20-70 (0.06) → Pneumonia (1), way total
probability (0.000216)

5. The route consists of 4 nodes S-Hil-HFx35x40_overal-20 (0.04) → S-Hil-
Delta_overal-total (0.09) → LF_per-20-70 (0.06) → S-Hil-HFx18x21_overal-
70-100 (0.03) → Pneumonia (0.67), way total probability (0.0000043416)

6. The route consists of 5 nodes S-Hil-HFx35x40_overal-20 (0.04) → S-Hil-
Delta_overal-total (0.09) → LF_per-20-70 (0.06) → S-Hil-HFx18x21_overal-
70-100 (0.03) → S-Hil-Delta_overal-20 (0.01) → Pneumonia (1) way total
probability (0.0000000648)

Consider possible routes to identify patients with Chronic obstructive pulmonary
disease

7 The route consists of 3 nodes S-Hil-HFx35x40_overal-20 (0.24) →
HFx21x25_per-total (0.47) → TP-70-100 (0.97) → Chronic obstructive
pulmonary disease (1), way total probability (0.11)
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Consider possible routes to identify patients with Active tuberculosis of lungs

8. The route consists of 5 nodes S-Hil-HFx35x40_overal-20 (0.45) → S-Hil-
Delta_overal-total (0.91) → LF_per-20-70 (0.94) → S-Hil-HFx18x21_overal-
70-100 (0.97) → S-Hil-Delta_overal-20 (0.99) → Active tuberculosis (1), way
total probability (0.37).

In the 8th route, patients with active tuberculosis were found to have the highest
way total probability—0.37 (83 people). A key endpoint was the assessment of the
instantaneous stress level prior to the onset of S-Hil-Delta shoulder compression—
the instantaneous power of the Hilbert-Huang transformation range from 1 to 4 Hz
[18, 19]. When Healthy was detected, among the 50 individuals in the study sample,
adaptive ability was the key feature, 1-st way total probability 0.14 (49 individuals)
during adaptation to shoulder compression by the cuff in the range of 21–25Hz—total
spectrum power calculated by Fourier transform.

Analyzing the Directed acyclic graphs (DAGs) based on blood pressure measure-
ments, with subsequent analysis of the indicators (attributes) obtained from Arterial
oscillograms (D. Vakulenko, L. Vakulenko) in a group of Healthy (471 persons),
Cardiovascular disease (322 persons), Active tuberculosis of lungs (84 persons)
(Fig. 8.4).

Consider possible routes to identify patients with Active tuberculosis of lungs.

1. The route consists of 2 nodes HFx45x50_overal-total (0.1)→HF_overal_int_n
(0.15) → Active Tuberc (1), way total probability (0.01)

2. The route consists of 3 nodes HFx45x50_overal-total (0.37) →
HF_overal_int_n (0.06)→Hurst-total (0.07)→CVD (1), way total probability
(0.00010878)

Consider possible routes to identify patients with Cardiovascular disease (CVD)

3. The route consists of 5 nodes HFx45x50_overal-total (0.37) →
HF_overal_int_n (0.06) → Hurst-total (0.07) → Total_power_int_p (0.02) →
HFx6x8_overal-total (0.01) → CVD (1), way total probability (0.0000003108)

4. The route consists of 6 nodes HFx45x50_overal-total (0.37) →
HF_overal_int_n (0.06) → Hurst-total (0.07) → Total_power_int_p (0.02) →
HFx6x8_overal-total (0.01) → LF/HF-70-100 (0.01) → CVD (1), way total
probability (0.000000003108)

5. The route consists of 5 nodes HFx45x50_overal-total (0.37) →
HFx18x21_overal-20 (0.93) → Total_power_int_p (0.98) → VPR-neg
(0.99) → S-Hil-HFx45x50_per-total (1) → CVD (1), way total probability
(0.33)

Consider possible routes to identify Healthy

6. The route consists of 6 nodes HFx45x50_overal-total (0.54) →
HF_overal_int_n (0.79) → Hurst-total (0.93) → Total_power_int_p (0.98)
→ HFx6x8_overal-total (0.99) → LF/HF-70-100 (0.99) → Health (1), way
total probability (0.38)
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Fig. 8.4 DAG reflecting dependencies between healthy (471 persons), cardiovascular disease (322
persons), active tuberculosis of lungs (84 persons)

7. The route consists of 4 nodes HFx45x50_overal-total (0.54) →
HF_overal_int_n (0.79) → Hurst-total (0.93) → Total_power_int_p (0.98)
→ Health (0.53), way total probability (0.2)

8. The route consists of 2 nodes HFx45x50_overal-total (0.54) →
HFx18x21_overal-2 (0.07) → Health (0.8), way total probability (0.03)

9. The route consists of 3 nodes HFx45x50_overal-total (0.54) →
HFx18x21_overal-20 (0.07) → Total_power_int_p (0.02) → Health (0.8),
way total probability (0.0006048)

10. The route consists of 5 nodes HFx45x50_overal-total (0.54) →
HFx18x21_overal-20 (0.07) → Total_power_int_p (0.02) → VPR-neg (0.01)
→ S-Hil-HFx45x50_per-total (0.04) → Health (1), way total probability
(0.0000003024)

11. The route consists of 4 nodes HFx45x50_overal-total (0.54) →
HFx18x21_overal-20 (0.07) → Total_power_int_p (0.02) → VPR-neg (0.01)
→ Health (1), way total probability (0.00000756).

The highest probability of detecting Healthy was found in the sixth route—
0.38 (443 persons). A key endpoint was the assessment of the ability of the auto-
nomic nervous system to maintain equilibrium of sympathetic and parasympathetic
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units during adaptation at the beginning of LF/HF-70-100 shoulder compression.
At LF/HF-70-100 values ≤ 10.9 (443 persons) Healthy, and at LF/HF-20-70 >
10.9—patients with Cardiovascular diseases.

The next largest route identified patients with Cardiovascular disease, way total
probability (0.33). A key endpoint was the evaluation of the instantaneous restorative
power of the braking and pulse excitation during adaptation to S-Hil-HFx45x50_per-
total shoulder compression of the instantaneous power spectrumof theHilbert-Huang
transform in the range from 45 to 50 Hz [18, 20].

Analyzing the Directed acyclic graphs (DAGs) based on blood pressure measure-
ments, with subsequent analysis of the indicators (attributes) obtained from arterial
oscillograms in a group of Patients Smokers and Active tuberculosis (46 persons),
Non-smokers and Active tuberculosis (80 persons) (Fig. 8.5).

Consider possible routes for identifying patients Non-smokers and Active
tuberculosis

1. The route consists of 2 nodesS-Hil-0-4_per-total (0.63)→Total_025_per_int_n
(0.23) → No-Smoke (1), way total probability (0.15)

2. The route consists of 3 nodesS-Hil-0-4_per-total (0.63)→Total_025_per_int_n
(0.23)→ S-Hil-HFx40x45_overal-100-70 (0.09)→Non-Smoker (1), way total
probability (0.01)

3. The route consists of 6 nodes S-Hil-0-4_per-total (0.63) → VLF_per-70-
100 (0.74) S-Hil-HFx18x21_overal-20-70 (0.8) → S-Hil-HFx18x21_overal-
70-end (0.93) → S-Hil-0-4_int_p (0.96) → Total_025_per_int_n (0.98) →
Non-Smoker (1), way total probability (0.33)

4. The route consists of 5 nodes S-Hil-0-4_per-total (0.63) → VLF_per-70-
100 (0.74) → S-Hil-HFx18x21_overal-20-70 (0.8) → Total_04_per (0.58) →
Total_025_per_int_n (0.25) → Non-Smoker (1) way total probability (0.05)

5. The route consists of 4 nodesS-Hil-0-4_per-total (0.63) → VLF_per-70-100
(0.74)→ S-Hil-HFx18x21_overal-20-70 (0.8)→ Total_04_per (0.58)→Non-
Smoker (0.85), way total probability (0.19)

Consider possible routes to identify patients Smokers andwithActive tuberculosis

6. The route consists of 3 nodes S-Hil-0-4_per-total (0.37) →
Total_025_per_int_n (0.77) → S-Hil-HFx40x45_overal-100-70 (0.01)
→ Smoker (1), way total probability (0.26)

7. The route consists of 2 nodes S-Hil-0-4_per-total (0.37) → VLF_per-70-100
(0.26) → Smoker (1) way total probability (0.09)

8. The route consists of 4 nodes S-Hil-0-4_per-total (0.37) → VLF_per-70-100
(0.26) → S-Hil-HFx18x21_overal-20-70 (0.2) → S-Hil-HFx18x21_overal-
70-end (0.07) → Smoker (1), way total probability (0.0013468)

9. The route consists of 5 nodes S-Hil-0-4_per-total (0.37) → VLF_per-70-100
(0.26) → S-Hil-HFx18x21_overal-20-70 (0.02) → S-Hil-HFx18x21_overal-
70-end (0.07) → S-Hil-0-4_int_p (0.04) → Smoker (1), way total probability
(0.0000053872)
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Fig. 8.5 DAG reflecting dependencies between patients smokers and active tuberculosis (46
persons), non-smokers and active tuberculosis (80 persons)

10. The route consists of 5 nodes S-Hil-0-4_per-total (0.37) → VLF_per-70-
100 (0.26) → S-Hil-HFx18x21_overal-20-70 (0.2) → Total_04_per (0.42)
→ Total_025_per_int_n (0.75) → Smoker (1), way total probability (0.01)

11. The route consists of 5 nodes S-Hil-0-4_per-total (0.63) → VLF_per-70-
100 (0.74)→ S-Hil-HFx18x21_overal-20-70 (0.8)→ Total_04_per (0.58)→
Total_025_per_int_n (0.25) → Non-Smoker (1), way total probability (0.05).

The highest probability of detecting patients non-smokers with the active form of
tuberculosis was found in the third route—0.33 (53 persons). A key endpoint was
the evaluation of diastolic adaptive vascular capacity during shoulder compression
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by cuff with Total_025_per_int_n. Spectral power in the range from 0 to 4 Hz by the
Fourier transform of the lower extrema of the interval.

The next largest route found patients smokingwith active tuberculosis, a way total
probability of 0.26 (20 people). A key endpoint was the assessment of the instan-
taneous restorative ability of the inhibition balance and the excitation of impulses
during adaptation to compression of the artery with a pinched artery during diastole
S-Hil-HFx40x45_overal-100-70 instantaneous power of the spectrum by Hilbert-
Huang transform in the range from 45 to 50 Hz. This feature indicates the defeat of
the vascular capacity [18, 20].

Analyzing the Directed acyclic graphs (DAGs) based on blood pressure measure-
ments, with subsequent analysis of the indicators in a group of males (79 persons)
and females (12 persons) with active tuberculosis (Fig. 8.6).

Consider possible routes to identify patients femaleswithActive lung tuberculosis

1. The route consists of 3 nodes HFx40x45_per-20-70 (0.13) → VLF_per_int_p
(0.1) → Total_025_per_int_n (0.08) → Women (1), way total probability
(0.00104)

Fig. 8.6 DAG reflecting dependencies between males (79 persons) and females (12 persons) with
active tuberculosis
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2. The route consists of 4 nodes HFx40x45_per-20-70 (0.13) → VLF_per_int_p
(0.1) → Total_025_per_int_n (0.08) → S-Hil-HFx30x35_overal-total (0.06)
→ Women (1) way total probability (0.0000624)

3. The route consists of 6 nodes HFx40x45_per-20-70 (0.13) → VLF_per_int_p
(0.1) → Total_025_per_int_n (0.08) → S-Hil-HFx30x35_overal- total (0.06)
→ S-Hil-HFx18x21_overal-20 (0.05) → power-std (0.01) → Women (1) way
total probability (0.0000000312)

4. The route consists of 2 nodes HFx40x45_per-20-70 (0.13) → VLF_per_int_p
(0.1) → Women (1), way total probability (0.01)

5. The route consists of 1 node HFx40x45_per-20-70 (0.13) → Women (0.75),
way total probability (0.1)

Consider possible routes to identify patients males with Active lung tuberculosis

6. The route consists of 5 nodes HFx40x45_per-20-70 (0.87) → VLF_per_int_p
(0.9)→Total_025_per_int_n (0.92)→S-Hil-HFx30x35_overal-total (0.94)→
S-Hil-HFx18x21_overal-20 (0.95) → Men (0.63), way total probability (0.4)

7. The route consists of 6 nodes HFx40x45_per-20-70 (0.87) → VLF_per_int_p
(0.9) → Total_025_per_int_n (0.94) → S-Hil-HFx30x35_overal-total (0.95)
→ S-Hil-HFx18x21_overal-20 (0.95) → power-std (0.99) → Men (1), way
total probability (0.63).

The highest probability of detecting patients with active tuberculosis was found
in the seventh route—0.63 (73 persons). The key endpoint was to estimate the value
of the rms amplitude deviation of the arterial oscillogram power-std.

8.4 Conclusions

Using the DAGs we built differentiation routes for previously diagnosed Pulmonary
(167), Cardiovascular (322) and Healthy (471) patients. With the help of indicators
obtained from arterial oscillograms (D. Vakulenko, L. Vakulenko) registered during
measurement of blood pressure we revealed additional sequences of indicators and
evaluated their significance.

The highest probability of the constructed routes was found in patients with
chronic obstructive pulmonary disease, way total probability 0.54 (45 people).
A key endpoint was the evaluation of the instantaneous restorative power of the
braking balance and pulse excitation during adaptation to S-Hil-HFx45x50_per-total
shoulder compression of the instantaneous power spectrum of the Hilbert-Huang
transform in the range from 45 to 50 Hz.

The following probability value for the detection of Healthy was found in the
route—0.38 (443 persons). A key endpoint was the assessment of the ability of the
autonomic nervous system to maintain equilibrium of sympathetic and parasympa-
thetic units during adaptation at the beginning of LF/HF-70-100 shoulder compres-
sion. When LF/HF-70-100 values are less or equal than 10.9 (443 persons) then they
are healthy, and at LF/HF-20-70 > 10.9—patients with cardiovascular diseases.
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The third most important route in the detection of patients with active tuber-
culosis was the highest way total probability—0.37 (83 persons). A key endpoint
was the assessment of the instantaneous stress level prior to the onset of S-Hil-
Delta shoulder compression—the instantaneous power of the spectrum by the
Hilbert-Huang transform in the range from 1 to 4 Hz.

Thus, the key endpoint was the evaluation of the instantaneous restoration of
the braking and excitation balance during adaptation to shoulder compression—the
instantaneous power of the Hilbert-Huang transform range from 30 to 50 Hz. Next in
importance was the ability of the autonomic nervous system to maintain equilibrium
of sympathetic and parasympathetic units during adaptation at the beginning of the
LF/HF-70-100 shoulder compression power of the Fourier transform spectrum [17].

The revealed indicators indicate not only the lung tissue in the group of lung
diseases, but also the systemic lesionof different levels of the nervous system involved
in the process of adaptation to the compression of the shoulder vessels. This applies
primarily to beginning with the instantaneous adaptive capacity of brain activity in
the range from 30 to 50 Hz, the predominance of the total power of the sympathetic
link of the autonomic nervous system and the increase of activity of the vascular
center of the medulla oblongata. Values increased as complications of lung disease
grew.
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Chapter 9
Bipartite Graphs—Petri Nets in Biology
Modeling

Anna Gogolińska and Wiesław Nowak

Abstract Petri nets (PNs) are bipartite graphs with two types of nodes: places and
transitions. Places usually represent objects and transitions represent some actions
or reactions. Places may contain tokens, which according to defined rules, can be
transferred between places by transitions. The basic idea of PNs is simple. However,
it allows to create a wide range of models. This chapter is focused on PNs models
in biology. A few examples of PNs applications in this discipline are presented:
modeling ofGeneRegulatoryNetworks;metabolic, signaling and regulatory network
modeling and analysis of Molecular Dynamic simulations results. Basic definitions,
biologically important properties and the most commonly used extensions of PNs
are also presented. The chapter shows that PNs can be used to create variety of
models: qualitative, quantitative, synchronous, asynchronous, which can be applied
to various biological phenomena.

Keywords Petri nets · Modeling · Gene regulatory networks · Reactions
modeling · Molecular dynamics simulations · Immune system modeling

9.1 Introduction

Petri nets (PN) formalism belongs to the mathematical languages created to describe
the distributed systems. The first concepts of Petri nets [1] were proposed by Carl
Adam Petri in 1939. He proposed the currently common graphic representation for
nets and demonstrate their application in chemical processes. His famous disserta-
tion “Kommunikation mit Automaten” (Communication with Automata), published
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Poland

© Springer Nature Switzerland AG 2022
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176 A. Gogolińska and W. Nowak

in 1962 [2], is considered the first introduction of Petri nets to science. In that work
PNs were used to synchronize communicating automata. This puts the Petri nets
among the oldest modeling techniques in the computer science. Since 1962 the Petri
nets theory has been greatly developed, some theoretical questions have been posed
and solved, and many subclasses of PN have been developed in order to improve
specialist systems modeling [3]. Due to their simplicity and universality PNs have
been applied in many branches of science. The main field of applications of PNs
modeling is engineering. Here Petri nets-based models are used to solve different-
scales problems like, for example, production scheduling [4], deadlock control of
automated manufacturing [5] or even traffic jump control [6]. They are also often
applied in computer science, for studying the properties of communication protocols
[7], multimedia architecture [8] or in artificial intelligence [9]. Since the nineties
Petri nets have been also applied in modeling of biological systems. Pioneers in this
field were Reddy [10] and Hofestädt [11]. After those first works many diverse PNs
applications have been published.
The goal of this chapter is to show how simple on their idea, bipartite graphs called
Petri nets can be used as powerful and flexible biology modeling tool, which allows
to create various models in many areas. Examples, presented in the chapter, show
variety of applications of PNs. They also are used to demonstrate some problems
which may occur using PNs and how to solve those problems, thanks to a wide range
of methods available for PNs.
Chapter organisation: in the next section basic definitions related to PNs are pre-
sented. Also properties and a few extensions of basic PNs, which are important in
modeling of biology, are described. Section9.3 contains the idea of Gene Regula-
tory Networks and usage of Petri nets in their modeling. In Sect. 9.4 the applications
of PNs in modeling of biological reactions, like metabolic, signaling and regula-
tory pathways are presented. Section9.5 describes Petri nets methods of analysis of
molecular dynamic simulations results. The chapter is concluded in Sect. 9.6.

9.2 Petri Nets

9.2.1 Basic Definitions

Petri nets [12] have a form of a bipartite graph with two kinds of nodes: places
and transitions. Any two places or two transitions cannot be connected by the edge.
Many extensions of the basic form of the PNs have been developed, some of them are
presented further in this Section. However, wewill start with the basic, more classical
type of PNs. This type is called in various ways, in this chapter we would use one
of the most common name: marked PNs. Often, in respect to the basic, marked type
of PNs, its name is skipped, hence in this chapter Petri nets or PNs would refer to
marked PNs, for extensions and different types their name is always given.



9 Bipartite Graphs—Petri Nets in Biology Modeling 177

Definition 1 A (marked) Petri net graph is a 5-tuple (P, T, F,W, M0), where:

• P is a finite set of places.
• T is a finite set of transitions (or actions), such that P ∩ T = ∅.
• W : P × T ∪ T × P → N is an arc weight function; if W (p, t) = 0 or
W (t, p) = 0, p ∈ P, t ∈ T then p and t are not connected. In other cases p and
t are connected.

• M0 : P → N is an initial marking.

Places may be empty or may contain tokens. If at least one token is inside a place,
the place is called marked. Distribution of tokens over the set of places in PN is
called a marking. Like it is shown in Definition 1, the initial distribution of tokens is
a part of a PN. In modeling, places usually represent some type of resources, objects;
transitions correspond to some actions, reactions, processes. Tokens describe number
of resources represented by a place.

Petri nets have a useful graphical representation, which often facilitate analysis of
the PN models. Places, graphically, are represented as circles, transitions as squares
or thick lines. If a place and a transition are connected then an arc is drawn between
them. If a weight of an arc is one (the default weight) then it is not presented on the
plot, higher values of weights are presented as numbers close to the arc. When it is
possible, tokens are depicted as dots inside a place, when there are to many tokens
in one place, then the number of tokens is given instead. An example of graphical
representation on PN can be seen in Fig. 9.1.

Definition 2 Let PT = (P, T, F,W, M0) be a Petri net. For every transition t ∈ T
we define: set of input places of t : •t = {p ∈ P | W (p, t) > 0} and set of output
places of t : t• = {p ∈ P | W (t, p) > 0}.

PNs are dynamic structures. This dynamic is a result of relocation of tokens by
transitions. This process is strictly defined and varies between different types of PNs.

Definition 3 Let PT = (P, T, F,W, M0) be a Petri net. Transition t ∈ T is enabled
(may be fired) inmarkingM if∀p∈•tW (p, t) ≤ M(p). Set of all enabled transitions in
markingM is denoted enb(M). If t is enabled it can be fired (executed). During firing
the current marking M is changed to the new marking M ′ = M − ⋃

p∈•t W (p, t) +⋃
p∈t• W (t, p). We denote it by MtM ′. Markings which can be obtained (directly

or indirectly) from the initial marking by firing of transitions are called reachable
markings.

Definition 4 Let PT = (P, T, F,W, M0) be a Petri net. The effect of transition t
is defined as follows: e f f (t) = ⋃

p∈t• W (t, p) − ⋃
p∈•t W (p, t).

Example of PN before and after firing of transition t1 is presented in Fig. 9.1.
Transition t1 in the left part of the Figure is enabled (all its input places contain at
least so many tokens as the weight between the place and the transition). In the right
part one can see that the marking is changed, input places of t1 contain less tokens
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Fig. 9.1 Example of (marked) Petri net. a Before firing of transition t1, b after firing of transition
t1. Examples of: transition without input places (t2), transition without output places (t2) and a
self-loop (t4) are presented

and output places of t1 contain more—number of transferred tokens is determined
by weights. The number of tokens in PNs is not constant, it is even possible to create
transitions without input places (like t2 in Fig. 9.1)—they produce tokens without
any conditions; or without output places (like t3 in Fig. 9.1)—they consume tokens
without any conditions. A place can be at the same time an input and an output place
for a transition—see transition t4 in Fig. 9.1. Such cases will be called self-loops. If
a place and a transition create self-loop, then the transition can fire only when the
place is marked. It can be seen as some kind of a switch for the transition.

Graphs usually have some kind of matrix representation. The same is true for Petri
nets. PNs can be represented as twomatriceswith integer coefficients: an inputmatrix
and an output matrix. The input matrix represents weights of arcs from transitions
to places and the output matrix represents weights of arcs from places to transitions.

Definition 5 Let PT = (P, T, F,W, M0) be a Petri net, |P| = n, |T | = m, then
the input matrix is C+ = (αi j )n×m , where

αi j =
{
W (t, p); where p ∈ t•
0 otherwise

The output matrix is a matrix C− = (αi j )n×m , where

αi j =
{
W (p, t); where p ∈ •t
0 otherwise

The input and output matrices may be used to calculate the incidence matrix.

Definition 6 Let PT = (P, T, F,W, M0) be a Petri net, C+ be the input matrix
of PT , and C− be the output matrix of PT . The incidence matrix C = (αi j )n×m is
defined as C = C+ − C−.
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The element αi j of the incidence matrix represents the token’s change at place pi
by firing of transition t j . Please notice, that self-loops are not visible in the incidence
matrix, because the marking of a place in a self-loop does not change regardless of
firing the transition in the self-loop. It may cause some problems during analysis.

Definition 7 T-invariant of a Petri net PT = (P, T, F,W, M0) is a vector x ∈ N
m ,

where |T | = m, satisfying the equation C · x = 0.

Definition 8 P-invariant of a Petri net PT = (P, T, F,W, M0) is a vector y ∈ N
n ,

where |T | = n, satisfying the equation CT · y = 0.

T-invariants and p-invariants are very important properties in analysis of biological
Petri nets. Firing all transitions from one t-invariant will reproduce a given marking.
In biology one t-invariant should correspond to one biological process or a pathway.
All t-invariants should have a biologicalmeaning, if some t-invariants do not have any
biological sense it suggests the error in the model, hence they can be used to verify
the model. In rare cases a t-invariant, which does not correspond to any biological
process, may indicate a novel property. A p-invariant represents a set of places over
which theweighted sumof tokens is constant. In biologicalmodels the are commonly
used to model substances conservation.

In some PNs number of t-invariants is very large, for example a few thousands.
Analysis of so many t-invariants are almost physically impassible, hence to reduce
their number, themost similar t-invariantsmay be connected into t-clusters. “Similar”
in this case means that the t-invariants have many common transitions. The choice
of the specific definition of distance (similarity) between t-invariants and type of
clasterization algorithm depends on the researcher.

The last important concept related to invariant analysis are Maximal Common
Transition Sets (MCT-sets). The MCT-set is a set of transitions which occur always
together in the considered set of t-invariants. Transitions inside one MCT-set do not
have to be connected by places. MCT-sets represent a kind of building blocks of
the networks. Their biological meaning should be checked and they may represent
reactions which show a similar behavior.

9.2.2 Biologically Important Properties

An important advantage of Petri nets for modeling biological systems is that they
are supported by theoretically well-founded techniques and tools for simulation and
analysis. The following properties may be studied and give insight into the modeled
process:

• Simulations of PNs, token-games: this technique involves starting from the initial
marking, then firing the enabled transitions (according to different algorithms) and
observing the obtained markings. This method is common for quantitative models
to give exact levels of substances, but can be also used for qualitative models to
observe qualitative changes.
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• Boundedness ensures that the number of tokens in every place and in every reach-
able marking is bounded. For biological networks this means that products cannot
accumulate.

• Reachability of a given marking M from the initial marking M0—for marked PNs
this problem is decidable (it is not true for some extensions). In biological models
this properly allows to check the existence of an evolution of the system from an
initial state to a desired state.

• Liveness ensures that it is always possible to fire at least one transitions. In some
marking may not be any enabled transitions—those marking are called death
markings. The deathmarkingsmay represent abnormal flowof a biological process
or sometimes expected steady-state of the model.

• Analysis of invariants (relevant definitions and descriptions are presented at the end
of Sect. 9.2.1, examples of practical use of this method are presented in Sect. 9.4).

• Siphons and traps analysis: Siphons is a subset S of places, where each transition
that puts a token to S also removes a token from S. This implies the preservation
of emptiness: once empty, a siphon never again gains tokens. Trap is a subset Tr
of places where each transition that removes a token from Tr also puts a token to
Tr . This implies the preservation of at least one token: if at least one of places in
Tr is marked, there always at least one place in Tr is marked.

9.2.3 Extensions of Petri Nets

The classical, marked PNs are suitable to create quantitative models, but to represent
complex biological processes often additional elements are useful, like for example
time or real numbers.Moreover, the basic idea ofmarked PNs is quite simple and easy
to modify. Hence, during years, many extensions and types of PNs were developed,
which allowed to enrich modeling capabilities of PNs.

9.2.3.1 Timed Petri Nets

Time may be added to PNs in many ways. It can be associated with places or with
transitions [13], but all those PNs are called Timed Petri nets. The most popular are
two formalisms: Ranchamdani’s Timed Petri nets (RTPN) and Merlin Time Petri
nets (MTPN) [14]. In RTPNs value of a firing time is associated with each transition
and a clock state is associated with PN.

Definition 9 A Ranchamdani’s timed Petri net is a six-tuple: (P, T, F,W, M0, f ),
where (P, T, F,W, M0) is a Petri net and f : T → R

+ is a firing time function,
which assigns a positive real number, called firing time, to each transition.

Definition 10 The clock state is a pair (M, V ), where M is a marking and V is a
clock valuation function, V : enb(M) → R

+.
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The clock state is defined only for enabled transitions. The first value the clock for
a newly enabled transition is given by the firing time function. If an enabled transition
is executed its clock state is reseted. If an enabled transition is not executed its clock
state is decreased by the clock state value of the executed transition. The transition
with the smallest value of the clock state is choose to be executed. This method
ensures that when a transition t is enabled, then it will fire after at most f (t) times
units.

Definition 11 A Merlin timed Petri net is a six-tuple: (P, T, F,W, M0, I ), where
(P, T, F,W, M0) is a Petri net and I : T → [R+,R+] is a firing time function, which
assigns an interval, called firing interval, to each transition.

An absolute time is assigned to aMTPN. Each enabled transition has its own time
interval in which it can be fired. That time depends of the left bound of its firing
interval, of the time elapsed since it became last enabled, and of the time in which
the rest of the enabled transitions became enabled.

9.2.3.2 Stochastic Petri Nets

In Stochastic Petri nets (SPNs) enabled transitions fire with an exponentially dis-
tributed time delay. The idea of SPNs was presented almost simultaneously in [15]
and [16].

The basic definition of the SPN is as follows [17]:

Definition 12 An SPN is a six-tuple: SPN = (P, T, I, O, M0, λ), where
(P, T,W, M0) is the marked PN and λ = (λ1, λ2, . . . , λn) is an array of (possibly
marking dependent) firing rates associated with transitions.

A firing rate is associated with each transition. It specifies the amount of time
that must elapse before the transition can fire. This firing rate is a random variable
with negative exponential probability distribution function. During the firing process
each enabled transition has to sample its firing rate. The transition which obtains the
minimum value is the one to be executed. Then the marking is changed according to
standard rules.

9.2.3.3 Continuous and Hybrid Petri Nets

Continuous Petri nets (CPNs) can be easily defined from marked PNs. The main
difference is a type of tokens, which in CPNs are real numbers. Also weights are real
values.

Definition 13 A continuous Petri net is a 5-tuple (P, T, F,W, M0), where: P is a
finite set of places, T is a finite set of transitions, W : P × T ∪ T × P → R is an
arc weight function, and M0 : P → R is an initial marking.
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The definition of CPNs can be changed to allow weights which are not only
numbers but functions. These features make continuous Petri nets fully capable of
representing chemical reactions. Furthermore, the dynamics of a continuous Petri
net can be expressed in terms of Ordinary Differential equations in agreement with
the standard mass action kinetics of chemical reactions [18].

Hybrid Petri nets (HPNs) usually contain classical, discrete places and transitions
as well as continuous places and transitions.

Definition 14 A hybrid PN is Q = (P, T, h,W, M0), where P and T are the sets
of places and transitions respectively; h : P ∪ T → {D,C} indicates for every place
or transition whether it is a discrete or continuous one. A non-negative integer called
the number of token is always associated with a discrete place and a non-negative
real numbers called the mark is always associated with a continuous place. W (p, t)
(W (t, p)) is a function that define arc from a place p (a transition t) to a transition
t (a place p), where the arc has a weight of non-negative integer (non-negative real
value) if h(p) = D (h(p) = C).

HPNs are usually like in Definition 14. However, other types of PNs may be also
included and extend the meaning of the word hybrid.

9.2.3.4 Colored Petri Nets

ColoredPetri nets (CPNs) is one of themost complex type of PNs. InCPNs places and
tokens have types, token can be inside a place only when their types are compatible.
Instead of weights, functions, even very complex one, may be assigned to arcs. Those
functions operate on tokens and may transform then, for example change their types.
Guards, which have a form of logical expressions, may be defined for transitions.
To determine if transition may be executed, not only sufficient number of tokens is
required in input places but also the guard expression must be true (if it is defined
for the transition).
Values of tokens are assigned to variables in functions defined for arcs and variables
in a guard. This process is called binding. The formal definition of CPNs is as follows.

Definition 15 ([19]) A (non-hierarchical) colored Petri net is a nine-tuple CPN =
(P, T, A, �, V,C,G, E, I ), where:

• P and T are finite, disjoint sets of places and transitions (similar to the case of
inhibitor nets);

• A ⊆ P × T ∪ T × P is a set of directed arcs;
• � is a finite set of non-empty color sets;
• V is a finite set of typed variables such that T ype(V ) ∈ � for all variables v ∈ V ;
• C : P → � is a color set function that assigns a color set to each place;
• G : T → EX PRV is a guard function that assigns a guard to each transition t
such that T ype[G(t)] = Bool;
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• E : A → EX PRV is an arc expression function that assigns an arc expression to
each arc a such that T ype[E(a)] = N

C(p), where p is the place connected to the
arc a;

• I : P → EX PR∅ is an initialisation function that assigns an initialisation expres-
sion to take each place p such that T ype[I (p)] = N

C(p).

9.2.3.5 Fuzzy Petri Nets

Fuzzy Petri nets (FPNs) allow to join graph theory, dynamic of PNs and fuzzy
reasoning mechanism.

Definition 16 ([20]) FPN can be defined by an 8-tuple set as follows: FPN =
(P, T, D, I, O, f, α, β) where:

• P is a finite set of places
• T is a finite set of transitions
• D = {d1, d2, . . . , dn} is a finite set of propositions, and P ∩ T ∩ D = �,

|P| = |D|.
• I : T → 2|P| is the input functionwhich determines the input places to a transition,
• O : T → 2|P| is the output function which determines the output places to a tran-
sition,

• f : T → [0, 1] is an association function, amapping from transitions to real values
between 0 and 1;

• α : P → [0, 1] is an association function, a mapping from places to real values
between 0 and 1;

• β : P → D is an association function, a bijective mapping from places to propo-
sitions.

Let A is a set of directional arcs, A ⊆ P × T ∪ T × P . If p j ∈ I (ti ), then there
exists a directional arc a ji ∈ A, from the place p j to the transition ti . If pk ∈ O(ti ),
then there exists a directional arc aik ∈ A, from the transition ti to the place pk . If
f (ti ) = μi , μi ∈ [0, 1], then the transition ti is said to be associated with a real value
μi which denotes the certainty factor of ti . If β(pi ) = di , and di ∈ D, then the place
pi is said to be associated with the proposition di . The tokens of a place pi ∈ P is
denoted by α(pi ), where α(pi ) ∈ [0, 1]. If α(pi ) = yi , yi ∈ [0, 1], and β(pi ) = di ,
then it indicates that the truth value of proposition di is yi .

9.3 Modeling of Gene Regulatory Networks

Genes are sequences of nucleotides in DNA or RNA that encodes proteins or other
products of their synthesis. However, in this section we will focus on proteins only.
Every cell in an organism contains full set of genes specified for that organism. For
example each cell in human body contains more than 43 thousands of genes [22].
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Naturally, not all of genes are expressed. The expression of a gene is a process in
which information from the gene is read and used to synthesize a protein encoded
by the gene [21]. A gene, which is expressed is called active, a gene which is not
expressed is called inactive. In different cells and in different moments of time, a
set of expressed genes is also different. Very important factor in gene expression is
also an environment. Many proteins are designed to be used in specific situations, for
example in reaction for some type of stress (heat stress [23], cold stress [23], etc.) or
in reaction for presence of specific substances i.e. presence of lactose in Escherichia
coli [24]. To save energy and substances those proteins are synthesized (genes are
expressed) only when it is required.

The gene expression process is very complex. Like it was mentioned above, pres-
ence of some substances or environmental factors activates genes. However, a very
important role in regulation of gene expression is played by the genes themselves.
Some genes active others, some inhibit others, self-promotion and self-inhibition is
also possible. Those interactions between genes are usually not direct, but by the
products of their expression.

All those interactions amonggenes and environment canbedescribed as a complex
network and are referred to as Gene Regulatory Networks (GRN) [25]. In order to
understand and study the sophisticated behavior of GRNs various modeling methods
have been used. The most important characteristics of those models are:

• quantitative—in quantitative models the exact numeric results are obtained. The
main disadvantage of those methods is: they require also exact numeric data for
construction, and that type of data is difficult to obtain in biological system.

• qualitative—those models do not give exact numeric outcomes, which may be
consider as a flaw. They only present qualitative interactions among genes, proteins
and metabolites. However, those models are much easier to construct.

• synchronous—in thosemodels state of all variables (genes or other substances) are
updated at once, in one step. This methodology gives a deterministic results, but
is not fully consistent with biological experiments. In nature, different regulatory
interactions have various rates, so they happen at different times.

• asynchronous—only one variable is updated in a single step, using the current val-
ues of other variables. A disadvantage of this method is: they are non-deterministic
due to fact, that every variable is equally likely to be actualized in every step and
this leads to very rich behaviors, not all of which are observed in the nature. How-
ever, in general, those models are considered more realistic and consisted with
biological experiments—like mentioned above, regulation processes happen at
different times.

One of the most popular quantitative method are Ordinary Differential Equa-
tions (ODEs). On the other hand, the most common qualitative modeling framework
(probably even the most popular in general) are Boolean networks [26]. A Boolean
network consists of a set of Boolean variables (the nodes of the network) each asso-
ciated with a Boolean function defined on a subset of the variables. Each variable can
be in active state (value 1), which means the gene is active, the metabolite is present;
or in inactive state (value 0), which represents the inactivation of the gene or lack of
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Table 9.1 Truth tables for a simple Boolean network presented in Fig. 9.2

Right part of tables describes the next state of entities

Fig. 9.2 Simple Boolean network with three genes as entities. Two types of edges are presented.
Interactions among genes are described in Table9.1

the substance. Boolean networks describing GRP are usually presented as directed
graphs, where nodes represent variables and with two types of edges. The first type
of the edge, graphically visualized as regular arrow, corresponds to the promotion,
activation between nodes—a positive influence. The graphical representation of the
second type varies between dashed arrows, arrows with dots or line as an arrowhead;
and corresponds to inhibition of the node—a negative influence. Boolean networks
as directed graphs are usually obtained directly from the lab experiments performed
to infer a GRN, when the exact Boolean functions are often unknown. The exam-
ple of a Boolean network (represented as truth tables and a graph) are presented in
Table9.1 and Fig. 9.2.

9.3.1 Petri Nets in GRN Modeling

Due to the nature of (marked) Petri nets, they are themost suitable to model GRN in a
qualitative and asynchronous way. In most methods of GRNmodeling, Petri nets are
generated from Boolean networks or Boolean functions. The most straightforward
method, one may say the most “classical” one is presented in [27]. The authors
proposed a novel idea to represent one gene (or other entity) by two places in PN.
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Fig. 9.3 BRPNs created from genetic regulatory Boolean networks presented above. On the left,
g1 without any impact is inactive, on the right g1 without any impact is active (it is indicated by the
arc between g1 and tg1 ). The initial marking will describe state of g2 and that state cannot change
(in those examples, for different Boolean networks it may be possible)

For entity gi the first place is denoted simply as gi and it represents the active state of
the entity. When the place is marked it corresponds to the situation when gi is active.
The second place is named usually gi and model the inactive state of gi . When a
token is present in gi it means that entity gi is not active. Due to those assumptions,
the Petri net corresponding to the GRN is constructed according to the following
rules:

• every place gi has its corresponding place gi
• only one of places gi and gi may be marked at the given time
• sum of tokens in gi and gi is always one.

This method, based on two places for one entity was adapted by many other authors.
The authors in [27] used gene regulatory Boolean network to create marked Petri

net. Obtained PN was called Boolean regulatory Petri net (BRPN). In BRPN two
places and a set of transitions {tgi ,X } are created for every gene gi . The set X is an
empty set or X contains every combination of genes, which have impact on gi . Effect
of transition tgi (when set X is empty) corresponds to the state of gi when there are not
any factors which affect gi—gene is by default active or inactive. To determine effect
of other transitions the author used dynamical graph where vertices represent states
of the system (i.e. n-tuples giving the expression levels of the n genes), and edges
represent transitions between states. The simple example of two BRPN are presented
in Fig. 9.3. They describe the basic interactions between two genes: activation and
inhibition. In [27] the authors presented two real life applications: Drosophila Cell
Cycle and Flowering in Arabidopsis. They created BRPNs for both study cases and
used them to determine death markings. Biological meaning of those death markings
was also explained.

The described method is asynchronous and has the same disadvantages as it was
mentioned in Sect. 9.3. However, Petri nets allow also to create synchronous models
of GRNs. In [28] the authors presented approach for constructing qualitative Petri net
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models. As the starting point, they took a synchronous Boolean network and the truth
tables for every entity. Then, using logical minimization, two Boolean expressions
for each entity are extracted. The first one describes when the entity becomes active
and the second specifies when it becomes inactive. Those expressions capture the
behavior of a Boolean network. The next step is the translation of logical equations
into a corresponding Petri net (similarly, like in [27]) to implement that specific
behavior. To model the synchronous semantics with the naturally asynchronous Petri
nets, the authors created the two phases protocol of updating Petri net markings. In
the first phase, each entity decides what its next state will be. This decision is not
immediate but is stored in one of two additional places. Moreover, for every entity
the third additional place is added, to mark that the decision has been made. When
all entities decided, the second phase starts, when the state of each entity is updated,
according to the stored decision. In [28] the authors presented the sporulation in B.
subtilis study case. The created Petri net was used to perform a range of simulations
to gain insight into the modeled behavior. They also used the model to investigate
experimental hypotheses.

The most straightforward asynchronous model presented in [27] is not the only
one obtained using Petri nets. In [29] the authors created more complex one, but it
does not exhibit so strong non-deterministic behavior, which is the main flow of this
type of models. They used techniques from speed-independent (SI) circuits, which
tend to be deterministic, though they can handle certain kinds of non-determinism.
The authors interpretedGRNs as SI circuit, then SI circuswas implemented by Signal
Transition Graphs (STGs). STGs are Petri nets in which transitions are labeled with
rising and falling edges of circuit signals. They can capture the behavior of the SI
circuit and its environment. The authors shown that when such implementation is not
possible, it indicates the areas of the STGwhich need to be refined and the additional
information about the environment’s behaviour or relative reaction rates are required.
In [29] the Lysis-Lysogeny Switch in phage λ study case is also presented and used
to shown the capabilities of the model.

All so far described GRN Petri nets models are based on marked Petri nets.
However, as it was presented in Sect. 9.2.3 PNs universe is noticeably richer. Many
extensions of Petri nets have been also used to model and study GRNs.

Using marked Petri nets only quantitative models can be created. Continuous
Petri nets dynamic is consistent with ODEs, hence this type of Petri nets is sufficient
to represent quantitative features of GRNs and it is fully capable of representing
chemical reactions. However, exact numeric data in biology is difficult to obtain,
hence more popular are Hybrid Petri nets (HPNs) models. In [30] the authors used
HPNs to effectively observe the dynamics of concentrations of proteins in λ phage.
They shown some computational results of simulations, which gave insight into the
modeled processes.
In [31] an hybrid Petri net model of the fission yeast cell cycle regulation mechanism
was presented. Based on the simulation of the model, the authors draw some conclu-
sions about the regulation mechanism under study. Their results are consistent with
known biological facts, as well as results obtained through ODEs models.
The lac operon gene regulatory mechanism is studied in [32]. The authors used
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Hybrid Petri nets (more precisely Hybrid Functional Petri nets, with functions as
weights) to create their model. Using obtained PN the following cases where exam-
ined: the wild type (without any mutations), the lac repressor mutant and the lac
operon mutant. All their observations are supported by experimental results.

Also Stochastic Petri nets have been used to model GNRs, like for example in
[33]. The authors prepared the yeast cell cycle model. The SPN model catches the
behavior of the wild type budding yeast cells and a variety of mutants. Their results
match some characteristics of budding yeast cells that cannot be found with the
deterministic methods. The model was based on deterministic ODEs and it belongs
to quantitative type.

In [29] the authors presented a fuzzy Petri net (FPN) model to design the GRNs.
They results shown that the presented method is feasible and acceptable to design the
genetic regulatory network and investigate the dynamical behaviors of gene network.
Also Colour Petri Nets can be used to study GRNs, like it is shown in [35].

9.4 Modeling of Biological Reactions

Like it was mentioned in Sect. 9.3 the process of gene regulation is very complex. It
is not the only complicated mechanism taking place in a cell. Life of the whole cell
is base on sophisticated interactions between DNA, RNA, proteins, cell’s organelles
and chemical components. Moreover, each cell is in constant interaction with its
environment. Different substances constantly leave or enter the cell; proteins and
hormones bind to membrane receptors and trigger various reactions. In more com-
plex organisms cells cooperate with each other and create specialized tissues. One
may say that the whole life is based on numerous interactions on different levels of
focus, from interactions between atoms, through interactions between biomolecules
to interactions between cells. All those biological reactions may be seen as a very
complex network of dependencies. Unfortunately, such network will be hierarchical
and enormous on every level and so farwe are not able to create such a complexmodel
(because of for example lack of knowledge). However, it does not stop researchers
from trying to study smaller parts of it. Here, Petri nets come to aid, as one of the
more popular method used to model various types of biological reactions.

9.4.1 Petri Nets Models of Metabolic, Regulatory and
Signaling Networks

The complex network of biological interactions on the biomolecules level may be
divided into parts, called metabolic pathways. One metabolic pathway is a series
of chemical reactions occurring within a cell, where product of one reaction is a
substrate for the next. The reactants, products, and intermediates of those reactions
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are known as metabolites. Very important role in metabolic pathways is played by
enzymes—proteins which accelerate reactions and are necessary for them to occur,
but are not consume during the reactions. Metabolic pathways interact with each
other via common metabolites. Due to serialized character of metabolic pathways
they are often presented as metabolic networks. Among biological interactions we
may also distinguish regulatory and signaling networks, which are strongly related
to metabolic networks and differences between them are rather vague. All those
types of networks play an enormous role in living cells—they form a bridge between
genotype and phenotype.

Regulatory networks are associated with mechanism responsible for the changes
in concentration or activity of a products. Details of the regulation, such as concen-
tration, exact level of substances, are often omitted and reduced to activation or inhi-
bition interactions. Semantics underlying those interactions defines logical formal-
ism. Subtype of regulatory networks are GRNs (described sepSarately in Sect. 9.3).
However,in general regulatory networks are more universal and are not focused
only on gene regulation but on regulatory interactions that guide all types of bio-
logical reactions. Signaling networks usually describe (i) an interaction between
extracellular substances and cells through molecular receptors; and (ii) intracellular
biochemical interactions and activation events of biomolecules in response to the
substances.

Metabolic, regulatory and signaling networks are more complicated than regular
graphs, where reactions would correspond to arcs and metabolites to vertices. Math-
ematically, biological networks are a sort of hypergraphs ([36]). However, they are
suitable to be modeled by Petri nets. Bipartite nature of Petri nets allows to describe
biological interactions with two types of vertices, where the first one (transitions)
corresponds to reactions and the second one (places) to metabolites. Example of such
a method is presented in Fig. 9.4.
The usual Petri net modeling process is to start with qualitative model. The model is
extracted and build from biology literature and verified by qualitative analyses. Usu-
ally, basic, marked type of Petri nets is used. Many analysis methods from Petri nets
universe can be applied (see Sect. 9.2.2) to study the obtained model. It gives insights
in the biological reactions process. The next step, if it occurs, should concentrate on
adding stochastic and/or deterministic information about quantities. Then the model
can be transform from quantitative to qualitative one [37] and would be represented
with different Petri nets extensions.

Fig. 9.4 Petri net
representation of reaction
A + B ↔ C + D
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One of many metabolic models created using the basic, marked Petri nets is
presented in [38]. The authors provided model of the hemojuvelin (HJV)–hepcidin
axis involved in themaintenance of the humanbody iron homeostasis. CreatedPNhas
48 places and 65 transitions, all of them representing exact metabolite (in respect to
places) or biological process (in respect to transitions). The main part of the analysis
was based on t-invariants analysis (see Sect. 9.2.1). The model contains 197 minimal
t-invariants, no p-invariants and 14 non-trivial MCT-sets. Number of t-invariants
is significant, hence the authors grouped them into t-clusters using the Mean Split
Silhouette (MSS) method. To find the best number of clusters Calinski–Harabasz
coefficient has been calculated for the chosen method of clustering. Finally, 21 t-
clusters were obtained. Analysis of the most interesting, from the biological point
of view, t-clusters, MCT-sets and t-invariants and relationships between them, gave
some biological findings. The study demonstrated differences in conversion of m-
HJV to s-HJV between extrahepatic tissues and the liver. Moreover, the authors have
found that martiptase-2 and furin levels depend on the iron resources in the human
body. Those results can be used to determine which parts of the analyzed process
require an in-depth analysis, including laboratory verification.

The Petri netmodel presented in [38]was pure—it does not contain any self-loops.
Like it wasmentioned before (Sect. 9.2.1) self-loops are not reflected in the incidence
matrix, hence those connections will not have any impact on invariants. Due to this
fact, the invariant analysis may be incomplete. However, it is not a an unsolvable
problem in PN universe. The method of unfolding self-loops is presented in [39].
In that paper, model of the human body iron homeostasis is presented. The authors
obtained the Petri net with 47 places and 57 transitions (all with exact biological
meaning). P-invariants, t-invariants, MCT-sets and t-clusters were analyzed. The
model may help to study the human body iron homeostasis process, which is not
completely understood, although playing an important role in the human organism.

Although, the t-invariant analysis is a basic method in studies of metabolic PN
models, it is not always an easy process and researches should keep this in mind.
In paper [40] the authors presented the PN model of the metabolism of Arabidopsis
thaliana. Arabidopsis thaliana is a model system for the analysis of the basic phys-
iological and metabolic pathways of plants. Created PN contained 134 places and
243 transitions. In this case, the authors were not able to perform typical t-invariant
analysis, because the number of t-invariants was so large that it was impossible to
calculate them. The authors divided the model into four biology-driven subnetworks
and applied a graph-theoretic reduction to the model. Then, they obtained 27,646
t-invariants, which they classified into a few groups to allow analysis. They studied
in details one, biologically important t-invariant and demonstrated some interesting
biological results.

Not only t-invariant analysis can give important biological results in studies of
marked Petri netsmodels. In [41] the PNmodel of signaling networkwas presented—
more precisely the model of Epidermal Growth Factor Receptor (EGFR) signaling
to the Ras-Raf-Mek-Erk (Ras-MAPK) pathway. That pathway has been strongly
implicated in the development and progression of cancer and may be choose as a
target for drugs. The siphons analysis allowed to find nodes within the model from
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which a signal is irrecoverable once lost. Metabolites included in siphons represent
candidate drug target(s) for combination therapy.

9.4.2 PN Model of Immune System

In [47] the authors presented PNsmodel of the human Immune System (IS). IS is a the
main defense against pathogens like batteries, viruses, protozoa, harmful substances
and others. Presence of those pathogens triggers the immune response, which is
a very complex process based on interactions between various cell types, proteins
and substances like cytokines. All those factors cooperate and create complicated
network of reactions. PNs are a suitable tool to present those interactions. Moreover,
the immune response can be classified into different types: cellular and humoral
response or innate immune response and adaptive immune response.

ThePNmodel of IS is createdusingmarkedPetri nets and is presented inFig. 9.5. It
contains 105 places and 112 transitions, all with exact biologicalmeaning. Themodel
presents the adaptive part of the immune response and the reaction of macrophages,
and can be divided into five parts: the reaction of dendritic cells, the proliferation
of helper T cells, the cellular and humoral responses and the macrophages reaction
(this division is also shown in Fig. 9.5).

The t-invariant analysis was performed to verify the IS model and 46 t-invariants
were found, all with biological meaning. Some of them were quite similar, hence
clasterization of t-invariants was performed and resulted in 13 t-clasters. Also 19
MCT-sets were recognized and analyzed.

The model was used to study correlation between Autism Spectrum Disorder
(ASD) and the immune system.ASD is a range of severemedical conditionswithout a
knowncure. Its symptoms are: communication impairments, social deficits, problems
with the acceptance of changes, repetitive behaviors, etc. The etiology of ASD is not
known, and a few risk factors have been identified. Mutations of genes are perhaps
one of the most probable causes [48]. However, some authors suggest that possible
ASD risk factors is related to the immune system [49–51]. The studies shown that
in autistic people levels of some cytokines are altered [50, 51]. Another premise for
the association between ASD and IS may be observation that in some autistic cases
fever improves the condition of children with ASD [52]. The PN model of IS was
used to study those phenomena. The impact of fever was added to the model, by
changing weights of some transitions. Those changes correspond to higher levels of
activation of some immune cells and stimulation of processes during the immune
response, like for example faster differentiation and proliferation of Tc lymphocytes.
ASD was increasment to the model by increase of levels of cytokines whose levels
were reported to be elevated in autistic cases.

To study qualitative changes in levels of selected cytokines number of simulations
were performed (Sect. 9.2.2). Four types of simulations were carried out: simulations
of the model without impact of the fever and ASD, with impact of ASD only, of fever
only, and with both fever and ASD. During the simulations the levels of the following
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Fig. 9.5 The Petri net model of the immune system. Parts of the model corresponding to different
phases of the immune response are marked by black frames: A—the reaction of dendritic cells,
B—the proliferation of helper T cells, C—the cellular response, D—the humoral response, E—the
macrophages reaction

cytokines were calculated: I N F − γ, I L − 1, I L − 6 and T N F − α. Results for
I L − 6 during both the humoral and cellular responses and during only the humoral
response are presented in Fig. 9.6.

For I L − 6 one can easily notice that with fever level of observed cytokine is
lower than without the fever, especially for the humoral response only is it almost
the same like for cases without ASD. That is a promising result, because observations
[52] show that the fever does not always improve the state of autistic children. The
hypothesis is that the improvement in mental abilities is more significant when only
the humoral response is present. Verification of such a statement requires further
studies and more experimental data. The general findings in the study presented in
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Fig. 9.6 Levels of I L − 6 obtained during simulations of the PN model of IS. Four cases are
presented: without impact of ASD and fever, only with fever, only with ASD and with impact of
both fever andASD. Results for both types of immune response (humoral and cellular) are presented
on the left (a), results only for humoral response on the right (b)
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[47] was that the fever changes the amount of cytokines and brings it closer to the
level observed in healthy children or qualitative changes are the same in cases with
and without ASD.

9.4.3 Extensions of PNs

Similarly, like for GRNs not only qualitative Petri nets models can be created and
not only marked Petri nets can be used. Various types of PNs can be utilized, which
extends models capabilities. Moreover, in this Section, it is easiest to see how flexible
PNs are. Researches can, according to their needs, freely join different types of PNs.
This process results in the new PNs extensions, which allow to highlight different
accepts of the modeled system.

In [42] the authors used stochastic Petri nets to model the apoptosis signalling
pathways. Moreover, the authors studied a method to construct a PNmodel of signal-
ing pathways, for example how precisely present various reaction types in signaling
pathways. In the paper type of applied PNs was called timed, however, according to
definitions presented in this chapter, they should called stochastic. Stochastic Petri
nets had been also used in [43], where the model of ColE1 Plasmid Replication is
studied.

Different types of hybrid PNs are also widely applied in biology reactions mod-
eling. In [44] hybrid functional Petri nets were used to create model of Xenopus Cell
Cycle Pathway together with the mechanism for cell division control and checkpoint
processes. The model was used to simulates dynamic cell division processes of the
early Xenopus embryo. Other type of hybrid PNs was presented in [45]. The authors
called them generalized hybrid PNs. They are hybrid in the sense that they combine
continuous, stochastic and discrete transitions to represent deterministic, stochastic
and control behaviors. In the paper model of the eukaryotic cell cycle, which is a very
complex process, is presented and used to test different simulation methods. Timed
hybrid Petri nets were used in [46]. This type of PNs combines features of timed,
continues and discrete (marked) PNs. The authors created model of the crosstalk of
AMPK, PI3K and MAPK signaling networks and simulated its dynamic to obtain
levels of crucial metabolites versus time. Their results shows that during early sleep
hours PI3K and MAPK pathways are active which is followed by the activation of
AMPK in late sleep hours.

9.5 Biological Reactions on Atomic Scale

All biological reactions are based on interactions between atoms. Every metabolic,
signaling or regulatory process is typically carried out and controlled by proteins,
like enzymes or receptors. Proteins are able to perform their functions due to inter-
actions between their atoms or their atoms and atoms of other substances. Studies
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of biological reactions on the atomic level are very difficult, because we do not have
convenient insights into that world. One of the methods to study atomic interactions
are Molecular dynamics (MD) simulations.

MD simulations are a well-established method [53] used to generate trajectories
of atomic complexes, such as proteins and/or nucleic acids, in their conformational
spaces. In the MD approach numerical algorithms are used to solve sets of classical,
differential equations of motion. Positions of every atom from the system are calcu-
lated in consecutive time points. The most important outcome of the MD run is an
ordered sequence of frames called a trajectory. However, those output trajectories are
usually a huge datasets and are hard to analyze, especially by a human inspection,
because at temperature of 300K all the atoms are in constant motion. Therefore it is
very difficult to separate interesting conformational changes or functionally impor-
tant motions from random atomic movements.

In [54] the authors presented PN method to study MD trajectories. The whole PN
framework to analyze MD data was created by the authors, in [54] only a part of that
framework, One Place One Conformation (OPOC) algorithm was described. Input
for the OPOC algorithm are MD trajectories, and algorithm, as on output, generates
a marked Petri net corresponding to the input trajectories. In obtained PN one place
corresponds to one conformation1 of a simulated protein and transitions represent
changes between conformations. A token marks the current conformation of the sys-
tem studied. The very important part of the algorithm are calculations of structural
alignments, which are used to determine whether two conformations are different or
the same. The authors proposed their own structural alignment algorithm, however
others, well known algorithms like CA or FATCAT can be also used. Depending on
the threshold given to the structural alignment algorithm more or less similar con-
formations can be recognized as the same and assigned to one place—clusterization
of conformations is possible, hence the OPOC is a clustering algorithm. Clusters
themselves can provide useful information, therefore such type of MD data analysis
is not new. Clusters of structures may be generated by numerous clustering algo-
rithms. However, the novel feature of the OPOC algorithm is a way of presentation
of relationships between clusters. Thanks to transitions shown in PN graphs one can
see fromwhich conformation a protein can transform into another one and how those
transformations proceed. The OPOC generated PN describes a journey of the protein
through the conformational space and can be easily displayed. Analysis of that PN
allow to decide what is the general character of the studied dynamical process, like
for example whether in the analyzed MD trajectory a protein finds any more stable
conformations or constantly probes new regions of the conformational space. Addi-
tionally, during OPOC generation of PN additional data can be collected to transform
obtainedmarked Petri net to other types of PN, like for example Stochastic Petri nets.
Hence, varied types of analysis would be possible. Moreover, the OPOC algorithm
allows to join data from many MD trajectories into one PN, which is a quite unique
feature.

1 Conformation is the three-dimensional arrangement of atoms in an amino acid-chain molecule. It
describes the shape of the protein.
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In [54] the authors presented three studied cases. One of them is SMD simula-
tion of forced dissociation of chemokine MCP-1 from its antibody. A few selected
frames from that simulation and PN generatedare by OPOC are presented in Fig. 9.7.

Fig. 9.7 a Four frames from SMD simulation of MCP-1 (the smaller molecule on the right) disso-
ciation from the antibody (the bigger molecule on the left). 1—the starting frame, 2—the structure
when bonds between the antibody and the antigen are broken, 3—conformation changes during
dragging, 4—conformation obtained at the end of the simulation. b A Petri net generated by the
OPOC algorithm for the same SMD trajectory. The high resolution figure is available here

http://www-users.mat.umk.pl/~leii/rairo/figure4.png
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In SMD simulations positions of some atoms are fixed, here positions of all atom
in the antibody were fixed, and to some atoms additional force is added, here force
was added to all Cα atoms of MCP-1. In the first part of the simulation, MCP-1
is progressively deformed because of two opposite forces i.e. the pulling force and
attraction forces between the antigen and the antibody. Finally those bonds broke and
MCP-1 was separated from the antibody. TheMCP-1 antigen was changing its shape
even after the dissociation, probably to adopt a new conformation—more suitable
for the unbound state, for example the long loop at the end of the MCP-1 molecule
came closer to the main body of the protein. It can be seen in PN as a sequences of
consecutive places and transitions, with only a few repeated conformations (like for
exmple p6, p7, p33, p34, p35). In the final part of the simulation the chemokine is
more stable. This can be observed in PN as last part of the network (places 40–43,
transitions 48–55), where MPC-1 changes freely its conformations back and forth.
One can easly see that events in the simulation and generated PN correspond to each
other.

9.6 Conclusions

The goal of this chapter was to show that Petri nets are useful and flexible modeling
language suitable for creating biological models. PNs have been successfully applied
to GRNsmodeling. They allow to create all, the most important types of GRNsmod-
els. Marked Petri nets has been utilized in qualitative modeling and extended types
of PNs in quantitative modeling of GRNs. Asynchronous nature of PNs allows to
create asynchronous models of GRNs, but also synchronous models can be obtained
by using additional places and transitions. PNs are also frequently used in modeling
of different types of other biological reactions, like metabolic, signaling and regula-
tory pathways. These processes are the base of cells life, and thus entire organisms.
Hence, their better understating is crucial in biological studies. PNs models allow
to better grasp modeled processes, can be used to test hypothesis, identify elements
which should be investigated in details, and even recognize new relations or phenom-
ena. PNs can be applied not only to reactions on metabolites level but also to studies
at more fundamental level—the level of atomic interactions. PNs can model journey
of proteins through their conformational space, recognize important fragments of
MD simulations and present the general character of the simulation.

In the chapter applications of many PNs types are also presented. They allow
to extend PN models capabilities and add new properties of the modeled system
to the Petri net. Elements from different PNs types can be also join into new PNs
extensions, which gives a lot of freedom to researchers.

This chapter certainly does not exhaust the topic of biological applications of
PNs. It contains only a few examples of PNs used in biological modeling. Many
more can be find, like for example modeling of catalysis reactions [55] or usage of
PNs in ecology [56]; and new studies are published frequently. However, it was not
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the goal of this chapter. Presented examples were selected to show usability of PNs
models in biology, but also highlight some problems which may occur during the the
modeling process and solutions for those problems.

References

1. Murata, T.: Petri nets: properties, analysis and applications. Proc. of the IEEE 77(4), 541–580
(1989)

2. Petri, C.A.: Kommunikation mit automaten (1962)
3. Diaz, M. (ed.): Petri Nets: Fundamental Models, Verification and Applications. Wiley, London

(2013)
4. Tuncel, G., Mirac Bayhan, G.: Applications of Petri nets in production scheduling: a review.

Int. J. Ad. Manuf. Technol. 34(7–8), 762–773 (2007)
5. López-Grao, J.-P., Colom, J.-M., Tricas, F.: The deadlock problem in the control of flexible

manufacturing systems: an overview of the Petri net approach. In: Proceedings of the 2014
IEEE Emerging Technology and Factory Automation (ETFA). IEEE (2014)

6. Di Febbraro, A., Giglio, D., Sacco, N.: Urban traffic control structure based on hybrid Petri
nets. IEEE Trans. Intell. Transport. Syst. 5(4), 224–237 (2004)

7. Pura, M.L., Buchs, D.: Model checking ARAN ad hoc secure routing protocol with algebraic
Petri nets. In: 2014 10th International Conference on Communications (COMM). IEEE (2014)

8. Bo, C., Chen, J., Deng,M.: Petri net based formal analysis formultimedia conferencing services
orchestration. Expert Syst. Appl. 39(1), 696–705 (2012)

9. Zouaghi, L., et al.: Mission-based online generation of probabilistic monitoring models for
mobile robot navigation using Petri nets. Robot. Autonom. Syst. 62(1), 61–67 (2014)

10. Reddy, V.N., Mavrovouniotis, M.L., Liebman, M.N.: Petri net representations in metabolic
pathways. In: ISMB, vol. 93 (1993)

11. Hofestädt, R.: A Petri net application to model metabolic processes. Syst. Anal. Model. Simul.
16(2), 113–122 (1994)

12. Reisig, W.: Petri Nets: An Introduction, vol. 4. Springer Science and Business Media, Berlin
(2012)

13. David, R., Alla, H.: Discrete, Continuous, andHybrid Petri Nets, vol. 1. Springer, Berlin (2005)
14. Silva, J.R., del Foyo, P.M.G.: Timed petri nets. Petri Nets: Manufacturing and Computer Sci-

ence. InTech, 359–378 (2012)
15. Florin, G., Natkin, S.: Evaluation based upon stochastic Petri nets of the maximum throughput

of a full duplex protocol. In: Application and Theory of Petri Nets, pp. 280–288. Springer,
Berlin, Heidelberg (1982)

16. Molloy, M.K.: On the integration of delay and throughput measures in distributed processing
models, 3339 (1982)

17. Marsan, M.A. Stochastic Petri nets: an elementary introduction. In: European Workshop on
Applications and Theory in Petri Nets. Springer, Berlin (1988)

18. Gilbert, D., Heiner, M.: From Petri nets to differential equations—an integrative approach for
biochemical network analysis. In: International Conference on Application and Theory of Petri
Nets. Springer, Berlin (2006)

19. Jensen, K., Kristensen, L.M.: Coloured Petri Nets: Modelling and Validation of Concurrent
Systems. Springer Science and Business Media, Berlin (2009)

20. Sun, J., Qin, S.-Y., Song, Y.-H.: Fault diagnosis of electric power systems based on fuzzy Petri
nets. IEEE Transactions on Power Systems 19(4), 2053–2059 (2004)

21. O’Connor, C.M., Adams, J.U., Fairman, J.: Essentials of cell biology. NPG Educ. 1, 54 (2010)
22. Pertea,M., et al.: Thousands of large-scaleRNAsequencing experiments yield a comprehensive

new human gene list and reveal extensive transcriptional noise. BioRxiv: 332825 (2018)



9 Bipartite Graphs—Petri Nets in Biology Modeling 199

23. Sørensen, J.G., et al.: Full genome gene expression analysis of the heat stress response in
Drosophila melanogaster. Cell Stress Chaperones 10(4), 312 (2005)

24. Vilar, J.M., Guet, C.C., Leibler, S.: Modeling network dynamics: the lac operon, a case study.
J. Cell Biol. 161

25. Peter, I.S., Davidson, E.H.: Genomic Control Process: Development and Evolution. Academic,
New York (2015)

26. Somogyi, R., Sniegoski, C.A.: Modeling the complexity of genetic networks: understanding
multigenic and pleiotropic regulation. Complexity 1(6), 45–63 (1996)

27. Chaouiya, C., et al.: Qualitative modelling of genetic networks: from logical regulatory graphs
to standard petri nets. In: International Conference on Application and Theory of Petri Nets.
Springer, Berlin (2004)

28. Steggles, L.J., et al.: Qualitatively modelling and analysing genetic regulatory networks: a Petri
net approach. Bioinformatics 23(3), 336–343 (2007)

29. Banks, R., Khomenko, V., Steggles, L.J.: A case for using signal transition graphs for analysing
and refining genetic networks. Electron. Notes Theo. Comput. Sci. 227 , 3–19 (2009)

30. Doi, A., et al.: Protein dynamics observations of lambda phage by hybrid Petri net. Genome
Inform. 10 , 217–218 (1999)

31. Vasireddy, R., Biswas, S.: Modeling gene regulatory network in fission yeast cell cycle using
hybrid Petri nets. In: International Conference on Neural Information Processing. Springer,
Berlin (2004)

32. Doi, A., et al.: Constructing biological pathway models with hybrid functional Petri net. In
Silico Biol. 4(3), 271–291 (2004)

33. Mura, I., Csikász-Nagy, A.: Stochastic Petri net extension of a yeast cell cycle model. J. Theor.
Biol. 254(4), 850–860 (2008)

34. Hamed, R.I., Ahson, S.I., Parveen, R.: Designing genetic regulatory networks using fuzzy Petri
nets approach. Int. J. Autom. Comput. 7(3), 403–412 (2010)

35. Chaouiya, C., Remy, E., Thieffry, D.: Qualitative Petri net modelling of genetic networks.
Trans. Comput. Syst. Biol. VI, 95–112 (2006)

36. Klamt, S., Haus, U.-U., Theis, F.: Hypergraphs and cellular networks. PLoS Comput. Biol.
5(5) (2009)

37. Koch, I., Reisig,W., Schreiber, F. (eds.)Modeling in SystemsBiology: The Petri Net Approach,
vol. 16. Springer Science and Business Media (2010)

38. Formanowicz, D., et al.: Hemojuvelin–hepcidin axis modeled and analyzed using Petri nets. J.
Biomed. Inform. 46(6), 1030–1043 (2013)

39. Sackmann, A., et al.: An analysis of the Petri net based model of the human body iron home-
ostasis process. Comput. Biol. Chem. 31(1), 1–10 (2007)

40. Koch, I., Nöthen, J., Schleiff, E.:Modeling themetabolism ofArabidopsis thaliana: application
of network decomposition and network reduction in the context of Petri nets. Front. Genetics
8, 85 (2017)

41. Behinaein, B., Rudie, K., Sangrar,W.: Structural analysis of Petri nets for modeling and analyz-
ing signaling pathways. In: 2014 IEEE 27th Canadian Conference on Electrical and Computer
Engineering (CCECE). IEEE (2014)

42. Chen, L., et al.: Modelling and simulation of signal transductions in an apoptosis pathway by
using timed Petri nets. J. Biosci. 32(1), 113–127 (2007)

43. Goss, P.JE., Peccoud, J.: Quantitative modeling of stochastic systems in molecular biology by
using stochastic Petri nets. Proc. Nat. Acad. Sci. 95(12), 6750–6755 (1998)

44. Matsui, M., et al.: Simulated cell division processes of the xenopus cell cycle pathway by
genomic object net. J. Integr. Bioinform. 1(1), 27–37 (2004)

45. Herajy, M., Schwarick, M., Heiner, M.: Hybrid Petri nets for modelling the eukaryotic cell
cycle. Trans. Petri Nets Other Models Concurrency VIII, 123–141 (2013)

46. Bibi, Z., et al.:Modeling and analysis of the signaling crosstalk ofPI3K,AMPKandMAPKwith
Timed Hybrid Petri Nets approach. In: 2017 17th International Conference on Computational
Science and Its Applications (ICCSA). IEEE (2017)
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Chapter 10
Labeled Graphs in Life Sciences—Two
Important Applications

Piotr Formanowicz, Marta Kasprzak, and Piotr Wawrzyniak

Abstract Life sciences and mathematics are usually considered as quite distant
areas of research. But in fact there are close relationships between them, especially
in recent years, when computational biology and bioinformatics rapidly evolve. The
spectacular developments in the area of biological sciences, particularly those related
to sequencing genomes, made evident that an application of formalmathematical and
computer sciencemethods is necessary for further discovering the nature of the living
world. Among many areas of mathematics being useful in this context, graph theory
plays especially important role. It is also worth to remember that, despite the fact that
graphs are intensively applied in biology during last three decades, they were used
in chemistry (being a basement of molecular biology) more than a century ago. In
this chapter a short review of selected applications of labeled graphs in biology and
chemistry is given. Some graph theory problems concerning molecules of chemical
compounds and DNA sequencing are presented.
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10.1 Introduction

Computational biology is an interdisciplinary branch of science which evolves at the
intersection of computing science, mathematics and biological sciences, especially
molecular biology. Itsmain goal is to developmathematicalmodels of biological phe-
nomena and algorithms solving various problems arising when biological processes
and objects are analyzed using strict methods. Many of the studied phenomena have
discrete nature, hence methods based on various branches of discrete mathematics
are often very useful to analyze them. Here, especially important is graph theory,
since many of the analyzed biological processes and objects have structure which
can be described in a natural way using graphs.

But an application of graph theory in life sciences can be dated a century before an
emergence of computational biology. Indeed, in the second half of nineteenth century,
graphs were used to describe and analyze molecules of chemical compounds. It was
a significant impulse to develop important ideas not only in chemistry but also in
graph theory.

In this paper a short review of selected applications of labeled graphs to two
groups of life sciences problems is presented. The first group concerns determining
structural formulas of chemical compounds. The problem has a quite long history,
but it has become more important recently when mass spectrometers are becoming
more and more precise and more available in biological laboratories.

The secondgroupof consideredproblems concernsDNAsequencingbyhybridiza-
tion. It is the problemwhich brought an attention of computer scientists into molecu-
lar biology in the late 1980s and in fact caused a rapid development of computational
biology. Many interesting theoretical results have been obtained since that time.
Some of them are mentioned in this chapter.

10.2 Molecular Graphs—Labeled Graphs in Chemistry

Problems considered with graphs have a long history, dating back to 1736 when
Leonhard Euler considered the issue of the Königsberg bridges. The word “graph”
appeared laterwhen in 1878, in an article published inNature, James JosephSylvester
introduced the term “chemicograph” along with its abbreviated version of “graph.”
It can be said that the application of graph theory to solving chemistry problems
gave birth to this science under the name we know. This close relationship between
graphs and chemistry will be presented here.
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10.2.1 Correspondence Between Graph Theory and
Chemistry

The possibility of using graphs for the mathematical description of chemical
molecules seems obvious when we compare the visual representation of a graph
(Fig. 10.1) and the structural formula (Fig. 10.2) of a chemical compound.

The main differences between these Figs. 10.1 and 10.2 are symbols of elements
in a chemical compound. The need to assign different symbols to the vertex brings
us to the essential requirement of using a graph to represent a chemical compound.
We have to assign a label to each vertex in the graph. After such an operation, each
vertex identifies the atom of a specific chemical element in the molecule. Modeling a
chemical compound by a graph requires more such relationships between the graph
and the chemical compound. There exists more such one-to-one correspondences,
like edge–bond, degree of vertex–valence of the atom, and others. They are listed in
Table10.1.

These analogies in constructing a graph and a chemical compound do not exhaust
the analogy between graph theory and chemistry. Many problems from the graph
theory correspond to the problems of chemistry (see Table10.2).

Fig. 10.1 Graph

Fig. 10.2 Molecule

C

HH

H C

O

C

N

Table 10.1 Graph and chemical terms

Graph theory term Chemical term

Vertex Atom

Vertex label Chemical element symbol

Vertex degree Atom valency

Edge Chemical bond

Parallel edges/weighted edges Multiple chemical bonds
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Table 10.2 Graph and chemical problems

Graph theory Chemistry

Graph isomorphism Structural isomers

Topological indices (quantitative structure
properties)

Chemical or physical properties of substances
(e.q. boiling point)

Enumeration problems Counting all possible molecules for given
molecular formula

Planarity Chirality

Subgraph A molecule fragment or chemical group

10.2.2 Definitions

There are two basic ways to define a molecular graph:

(i) a labeled multigraph [20]
(ii) a labeled graph with labeled edges [32].

Each graph can be denoted as G = (V ,E), where V is a set of vertices matching
the atoms of the compound. Each vertex u ∈ V has assigned a label l(u) matching
the chemical element of the atom. Depending on the way of representation, E is
(i) a multiset or (ii) a set of edges. Edge e ∈ E is an unordered pair {u, v} : u, v ∈
V ∧ u �= v, the inequality of vertex ensures that the graph is a loop free. In the case
where the graph is not a multigraph, i.e. (ii), each edge has assigned a label w(e)
which corresponds to the type of a chemical bond.

10.2.3 Graph Isomorphism and Chemical Isomerism

In chemistry, molecules with the same molecular formulae can be completely differ-
ent compounds. Because apart from the elemental composition, the bonds between
atoms are an essential feature of a chemical compound. Such molecules, made from
the same number of atoms of each element but connected differently, are called
structural isomers. To investigate whether two molecules are the same, we need to
answer the question: Is the structure of connections between atoms the same? The
answer can be found by checking whether the corresponding molecular graphs are
isomorphic or not.

Isomorphism is one-to-one correspondence (a bijection) between vertex sets of
two compared graphs, G = (V ,E) and G ′ = (V ′,E′):

f : V → V ′ such that: ∀u,v∈V {u, v} ∈ E ⇐⇒ {f (u), f (v)} ∈ E′

This definition of isomorphism for the basic graph does not distinguish all dif-
ferences between molecular graphs. The graphs can have different labels in the
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Fig. 10.3 1,1-Difluoroethylene
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Fig. 10.4 1,2-Difluoroethylene

same place in the structure. Figure10.3 (1,1-Difluoroethylene) and Fig. 10.4 (1,2-
Difluoroethylene) present two different chemical compounds with the same molec-
ular graph structure.

It is easy to notice that these molecular graphs have the same structure but differs
in vertex labels. To distinguish between these cases, an extra condition for check
label equality must be added to the isomorphism bijection function [25]:

f : V → V ′ such that:
(∀u,v∈V {u, v} ∈ E ⇐⇒ {f (u), f (v)} ∈ E′) ∧ (∀u∈V l(u) = l(f (u)))

Graph isomorphism is a widely studied problem, and many ways to solve it have
been proposed. However, no polynomial-time algorithm for this problems has been
found. Hence it is not known whether the problem belongs to class P. On the other
hand, it was also not possible to confirm its belonging to the class of NP-complete
problems [44]. Fortunately, molecular graphs correspond to the natural chemical
compounds. They have many limitations, a finite number of labels (corresponding
to the symbols of elements), or a limited degree of vertices (corresponding to the
valence of an atom in the compound) [1]. Using this knowledge, we can use an
isomorphism algorithm for bounded degree graphs, and this problem can be solved
in polynomial time [29]. This approach and most other considered graph problems
concern simple graphs (without parallel edges and labeled vertices), called them just
a “graph”. However, a fast method having polynomial complexity of transforming
molecular graphs into simple graphs has been presented [20]. It consists of two steps:

1. Removing parallel edges: each parallel edge is split into two parts by adding an
extra vertex between the adjacency source vertices. Such dummy vertices always
have a degree equal to 2.

2. Removing labels: each label of a vertex is replaced by attaching a different number
of dummy vertices to the labeled vertex. Of course, the number of vertices added
this way is unique for each unique label. In this case, the dummy vertices always
have a degree equal to 1. For example, the number of added dummy vertices can
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Fig. 10.5 cis-1,2-Difluoroethylene
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Fig. 10.6 trans-1,2-Difluoroethylene

be set to Z = Z(a) + Z0, where Z(a) is the atomic number of a, and Z0 is the
maximum valence in the compound.

After such transformation, the molecular graph becomes a simple one and still
has a limited degree. In such a case, the isomorphism can be checked in polynomial
time.

Chemical compounds can have not only the structural isomers, but there are also
stereoisomers. This situation occurs for the mentioned earlier 1,2-Difluoroethylene,
the substance that has the cis- (Fig. 10.5) and trans- (Fig. 10.6) isomers.

The molecular graph cannot differentiate among such spatial isomers [21]. How-
ever, this information (chiral centers, cis/trans isomerism) can be encoded by bonds
labels (as in wedge and dash notation) [2]. For part of such problems, e.g., for the
cis and trans isomers, a solution has been proposed through the concept of virtual
bonds forming virtual cis rings [37].

10.2.4 Counting of Molecular Graphs / Isomer Enumeration

As mentioned earlier, the word graph was introduced in 1878 to denote what is now
known as a molecular graph. Even before that date, in 1874, Arthur Cayley first
applied the graph theory in chemistry to enumerate alkenes isomers [6]. Moreover,
more recently, the DENDRAL [15] enumerate molecules program is called the first
expert system [40].

The chemical problem of isomers enumeration is to count the number of different
compounds with the same molecular formula. This problem can be solved using
graph theory and counting all topologically distinct nodes labelings in the graph [14].
Pólya’s enumeration formula gives the most general method of such a calculation.

The Pólya algorithm is based on the symmetry recognition of the molecule under
study. The method is most often explained on the example of benzene and the sub-
stitution of its hydrogens with any other monovalent element, e.g., by fluorine. The
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Fig. 10.7 Symmetry axes

Fig. 10.8 Symmetry rotations

Fig. 10.9 Example of σ
(1)
v symmetry, permutation group (1)(4)(2 6)(3 5)

six axes of benzene symmetry are shown in Fig. 10.7, while Fig. 10.8 presents six
rotations in it, each with a step of 60◦. The last 360-degree rotation is identity [35].

Each of these symmetries can be written as a permutation. After each binding site
in benzene has been indexed, the applied symmetric operation can be described as a
sequence of indexes changes that make up the symmetry’s resulting indexing. When
vertex with index 1 is not changed, we can denote it as a permutation

(
1
1

)
. When the

vertex 2 is replaced with 6 and 6 with 2, it can be marked as a permutation
(
2 6
6 2

)
.

Permutations written in two-line notation can be changed to cyclic notation (1) and
(2 6). An example permutation group is presented in Fig. 10.9.
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Table 10.3 All symmetries of benzene

Symmetry Permutation Cycle index

E (1)(2)(3)(4)(5)(6) z61
C+
6 (1 2 3 4 5 6) z16

C−
6 (6 5 4 3 2 1) z16

C+
3 (1 3 5)(2 4 6) z23

C−
3 (5 3 1)(642) z23

C2 (1 4)(2 5)(3 6) z32
σ

(1)
v (1)(4)(2 6)(3 5) z21z

2
2

σ
(2)
v (3)(6)(1 5)(2 4) z21z

2
2

σ
(3)
v (2)(5)(1 3)(4 6) z21z

2
2

σ
(4)
v (1 6)(2 5)(3 4) z32

σ
(5)
v (1 4)(2 3)(5 6) z32

σ
(6)
v (1 2)(3 6)(4 5) z32

From such notations, we can extract the cycle index needed by Pólya’s algorithm.
For each permutation α, shown in Table10.3, the cycle index zik describes the number
i of the permutation cycles of a given length k.

The Pólya’s formula Z(A) is a multivariate polynomial, counting the cycle index
for a group of permutations A [38],

Z(A) = 1

|A|
∑

α∈A

n∏

k=1

zck (α)

k

where:

(i) |A| is the number of elements in the permutatioin group A,
(ii) α is a permutation from group A,
(iii) k describe the permutation length,
(iv) zk is a variable representing cycles in permutations of the length k,
(v) ck(α) is the number of cycles of length k in permutation α.

In the product
∏n

k=1 z
ck (α)

k , for each permutation α the sum of products of cycles
length k and cycles number of such length ck(α), of course, always equals the number
of elements in a permutation α, e.g., for z61 1 · 6 = 6, for z32 2 · 3 = 6 or for z21z

2
2

1 · 2 + 2 · 2 = 6.
Following the Pólya theorem, to obtain number of isomers, every occurrence of

variable zk has to be replaced by the generating function ck(x). Having only two
different chemical elements to choose from (hydrogen and fluorine), the simple
generating function ck(x) = 1 + xk can be used [18].
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Table 10.4 All k-fluoro-benzene isomers matched to Pólya’s polynomial terms

Replace in Pólya’s formula Z(A) for benzene example:

Z(A) = 1

12
(z61 + 4z32 + 2z23 + 2z16 + 3z21z

2
2)

each variable zk by generating function ck(x) = 1 + xk , results in the following for-
mula:

Z(A) = 1

12
((1 + x)6 + 4(1 + x2)3 + 2(1 + x3)2 + 2(1 + x6)1 + 3(1 + x)2(1 + x2)2)

Z(A) = 1 + x + 3x2 + 3x3 + 3x4 + x5 + x6

.
The coefficient of the xk term in the polynomial describe the number of isomers

with k fluorine atoms (Table10.4).

10.2.5 Molecular Graphs Generation / Isomer Construction

The graphs shown in Table10.4 are only an illustration presenting the correctness of
the Pólya algorithmoperation. The construction of such graphs is, however, a task that
hasmany practical applications.One of them is identifying chemicalmolecules based
on experimental data, most often from mass spectrometry. In the simplest case, the
mass spectrometry can provide very accurate information about a molecule’s mass.
This information can then be converted into a simple molecular formula [13] like
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C6H4F2. Creating all the structural isomers of such a molecule can be defined as the
following graph problem.

The molecular formula is changed to a multiset of labels L (corresponding to
the symbols of elements), and d(l) function assigning to each label l ∈ L a numeric
value (corresponding to the valence of the element). The task is to construct a set
S of connected graphs with labels from set L and corresponding degrees d(l) that
∀g,h∈G g and h are not isomorphic. There are two approaches to solve this problem:

(i) We create an unlabeled graph basing on the list of given vertices degrees d(l).
It is a well-known problem of graph realization [23]. Then, to obtain molecular
graphs,we assign labels to all unique graphs created in thisway. The assignment
of these labels also has to keep the graphs topologically distinct. The algorithm
for labeling these graphs can, like in the Polya algorithm, use symmetry groups
and algebraic structures based on them [14].

(ii) We start from the empty graph on labeled vertices from a multiset of labels L.
Then,we assign another kind of label to each vertex in the formof an index from
1 to |L|. In particular the vertex set for the Difluoroethylene (C2F2H2) can be
presented as {C1,C2,F3,F4,H5,H6}. Next, starting from this empty graph, we
extend it by one edge at each step, following the orderly generation algorithm
by Read and Faradzev [17, 39]. By introducing the order of added edges, this
algorithm eliminates the need to check the created graphs’ isomorphism with
each other.

Each of these approaches allows the application of additional conditions, e.g., the
existence of a specific subgraph, which corresponds to the existence of specific
chemical groups in the molecule. These algorithms are applied in various tools [3,
19, 22, 34, 43] used by chemists to discover the chemical structure of unknown
compounds, or to prepare libraries of new compounds for biochemical screening.

10.3 Sequencing Graphs—Labeled Graphs in Biology

DeBruijn graphs are labeled graphs known for their technical application inmodeling
communication networks or parallel computer architectures. Their special form well
fits such real-world schemas and guarantees a short path between any pair of nodes in
a network. What is more, a polynomial-time solution to the problems of the directed
Hamiltonian cycle or path, being generally NP-hard, is possible for such graphs.
Here, we describe another, biological application of de Bruijn graphs and related
classes of digraphs.
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10.3.1 Definitions

The following statements refer to directed graphs. Graph G = (V ,A) has V as the
set of its vertices and A as its set of arcs. Arc a ∈ A is an ordered pair (u, v): u, v ∈ V ,
where u and v can be the same vertex. Let e(v) be the label of vertex v, suf i(s) the
suffix of length i of string s, and prei(s) the prefix of length i of s.

A path in a directed graph is a sequence of vertices (v1, v2, . . . , vp), where
(vi, vi+1) ∈ A, i = 1, . . . , p − 1. A cycle is a path, for which the condition (vp, v1) ∈
A is satisfied. A path (cycle) containing every vertex of a graph exactly once is a
Hamiltonian path (Hamiltonian cycle). A path (cycle) traversing every arc of a graph
exactly once is an Eulerian path (Eulerian cycle).

For an alphabet of size α and labels of constant length k (k > 1, α > 0),
de Bruijn graph B(α, k) = (V ,A) has αk vertices, every one labeled
by a different word over the alphabet. For all u, v ∈ V , (u �= v ⇒ e(u) �= e(v))
and

(
(u, v) ∈ A ⇔ sufk−1(e(u)) = prek−1(e(v))

)
[16]. Adjoint G = (V ,A) of a

graph H = (U,V ) has vertices corresponding to arcs of H , and (u, v) ∈ A if and
only if the head of arc u in H is the tail of arc v [5]. Adjoint G is always a 1-graph
(i.e., it has no multiple arcs), H need not be. If H is a 1-graph, its adjoint G is a
directed line graph [8].

1-graph G = (V ,A) is an adjoint if and only if, for all u, v ∈ V , the following
property is satisfied:

N+(u) ∩ N+(v) �= ∅ ⇒ N+(u) = N+(v),

whereN+(u) is the set of immediate successors of vertex u [5]. 1-graphG = (V ,A) is
a directed line graph if and only if the following property is satisfied for all u, v ∈ V :

N+(u) ∩ N+(v) �= ∅ ⇒ N+(u) = N+(v) ∧ N−(u) ∩ N−(v) = ∅,

where N−(u) is the set of immediate predecessors of vertex u [8]. Digraph G =
(V ,A) is a quasi-adjoint graph if and only if, for all u, v ∈ V , the following property
holds [12]:

N+(u) ∩ N+(v) �= ∅ ⇒ N+(u) = N+(v) ∨ N+(u) ⊂ N+(v) ∨ N+(v) ⊂ N+(u).

Quasi-adjoint graphs, unlike adjoints, can be multigraphs.
According to definitions in [8], a directed 1-graphG = (V ,A) belongs to classLα

k
(can be (α, k)-labeled) if it is possible to assign labels to vertices such that, for all
u, v ∈ V , (u �= v ⇒ e(u) �= e(v)) and

(
(u, v) ∈ A ⇔ sufk−1(e(u)) = prek−1(e(v))

)
,

where k > 1 is the length of labels and α > 0 is the alphabet size. Labeled graphs
(uniquely labeled graphs) are these graphs that belong to a classLα

k for some α and k.
Graphs satisfying the above requirements except the condition that labels must be
different are called non-uniquely labeled graphs. A self-adjoint is defined as a graph
isomorphic to its adjoint [24]. Alphabet overlap digraphs are a generalization of
de Bruijn graphs. Given three integers, α ≥ 1, k ≥ 2 and 1 ≤ i < k, alphabet overlap
digraph O(α, k; i) = (V ,A) is defined as a graph labeled with all possible words of
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length k over an alphabet of size α, where i is a fixed offset in overlaps of vertex
labels [28] (see also [27]). For all u, v ∈ V , where |V | = αk , (u �= v ⇒ e(u) �= e(v))
and

(
(u, v) ∈ A ⇔ sufk−i(e(u)) = prek−i(e(v))

)
.

10.3.2 Combinatorial Modeling of DNA Sequencing

We refer to one of fundamental issues associated with molecular biology, DNA
sequencing. It is a process of recognizing a sequence of nucleotides of a DNA frag-
ment. Such a sequence determines some aspects of functioning of an organism, and
knowing it is a first step toward understanding biologicalmechanisms.Over the years,
several techniques were developed to carry through this process, from small-scale
laboratory methods [31, 41] to high-throughput automated modern sequencing (e.g.,
the Illumina sequencing), here we focus on an approach involving an algorithmic
stage, the DNA sequencing by hybridization [4, 33, 42].

Not going into biological details (for those see the above references or the algo-
rithmically oriented review [11]), the DNA sequencing by hybridization provides a
set S of short words over the alphabet {‘A’, ‘C’, ‘G’, ‘T’}, where the letters stand
for four nucleotides encoding genetic information of an organism: adenine, cyto-
sine, guanine, and thymine. The words are identified via a biological hybridization
experiment as parts of a DNA chain, and the goal of the computational problem is
to reconstruct the chain from these words. In the case of the classical approach to
the hybridization experiment, the words have the same length k and we call them
k-mers (where k usually takes values from 8 to 12), they are also assumed to be
different within a set. During the algorithmic stage of the process, the words from S
are ordered to obtain a final nucleotide sequence of the examined fragment of a DNA
chain (usually of the length a few hundreds of nucleotides). If the hybridization
experiment was performed without any error (the theoretical case considered here),
S is complete and the properly ordered words overlap exactly on k − 1 letters in pairs
of neighbors, thus they form a sequence of |S| + k − 1 letters.

The computational problem of DNA sequencing by hybridization without any
error in S was initially solved without special combinatorial models, via exhaustive
search. Soon two nice graph models were proposed. The first one, by Lysov and
co-workers, places words from S in vertices of a directed graph. Two vertices u
and v are connected by arc (u, v) if and only if sufk−1(e(u)) = prek−1(e(v)). In such
a graph, a Hamiltonian path is looked for, which corresponds to a solution of the
problem, i.e., the properly ordered sequence of all words from S [30]. In the second
model by Pevzner, words from S correspond to arcs and their prefixes and suffixes of
length k − 1 to vertices. Arcs are directed from the prefix of a word to the suffix of
the same word, and the solution is an Eulerian path [36]. Figure10.10 shows the two
models in an example. It also shows a common problem in bioinformatics, ambiguity
of a solution, which cannot be solved without additional information, e.g., coming
from other experiments or expert knowledge.
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C A G T C A G A G T A(a)

(b)

C A G T
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G T C A
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CAGT

AGTC
GTCA

TCAG
AGTA

GAGT
AGAG

CAGA
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GAG
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AGA
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TCA

GTA

Fig. 10.10 Graph models for the problem of DNA sequencing by hybridization without errors.
a A nucleotide sequence of a DNA fragment and k-mers identified as its parts, here k = 4 and
S = {‘AGAG’, ‘AGTA’, ‘AGTC’, ‘CAGA’, ‘CAGT’, ‘GAGT’, ‘GTCA’, ‘TCAG’}. b The graph
by Lysov et al. constructed for S, where there are two Hamiltonian paths corresponding to two
possible solutions of the problem: ‘CAGTCAGAGTA’ and ‘CAGAGTCAGTA’. c The graph by
Pevzner constructed for S with two Eulerian paths resulting in the same two nucleotide sequences

10.3.3 Directed Line Graphs, De Bruijn Graphs, and Others

The equivalence of the two graphmodels became a subject of research a decade later.
Why, in this case, is the transformation from theNP-hard problem of theHamiltonian
path to the polynomially solvable Eulerian path possible? The answer was given
in [8], the Lysov graph is a directed line graph of the Pevzner graph constructed for
the same set S, and the problems of the Hamiltonian path or cycle in directed line
graphs are polynomially solvable. In [8] also a wider analysis of labeled graphs was
done. The graphs of Lysov and Pevzner have labels at vertices, and the overlapping
labels in Lysov graphs imply the presence of arcs (it is not the case of Pevzner graphs).
Actually, only the Lysov graphs can be classified as the labeled graphs, they belong to
classes L4

k . Lysov graphs are also called DNA graphs, especially when not restricted
to errorless S. DNA graphs are vertex-induced subgraphs of de Bruijn graphs with
α = 4. Pevzner graphs are subgraphs ofDNAgraphs, thus in consequence, subgraphs
of de Bruijn graphs.

Currently, a widest superclass of labeled graphs that is ‘easy’ for the Hamiltonian
cycle/path problem is the class of quasi-adjoint graphs [12]. In general, such graphs
cannot be labeled because sets of immediate successors of two vertices are no longer
the same or disjoint for all the pairs within a graph. Figure10.11 shows how graph
classes mentioned here relate to each other.
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10.3.4 Other Variants of DNA Sequencing

The DNA sequencing by hybridization is usually considered with errors accompany-
ing the experiment. Then, it is alsomodeled as a graph problem but without the useful
property of the polynomial-time solvability. Presence of any errors in an instance of
the DNA sequencing problemmakes the problem (i.e., the reconstruction of the orig-
inal nucleotide sequence of a DNA fragment) strongly NP-hard [9]. Both methods of
graph construction, by Lysov et al. and Pevzner, still work for S with errors, but the
Hamiltonian or Eulerian path cannot be expected there. The class of DNA graphs, as
presented in Fig. 10.11, covers graphs constructed according to Lysov et al. for all
possible sets S (with or without experimental errors) that do not contain repetitions
nor words of different lengths.

With next steps going beyond the original Lysov’s method, we lose ties with
graphs from Fig. 10.11. If we allow overlaps of k-mers with an offset greater than 1
but constant, we still obtain a (non-uniquely) labeled graph, a vertex-induced sub-
graph of an alphabet overlap digraph. But for a variable offset allowed, the resulting
graph is outside the class of quasi-adjoint graphs. Look at the following example, a
pair of vertices ‘TGATAT’ and ‘CCATAT’, and their sets of successors {‘GATATA’,
‘ATATTA’} and {‘ATATTA’, ‘CATATT’}, respectively. The sets are not disjoint, nor
equal, nor one contained in the other, thus do not match the property for quasi-adjoint
graphs.

self-adjoints

alphabet
overlap
digraphs

labeled graphs = directed line graphs

non-uniquely labeled graphs = adjoints

de Bruijn graphs

quasi-adjoint graphs

DNA graphs

Fig. 10.11 Relations between the classes of uniquely and non-uniquely labeled digraphs, their
subclasses, and quasi-adjoint graphs [26]. DNA graphs (Lysov graphs) are used as models of DNA
sequencing. All the graphs included here are polynomial-time solvable instances of the problems
of searching for the Hamiltonian cycle or the Hamiltonian path
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A non-classical approach to the DNA sequencing by hybridization, the isothermic
DNAsequencing, produces a set of nucleotide subsequences that can be characterized
by the same ‘temperature’ (melting temperature of DNA duplexes) but differing in
length [7]. A graph proposed as a model for this variant, for the errorless case, can
be either a directed line graph, an adjoint not being a directed line graph, or a quasi-
adjoint graph not being an adjoint [10]. Therefore, this problem is also polynomially
solvable.

TheDNA sequencing by hybridizationwas replaced by a newer technique, a high-
throughput automated sequencing, which is realized without an algorithmic stage.
However, algorithms and models are still necessary for such sequencing data at the
next level of organizing them. Although the output data from these two sequencing
approaches have different scale and contain different errors, basically the processes
of composing partial sequences into a final DNA fragment are very similar. Conse-
quently, graphmodels of Lysov et al. and Pevzner are still in use, after some necessary
adjustments to new circumstances (for a detailed description see, for example, [11]).
One of the adjustments is the permission for non-exact overlaps of sequences in the
Lysov’s model. However, this one change makes a graph not satisfying the property
for quasi-adjoint graphs.

10.4 Conclusions

In this chapter a short review of selected applications of labeled graphs in life sci-
ences has been given. Graph theory is a very important and useful tool in solving
various problems appearing in many areas of biological sciences. Its application
helped to make a progress in DNA sequencing and mass spectrometry, among oth-
ers. On the other hand, problems arising in biology (especiallymolecular biology) are
inspirations for new directions of theoretical research in graph theory (DNA graphs
and molecular graphs being examples). So, the intersection of these two seemingly
not very closely related areas, i.e., biology and graph theory, is a source of many
interesting problems, results and inspirations for both of them.
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Chapter 11
Graph-Based Analysis of Drama
Text—Case Study Based
on Shakespeare’s ‘Measure for Measure’

V. Marceniuk, S. Zawiślak, and J. Kopeć

Abstract In the present paper some analyses of a drama text are performed.
The adequate bibliography was listed. Graph theoretical approach is utilised. The
modelling is done via steps (exemplary): (a) the graph vertices represent heroes and
the graph edges their mutual connections, (b) the graph vertices represent words and
the graph edges show relationships between particular words. This approach gives a
new inside into the drama texts. Deeper understanding the vocabulary and characters
connections and their mutual links in versatile aspects allow us for new evaluation
and comparisons of dramas.

Keywords Drama · Graph-based analysis · Networks of terms and heroes

11.1 Introduction

Graphs [34, 35] have versatile application in many fields of knowledge like e.g.
mechanics [39], logistics, computer science however also in humanities which is not
widely known. An idea of text analysis, in general, has different aspects like e.g.
content analysis, visualization of heroes family ties, showing relationships among
drama heroes (like e.g. friendship, hatred, subordination or co-operation), plot anal-
ysis or vocabulary features etc. These directions of investigations were extensively
developed in last decade. Modern computer software allows for preparation of versa-
tile statistics, automatic summarizing, multi-aspect comparisons, word frequencies,
word collocations and many other. The R package allows for versatile text analysis
and then presenting them—especially—in form of graphs. The package is dedicated
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for statistical analysis. Nevertheless, presenting results of theatre plays’ texts anal-
yses by means of weighted graphs allows for their easier understanding and catching
the general view or structure at the first glimpse.

Graph theory [34, 35] is a branch of discrete mathematics which—to a certain
degree—is unexpectedly applied also for humanistic sciences especially in last
20 years e.g. in course of the international conferences “Digital Humanities” and
“Bridges” [32] and other [13]. GraphG(V,E) is a pair of sets, where:V is a nonempty
set of vertices and E is a set of edges. So, graph is an abstract notion however its
image is immanently drawn in such a manner that vertices are represented as dots,
circles or other pictograms and edges are shown as intervals of a straight line or arcs
or parts of other curves connecting pairs of vertices. Simple graph is equivalent to a
matrix and a relation. Therefore the mystery of graph modeling is hidden in equiv-
alence of these three notions, as well! If we recognize characters as graph vertices
then their mutual ‘relations’ (connections, ties) can be considered as graph edges.
Other assignments of vertices and edges are also proposed.

Measure for Measure [27, 28] is one of the most famous and most widely known
William Shakespeare’s plays, which was published in 1604. Here, the rule was
adopted that the play title is written in italics to avoid quotation marks. The action
of the play was placed by the Author in Vienna, a town being a capital of a Roman
Catholic country. Monks and nuns were among the heroes of the plays. However
in Great Britain of that time—the homeland of the drama Author—Anglicanism
was introduced by the King Henry the VIII (1491–1547). In consequence, monas-
teries were totally canceled. Therefore such a location was chosen in the discussed
play. The same trick appears similarly in other Shakespeare’s masterpieces like e.g.
Macbeth or Venice Merchant. The plot is intriguing: Vincentio the Duke would like
to recognized how is his ruling evaluated by the citizens. He had announced that he
would like to travel abroad for some period. He officially transferred his ducal power
to his courtiers. However, he stays in situ disguised as a friar using a big hood to be
unrecognized.

Unfortunately, the people who remained in power shown their most ugly faces:
they are cruel, disloyal as well as one of them would like to abuse a nun. The hidden
Duke protects her against this villainy in a tricky way. Finally, he decides to come
back to his tenable and due activities. Now, knowing the bad aspect of reality he
“repairs” and restores the power practice and image—becoming the ruler again.
Moreover, he announces some marriages which leads to the happy end—expected
but surprising. Fortunately, due to the fact that the nun was a novice only therefore
she could be a legal wife of the Duke. One marriage is forced by him to overcome the
grievances suffered by a Prostitute. The Measure for Measure played in the “Teatr
Polski” inBielsko-Biala, Poland (see Fig. 11.1) has been an inspiration for the present
considerations. The actors’ costumes were proposed as contemporary clothes which
even emphasized the universal message of the play. All aspects of the performance
were striking. It is a really confirmation of the fact the Shakespeare’smasterpieces are
evergreens. The smart suites represent power as the corporate bosses (a, c), prisoners
are in orange uniform like in some US movies (f, g), other members of the social
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a)

b)

c)

Fig. 11.1 Characters on the stage in theatre “Teatr Polski” of Bielsko-Biala a, b the Duke considers
how cut the unfair plans of his co-workers, c meeting of provisional authorities, c, f nun with her
rescued brother; e friar and g final scene—an announcement of termination of the masquerade and
an offer of marriage
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d) e)

f) g)

Fig. 11.1 (continued)

groups have also adequate contemporary typical clothes e.g. monks and nuns (b, d,
e) instead of artificial theatrical costumes—see Fig. 11.1.

In the paper we propose to do analyses in two aspects: (i) creating graphs of heroes
and subgroups of them; (ii) analyzing words spoken by heroes.

Together with other papers dedicated to the Shakespeare plays—the proposed
graph-based analyses give a deeper insight into His idea of creating plots and their
turns, capturing attention of spectators and readers, making groups of heroes simul-
taneously simple and untypical—in every case interesting—which are highlighted
via the graphs presented in the current chapter.

11.2 Related Work

The topic of graph-based investigations of drama texts has been recently discussed
in the series of papers in versatile aspects. However, these problems are generalized



11 Graph-Based Analysis of Drama Text … 225

not only on poetry and novels, but also on computer games, movies and all kinds of
internet texts. We can roughly gather the cited publications in thematical groups. As
we all know, the text is built ofwords sowords themselves could be analyzed [2, 7, 13,
17]. In 1962 in [2] only statistical analyses were done. The statistical word analysis
was performed by current authors in [37] as a base for simplification (rearrangement)
of the considered graphs and digraphs. In [7], the problem is posed for the network
texts. Works [13, 17] are dedicated to recognize proper meaning of the words in an
automatic way—which is extremely important in automatic translation software. We
have synonyms, phrases, blends or word clusters, adages or bywords, where proper
meaning is sometimes hidden, at first glance even for an ordinary reader. So, in works
[13, 17], it is explained how via graph-based analyses the adequate, current (only
proper)meaning can be assigned or extracted via an electronic, algorithmic approach.
The next investigated aspect is genre, plot and places analyses [1, 8, 11, 14, 26].Work
[14] is the pioneering one and it is recognized as a classical in the discussed field.
In [11], methodology of network analysis is utilized (especially centrality) and in
[26] multidimensional approach is proposed. The next aspects discussed recently in
relation to drama analysis are social networks—in our case—related to plays, actors
and directors or spectators [3, 7, 10, 16, 18, 19, 22, 30, 29]. The publications are
dedicated to networks of characters in TV dramas [10, 16], texts [7, 18] or movies [3,
19]. The idea of clustering is also used in drama and cinema theoretical description
[8]. Many William Shakespeare’s plays were analyzed via graph-based approach
e.g. Romeo and Juliet was considered in [2, 9, 11, 13]. The exemplary graph for
heroes of Romeo and Juliet is drawn there in such a manner that the vertices are
positioned regularly on the circle [4], size of the ellipsis or circle representing a
particular character is adequate to its meaning in the discussed play. Some other
analyses were made by the present authors in [37, 38], as well. Frank Harary—the
icon of graph theory science—can be also recognized as the pioneer of this field graph
based analysis of dramas [5, 6]. The research group of Professor Amalia Sparavigna
prepared series papers in the discussed field, but here we enter on the bibliography
list only three representative their papers [31, 30, 29]. Their graphs for heroes are
presented for some world-wide known play i.e. Hamlet [31, 30] and Divine Comedy
[29].

Unexpectedly—a classical dancing layouts could bemodelled via graphs, as well,
whichwas presented in one of the previousBRIDGESconferences [32]. The versatile
reference analyses and reviews were published in [9, 14, 21, 33, 36, 37]. The really
wide review is presented recently in [9]—where 311 bibliography items are listed
and described. In the last type of publications, which could be recognized, practical
tips are given for didactics related to an application of graphs in drama analysis [4,
23]. Item [4] gives us a link to webpage, where the classes scenario is described
as well as the tasks for student are formalized via specially crated hand-outs. The
classes are dedicated for students of the University Nebraska-Omaha (USA), where
the idea of graph-based drama analysis is a regular one within the applied graph
theory subject.

New and the most modern directions of investigations are interactive dramas and
games, artificial plot, story generators and versatile text generators, especially for
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social media. Usage of AI methodologies (e.g. agents) which can be assigned to
some general trend—so called ‘reverse problems’ [12, 20, 21, 25] are also under
rapid development. In [12], the inactive drama is describe. The user can choose
arbitrary a turn points in the plot. The same ideas are described in [20] fully based
on graph theoretical models. In [25], the most shocking idea of proto-narrative-ness
is discussed.

In case of hand writing recognition we divide the methods depending on Latin
or Chinese scripture—here Bengali [15], Early English [23] or Greek [22] texts
are distinguished due to specific university knowledge needed for performance of
their analysis. So, the proposed chapter joins in the popular and important trend of
investigations.

11.3 Graphs Representing Heroes of the “Measure
for Measure”

First considered approach is: play heroes are taken into account as graph vertices. The
relations among them are presented e.g. in Fig. 11.2. They know each other therefore
we can see the clique. Some graphs given in [7, 13] are prepared taking into account
all the heroes in one graph, the same approach was utilized by the present author in
[12]. However, it does not give too much. So, in [13] color edges as well as different
size of vertices were used. Moreover, in [12] some graph transformations had been
proposed aiming for simplification of the graphs which led to unexpected evaluations
and conclusions. Moreover, here, the set of characters was divided in three groups
arbitrarily based upon their social class membership which simplifies the adequate
graphs.

To conclude, all the characters related to power are solely gathered like graph G1
shows. The vertex “prisoner” is shown by means of dotted line because he is not
present on the stage. However he was beheaded and his cut head was presented on
the stage. The ruler of the state—Duke is highlighted via double line vertex—as a
ruler and a perpetrator of the whole affair. In case of graph G2, the tree presented
in G1 via bold lines—is drawn separately. Bold edges represent a sub-relation of
subordination of consecutive levels of power and prisoners without any power and
civil liberties/rights are placed at the bottom of the scheme. Graph G2 was drawn
using idea of so called physical approachwhere vertices have the same electric charge
and edges are limp. The well-known method of graph drawing [40]. Therefore, the
graph image is symmetrical and elegant. Structure is rigid and the heights of power
are drawn in hierarchy one by one.

In case of graph G3, bold lines are utilized in the general clique K7. The protago-
nists know roughly each other, like among neighbors. Prostitute is not on the stage—
her vertex, like previously, is drawn via dotted line. The bold line edges are between
womenwhich havemore intensive relations (real friends) as well as between the low-
life representatives. They create a clique K3. It symbolizes the fact that we usually
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Fig. 11.2 Graphs representing the relations among character: G1: people of power and their
subordinates; G2: extracted tree showing directly their subordination; G3: members of society
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Fig. 11.3 Graphs representing the relations among church representative G4 and G5: representing
the ‘happy end’ of the play

consider them as organized crime which was even recognized by Shakespeare more
than 400 years ago.

In general, observations of the genial playwright are relevant not only to his
contemporary state but also tomany present governments and/or rulers in now-a-days
countries.

The accusations, court trials and sentences on women abused are now disgusting,
shocking and taking place in countries recognized as civilized, rich and modern.

In poor countries where power is week, the abused people could not expect any
protection or justice. Another graph approach was proposed by one author in paper
[38].

In Fig. 11.3, the graph G4 is simple and the bold lines confirm independence
between monks and nuns, they have different cloisters and different congregations.
Taking part in social, ordinary live they know each other. There is exception for so
called closed religious orders. In general, Shakespeare shows church as positive insti-
tution having clear but useful rules which are explained by the prioress (Francisca)
to the novice (Isabel), in interesting and touching scene. Church is not interfere in
the state affairs or activities, rather being active among the faithful.

The last presented graph (Fig. 11.3) represents the ‘happy end’ of the play invented
by the Author. There are four pairs which are turn into four marriages. The graph
has four symmetry axis, so it is regular, elegant and magic…We can only ask if such
final solution could be possible nowadays. Duke proposes wedding to Isabella who
should leave/reject a novitiate and in consequence she would not make definitive and
final religious vows. Claudio—dismissed prisoner and Mariana are happy via the
ducal solution, as well. Shakespeare also invented—taking into account responsi-
bility and dignity—the marriage of Lucio. It seems also a very fair and generous act.
In geometrical interpretation via the last discussed graph, we can see an object having
many symmetry axes what suggests order, beauty, stability and harmony. So, happy
end is touching, festive and uplifting but also unexpected—really a masterpiece.
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11.4 Graphs Representing Some Word Connections
in Measure for Measure

Additionally, we can analyze the text looking for phrases, collocations, frequency
of usage of some words as well as connections between heroes. The considerations
related to the text analysis of the playMeasure for Measure are based upon utilization
of the dedicated textmining technology. The tasks are performed via the functionality
tidytext in the R language and adequate software. The function, methods etc. related
to that language are written underneath in italics. The play text was read in using
special file i.e. fileName, the loading was implemented with help of the method
readChar:

text < - readChar(fileName, file.info(fileName)$size). dChar(fileName,
file.info(fileName)$size).

As a result we have a character vector of length equal to the number of items
read. Further we transform this character vector into the data table structure, which
is called dataframe in R language:

text_df < - data_frame(text).

At this stage all the text is located in unique table cell in a column called by text.
Then we split the column text into tokens (words) using the tokenizers package,
splitting the table into one-word-per-row:

tidy_text < - text_df % > % unnest_tokens(word, text).

Note that the function unnest_tokens supports non-standard evaluation through
the tidyeval framework. Here tidy_text is the dataframe structure which contains the
unique column word.

Hereinafter, we use package dplyr enabling us Non-SQL queries for dataframe
structures. In order to reduce the volume of the vocabulary of words contained in the
text, they use so called “stop words”, which are words which are filtered out before
or after processing of natural language data (text). The package tidytext offers us its
own dataframe stop_words, containing column word, e.g. a, a’s, able, about, above
etc. and lexicon, e.g. SMART, which can be used in text mining. Applying function
anti_join:

tidy_text < - tidy_text % > % anti_join(stop_words)

we get tidy_text containing only meaningful words. The frequency of the words can
be calculated with help of count() function from the package dplyr:

tidy_text % > % count(word, sort = TRUE).

So we get in tidy_text all the words, which are ordered due to their frequency
indicated in the additional column n. In the case of Measure for measure the “top 15
words” are presented in Fig. 11.4.
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Fig. 11.4 a The most frequent meaningful words (names and notions) of the play “Measure for
Measure”; b the most extended bigrams in the play “Measure for Measure”

As we can observe “Duke” is spoken most frequently, even if he is hidden for
almost the whole action. Two pairs of heroes are mentioned also many times (100–
150) so it underlines their meaning as most important characters of the play.

Note that some stop words are from old English, e.g. “haue”, “thou”, “doe”,
“hath”, “thy”, “selfe”, “vpon”, “tis”, “thee”, “giue” etc. So, when analyzing such
texts, they should be added. Thus, even in this primary stage of text mining we can
acquire the most significant words in the text due to their frequencies. The next
stage is dealing with establishment of relations between words. Of course, the most
appropriate way is their presentation with help of graphs. Here we offer the usage
of approach which is based on construction, processing, analysis and presentation
of bigrams. Any bigram is pair of words joined with its frequency in the text. In our
case we get all available bigrams with help of:

text_bigrams < - text_df % > % unnest_tokens(bigram, text, token = ”ngrams”,
n = 2)
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which results in dataframe with a single column bigram, which contains all available
text bigrams. In order to split words in bigrams we use function separate():

bigrams_separated < - text_bigrams % > % separate(bigram, c(“word1”,
“word2”), sep = ” “)

and get dataframe with columns word1 and word2 presenting two separate words in
bigrams.

The simplest questions can be answered when analyzing the bigrams containing
certain words. For example, we may investigate the participation of heroes in the
scenes with the help of analyzing the frequencies of bigrams containing the word
“enter”. For this aim, we run the query

bigram_graph2_1 < - bigram_counts % > %
filter(word1%in% c(“enter”))

as a result of which we get the bigrams in Fig. 11.5.

Fig. 11.5 Bigrams, which are constructed for the word “enter”, indicating the frequency of partic-
ipation of heroes in the scenes. On the right: decreasing frequencies of participation of heroes in
the scenes, which are obtained from the bigrams
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Here we can view the most extended bigrams in Measure for Measure (see
Fig. 11.5). Pay attention that a lot of works should be done in order that pairs of
words were omitted as the words serving for description of composition of play
(e.g., “prima act”, “scene 1” etc.) but the word ‘enter’ was left.

The next processing of bigrams is dealing with applying different filters allowing
us to get corresponding sets of bigrams in order to evidence existence and strength
of certain relations in the text. We can research all relations with single word
“word_to_investigate”. In order to get corresponding bigrams, we perform the query

bigram_counts % > % filter(word1 == ”word_to_investigate” | word2 ==
”word_to_investigate”)

As a result we have bigrams containing the word “word_to_investigate” as either
word1 or word2 (see examples in Fig. 11.6a, b).

We can construct graph presenting bigrams containing two or more words. In case
of words “marriage” and “prince” we run:

bigram_graph1 < - bigram_counts % > %
filter(word1%in% c(“marriage”,”prince”) | word2%in%
c(“marriage”,”prince”));

the obtained graph is shown on Fig. 11.7. It is disconnected directed graph.
In order to look for possible paths between two words in the text we can do it in

the following recursive way (see Algorithm 1).

Algorithm 1 Finding paths between two words

In order to find the path between two words we initialize word1, word2 and
bigrams D and call the method construct_path (empty_set, 0). When applying this
method in our example we call at i = 1:
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Fig. 11.6 Bigrams constructed for word “prince” on the basis of play ‘Measure for Measure’,
a prince—noble, royal, worthy etc.; b marriage—fit, betwixt (between) and dowry

bigram_graph2 < - bigram_counts % > % filter(word1%in%
bigram_graph1$word1 | word1%in% bigram_graph1$word2 | word2%in%
bigram_graph1$word1 | word2%in% bigram_graph1$word2)

and the get graph on the Fig. 11.6a. At i = 2 we run:

bigram_graph3 < - bigram_counts % > % filter(word1%in%
bigram_graph2$word1 | word1%in% bigram_graph2$word2 | word2%in%
bigram_graph2$word1 | word2%in% bigram_graph2$word2);

obtaining the graph in Fig. 11.7b.
At this stage we can develop paths between two words.
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Fig. 11.7 Bigrams constructed for words “marriage” and “prince” for “Measure for Measure”: a i
= 1; b i = 2

Continuing the previous example related to the word “enter” here we demonstrate
the way to get all possible paths of the first order between the words “enter” and
“duke”. At the first stage we construct all possible bigrams connected with word1=
“enter” and word2 = “duke” and vice versa

bigram_graph2_1 < - bigram_counts % > %
filter(word1%in% c(“enter”,”duke”) | word2%in% c(“enter”,”duke”))

The resulting graph is presented in Fig. 11.8.
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Fig. 11.8 All possible bigrams connected with word1 = “enter” and word2 = “duke” and vice
versa; like it gives the visualization panel of the utilized software

During the next stage we search words, which are candidates to be connectors
between “enter” and “duke”

bigram_graph_enter_2 < - (bigram_graph2_1% > %
filter(word1 ==“enter”))$word2
bigram_graph_1_enter < - (bigram_graph2_1% > %
filter(word2 ==“enter”))$word1
bigram_graph_duke_2 < - (bigram_graph2_1% > %
filter(word1 ==“duke”))$word2
bigram_graph_1_duke < - (bigram_graph2_1% > %
filter(word2 ==“duke”))$word1

and apply filtering in order to get possible paths

bigram_graph2_2 < - bigram_graph2_1% > %
filter((word1 ==“duke” & word2%in% bigram_graph_enter_2) | (word2
==“duke” & word1%in% bigram_graph_1_enter)|
(word1 ==“enter” & word2%in% bigram_graph_duke_2) | (word2 ==“enter”
& word1%in% bigram_graph_1_duke))

The resulting graph, which presents the first order paths between “enter” and
“duke”, is displayed in Fig. 11.9.

The next our investigation is dealing with determining the significance of the
words from viewpoint of bigram frequencies and relations within graph. Our
approach is based on analysis of adjacency matrix which is constructed based on
the graph G. The main idea of the offered method is the following. Let graph G
contains words/vertices W1, W2, …, WN. For any words Wi and Wj we denote
bigram frequency as n{i,j}.
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Fig. 11.9 The first order paths between words “enter” and “duke”

Consider adjacency matrix A = {n{i,j}, i, j = 1, 2, …, N}. We assume that for
arbitrary words Wi and Wj there exist significances wi and wj such that

wi

w j
= n{i, j}. (1)

It implies

n{i, j} · w j = wi . (2)

Let w = (w1, . . . , wN )
T . Hence

A · w = N · w. (3)

Hence w is an eigenvector of A corresponding to the eigenvalue N. Unfortunately,
in practice such eigenvector does not exist in every case. In order to overcome this
shortcoming, T. Saati [24] proposed to search the vector w as eigenvector corre-
sponding to the largest eigenvalue. That is background why we use Saati’s idea here,
as well.

When applying this approach to our example the adjacency matrix can be
constructed in R language as

# Make undirected graph so that matrix be symmetric
G < - graph.data.frame(bigram_graph, directed = FALSE)
# add value as a weight attribute
matrix_of_adjacency < - get.adjacency(G, attr = ”n”, sparse = FALSE)

Further we calculate eigenvector corresponding to the largest eigenvalue of the
adjacency matrix:
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# finding eigenvector which corresponds to the largest eigenvalue
ev.matrix_of_adjacency < - eigen(matrix_of_adjacency)
k < -which(abs(ev.matrix_of_adjacency$values) =
=max(abs(ev.matrix_of_adjacency$values)))
# eigenvector which corresponds to the largest eigenvalue
eigenvector < - ev.matrix_of_adjacency$vectors[,k]

The absolute values of eigenvalue elements correspond to the significance of the
words. For example, in case of graph on Fig. 11.10we have 216words (unfortunately,
including somewords fromoldEnglish). They canbeordereddue to their significance
in the following way (see Appendix)

11.5 Discussion and Conclusions

In the present paper, graph-based analyses were performed aiming for receiving a
deeper insight into the chosen theatre play i.e. Shakespeare’s Measure for Measure.
The methodology is general and it could be utilized for other plays and/or novels.
In fact, it was utilized previously by the authors in [37, 38]. The graphs giving
relationships between the play characters highlight the ideas of theAuthor (Fig. 11.2):
(a) power is well organized which is unveiled via symmetry of the graph representing
subordination of its officers—from the top down; (b) church is not interfering in the
political decisions—being a friar gives on opportunity for the Duke to observe the
live of the society from the hidden position. The orders of nuns and monks are
shown as independent. The third graph (c) grouping heroes is a picture representing
society where the relationships are not described as fully strong. The society is full
of divisions and individuals. The only closer feelings occur surprisingly among the
outcast living on the outskirts of the society—creating a smallest possible clique.

The graph G5 in Fig. 11.2 represents graphically the happy end. However, the
director of Bielsko-Biala performance, made a second version in Cracow where not
all marriages were constituted. The idea behind was that not only the cloth and
scenography are contemporary but also the social background. There were opinions
that the pair Isabella and Duke suffers due to a generation gap and other matrimonies
were made by forced. All these comments are totally ahistorical and do not take into
account the knowledge about renaissance where all marriages were organized by
parents, protectors, chancellors or rulers. Nevertheless, the people were happy due
to contemporary believes. Moreover, Duke could support such wedlock (Lucio and
Prostitute) for many years. In Poland, we have a tradition of the custody, patronage,
alms and donations given by royal and ducal families to poor as well as to church.
The first president of Polish Red Cross organization was Prince Stefan Sapieha—
nobleman permanently involved in charity.

The wide analyses of references confirms that this direction of investigations is
in rapid development nowadays, it is especially important is analysis of messages
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in automatic and autonomous way, even writing automatic, artificial responses is
considered, nowadays.

The graphs related to analysis of word connections allow for recognition of the
phrases used by the Author as well as importance or repetition of some words. We
can obtain the frequencies and collocations. We can measure such frequencies as
e.g. speaking about particular heroes or their appearances on the stage. It all gives a
deeper insight into creating a plot and story by the genius author.

The proposed approaches are general and overwhelming, their usability can be
extended on other plays, which is also confirmed by listed references.

Acknowledgements Authors would like to express their cordial gratitude to the Authorities of
Theatre “Teatr Polski” in Bielsko-Biała (especially for Mr. Witold Mazurkiewicz—managing and
artistic director) for pictures and stills from the discussed play.

Appendix

The ordering of the significance of the words from graph of Fig. 11.6
colnames(matrix_of_adjacency)[order(eigenvector)] 

  [1] "lord"        "angelo"      "duke"        "duk"         "enter"       "mar"         "giue"        "esc"         
  [9] "claudio"     "deere"       "gracious"    "iustice"     "escalus"     "hath"        "shee"        "father"      
 [17] "noble"       "exit"        "absent"      "ancient"     "der"         "dread"       "gainst"      "gouernes"    
 [25] "indeede"     "iust"        "ang"         "bethink"     "ship"        "sweet"       "turne"       "wee'll"      
 [33] "cosen"       "prouost"     "deputie"     "himselfe"    "measure"     "nay"         "tis"         
"pardon"      
 [41] "peter"       "selfe"       "worthy"      "grace"       "frier"       "royall"      "goe"         "heere"       
 [49] "luc"         "son"         "matter"      "haue"        "aliue"       "badnesse"    "barnardine"  
"certaine"    
 [57] "childe"      "deceiu'd"    "die"         "drawing"     "errand"      "fauour"      "fellow"      
"friar"       
 [65] "hanging"     "head"        "infallible"  "ioy"         "iulietta"    "knee"        "leaue"       "liege"       
 [73] "liued"       "lords"       "medler"      "mercie"      "messenger"   "mortall"     "oath"        
"person"      
 [81] "pleasure"    "prisoner"    "proofe"      "proue"       "reckning"    "rung"        "seruice"     
"sir"         
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 [89] "sister"      "soundly"     "spirit"      "strange"     "substitutes" "swasion"     "tastical"    
"tion"        
 [97] "too't"       "uaile"       "uernment"    "varrius"     "vngot"       "vp"          "vvise"       "whipt"       
[105] "world"       "abh"         "auouch"      "blisse"      "bound"       "bring"       "conuenient"  
"dare"        
[113] "fie"         "haile"       "harpe"       "hold"        "left"        "loue"        "mended"      "neuer"       
[121] "page"        "peace"       "quicke"      "returne"     "reuenges"    "slandering"  "uarrius"     
"vaile"       
[129] "vertue"      "vnfit"       "vpon"        "wise"        "words"       "husband"     "pompey"      
"brother"     
[137] "speake"      "approaches"  "definitiue"  "honor"       "horror"      "maid"        "married"     
"meete"       
[145] "purpose"     "breake"      "feare"       "gentle"      "isabell"     "meerely"     "ried"        "wilt"        
[153] "time"        "prince"      "prison"      "ghostly"     "holy"        "belike"      "died"        "du"          
[161] "faire"       "presently"   "throw"       "warranted"   "fairely"     "isa"         "iuliet"      "ample"       
[169] "wretch"      "1"           "despight"    "eare"        "bawd"        "amisse"      "clo"         "dealing"     
[177] "debt"        "doe"         "kennell"     "liue"        "pray"        "trade"       "trustie"     "blesse"      
[185] "commend"     "fare"        "farewell"    "ha"          "howso"       "told"        "fit"         
"blossoming"  
[193] "distant"     "dukes"       "fitter"      "ripened"     "till"        "coheard"     "deliuer"     "fore"        
[201] "proceed"     "stood"       "vnfold"      "deserues"    "dishonor"    "common"      "o'th"        
"proper"      
[209] "publike"     "abus'd"      "incline"     "profest"     "marriage"    "reine"       "betwixt"     
"dowry" 
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39. Zawiślak, S., Rysiński, J.: Graph-Based Modelling in Engineering. Springer, Cham (2017)
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Chapter 12
A Survey of Different Graph Structures
Used in Modeling Design, Engineering
and Computer Science Problems

Barbara Strug, Grażyna Ślusarczyk, Anna Paszyńska, and Wojciech Palacz

Abstract The paper presents several types of graphs used to model engineering,
design, and computer science problems. In the described approach, graphs are used
as the representation of the knowledge related to the considered problem, while so-
called graph transformations are used to model the process of solving the problem.
In the paper, different types of graphs and corresponding graph transformations,
as well as their application to model design, engineering, and computer science
problems, are presented. The labelled, attributed, directed and undirected variants
of standard graphs, composition graphs, hierarchical composition graphs, hyper-
graphs, hierarchical hypergraphs, layout, and hierarchical layout graphs, as well
as multi-hierarchical graphs are considered. The paper presents several applica-
tions of the described graph-based approach in architectural and engineering design,
computational grids, Finite Element Method computations as well as in computer
games.

Keywords Graphs · Graph-based knowledge representation · Graph
transformations · Design · FEM

12.1 Introduction

This paper considers different types of graph structures, which can be used as a repre-
sentation of knowledge, which is then processed using graph transformation rules, in
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order to model design, engineering, and computer science problems. Among many
well-known methods of representing knowledge in computer systems, graph struc-
tures play an important role. Early solutions to the considered problem resulting
from the conceptual process, in which the main components, their functions and
interrelationships are established, can be efficiently represented by means of graphs.
Then these structures can be easilymodified using graph transformations [38, 52]. As
graphs allow for expressing geometrical and semantic properties of object compo-
nents together with relations between object components, in a uniform way, they
are frequently used to model knowledge in contemporary computer tools [6, 26–28,
36, 48]. They can be used in design systems to model topological relations between
components, in databases to model logical relations between objects as well as to
model data and control flow or specification and analysis of software systems.

In our research, different types of graph structures have been used to repre-
sent knowledge according to the needs of applications in various domains, like
architectural and engineering design, computational grids, FEM computation and
computer games. The labelled, attributed, directed and undirected variants of stan-
dard graphs, composition graphs (CP-graphs), hierarchical composition graphs,
hypergraphs, hierarchical hypergraphs, layout and hierarchical layout graphs, and
multi-hierarchical graphs were considered.

In our early approach to design, structures of modelled objects were represented
by labelled, attributed and directed standard graphs [13], andCP-graphs [11, 12, 25].
A CP-graph is a labelled and attributed graph, where nodes represent object compo-
nents and are labelled by names of components they represent. To each node several
bonds expressing potential connections between components are assigned. Bonds are
connected by edges representing relations between components and labelled by the
relation names. Attributes assigned to the graph nodes provide semantic information
about components. This type of graph was also used to represent meshes in Finite
Element Method [41].

In order to represent problems or artefacts with complex structures, hierarchical
graphs [42], hierarchical composition graphs [15, 16, 47] and layered graphs [40]
have been used.While composition graphs extend simple graphs by introducing node
bonds, which represent fragments of components and allow us to define relations
between these fragments, layered graphs being the other extension, are composed of
disjunctive subgraphs called the layers and the edges representing relations between
layers. Layered graphs are useful in representing complex problems that are seman-
tically heterogeneous, related, for instance, to computer games, grids, and clouds.
In hierarchical CP-graphs, subcomponents of object components are represented
by other CP-graphs, which are nested in the nodes representing these components.
Graph edges can connect nodes of different levels of hierarchy and having different
parent nodes. HierarchicalCP-graphs allow for expressing hierarchical dependencies
between different parts of designs, like inclusion of rooms in larger spaces.

However, neither layered graphs nor hierarchical CP-graphs are sufficient to effi-
cientlymodel objects considered in some domains as they do not allow for expressing
multi-argument relations between parts of different components. Therefore, in our
subsequent research, we decided to use hypergraphs and hierarchical hypergraphs
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[7] to represent designs [19, 21, 22, 43, 48] and FEM meshes [49]. Such graphs can
represent objects with both multi-argument relations and hierarchical dependences
between their components. Hypergraphs consist of nodes and hyperedges, which
can connect an arbitrary number of nodes. The hyperedges are used to represent
both relations and geometrical objects. In our approach hyperedges which repre-
sent object components are called object hyperedges, while hyperedges representing
relations are called relational hyperedges. Nodes, which are assigned to object hyper-
edges and can be connected by relational hyperedges, represent fragments of object
components. Object hyperedgeswhich are used to represent hierarchical structures of
object parts are called hierarchical. In such a hyperedge a hypergraph representing the
internal structure of an object component is nested. The hierarchy of these graphs
enables us to group elements according to specified objectives, while hyperedges
can represent relations between components nested in different nodes representing
various parts of objects. In [17] we have used hierarchical hypergraphs to represent
building layouts in the conceptual phase of the design process.

Nevertheless, this representation is not uniform, as hyperedges represent both
object components and relations between them, while fragments of components
are represented by graph nodes. Therefore in [50] we have modified this repre-
sentation to a more homogeneous one, called layout graphs (L-graphs), where graph
nodes represent object components, while hyperedges representmulti-argument rela-
tions among them. In [52] the hierarchical layout graphs (HL-graphs) were used
as the internal representation of knowledge about generated designs in the system
supporting building design.

In some design tasks there exist many different types of relations between design
parts, which cannot be expressed with a single hierarchy. For instance, different hier-
archies are generally required for geometrical and functional dependencies. There-
fore in [51] a graph-based representation with many hierarchies, which allow to
express different types of hierarchical dependencies between design parts in one
structure, has been proposed. As many multi-argument relations between compo-
nents can be represented by hierarchical arrangement of the components in this graph
structure, the hypergraph-based model was restricted to contain only binary rela-
tions between components, which means that graph nodes are connected by simple
edges. Hyperedges representing design components have been replaced by nodes,
while hyperedges expressing relations between components have been replaced by
directed edges.

When objects are internally represented in a graph-based form, graph methods
make it possible to integrate their representations and the process of generating
their models [1, 7, 8, 24, 41]. Thus, graph grammars are widely used, especially in
architectural design, urban planning [27] and engineering design [3, 5, 9, 10, 28, 39,
46, 53]. In this paper different types of graph rewriting systems, depending on the
graph representation used, are described, and their application to model problems in
architectural design, engineering design, computer games, computational grids and
Finite Element Method are explained.

In [32, 33] the graphical application, called GraphTool, which provides a
unified environment supporting operations on several types of graphs, like labelled,
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attributed, directed and undirected variants of standard graphs, layered graphs,
composition graphs, hierarchical composition graphs, hypergraphs, hierarchical
hypergraphs, layout and hierarchical layout graphs, and the corresponding graph
grammars transforming these structures, is described. The GraphTool system
supports all steps required to define graph grammars and to control their application
in order to obtain graph models of objects/tasks [37]. It provides graphical editors
for graphs, graph transformation rules, and control diagrams. GraphTool’s ability to
handle different types of graphs allows the user to choose the graph type which is
the most convenient for a given application area.

12.2 Simple and Composition Graphs

Structures of simple objects can be represented using labelled attributed graphswhich
can be directed or non-directed. Such a graph is composed of sets of labelled nodes
and edges, representing object components and relations between them. Attributes
assigned to nodes describe properties of object components represented by these
nodes.

Let� be a finite alphabet of node and edge labels. LetA be a finite set of attributes.

Definition 1 An attributed labelled graph G is a system
G = (V, E, s, t, lab, atr), where:

1. V and E are disjoint finite sets of nodes and edges,
2. s, t:E→V are functions assigning to edges source and target nodes, respectively,
3. lab: V ∪ E → � is a node and edge labelling function,
4. atr: V → 2A is a node attributing function.

Example 1 When designing a girder, which should cover the span between given
supports and transmit a given load to them, a plane simply supported truss can be
considered [4]. The graph structure of this truss is presented in Fig. 12.1a. The nodes
labelled Upper chord and Lower chord represent the chords, which are respon-
sible for transmitting the bending moment, whereas the node labelled Bracing repre-
sents bracing which takes care of the shear force. The attributes assigned to nodes
describe the sizes and materials of the corresponding components. A model of the
truss represented by the graph from Fig. 12.1a is shown in Fig. 12.1b.

The structure being an extension of a simple graph, which allows us to represent
relations between fragments of object components, is called a composition graph
(CP-graph). ACP-graph is a labelled and attributed graph, whose nodes are equipped
with bonds. Each node represents a part of a design, while bonds assigned to a node
represent fragments of a part represented by this node. Bonds are connected by edges
representing relations between fragments of parts represented by nodes.As nodes and
edges can only represent the topology of a design, attributes are used to represent
specific properties. Attributes can be assigned to all elements of a CP-graph, i.e.
nodes, edges, and bonds.
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Z(a) (b) 

Fig. 12.1 A graph representation of a truss and a truss visualization [4]

The formal definition of a CP-graph is as follows.
Let � be a finite alphabet used to label object nodes, bond nodes and edges. Let

A be a finite set of attributes.

Definition 2 A composition graph (CP-graph) G is a tuple
G = (V, B, E, bd, s, t, lab, atr), where:

1. V, B, E are pairwise disjoint finite sets, whose elements are respectively called
nodes, bonds and edges,

2. bd: V → 2B is a function assigning sets of bonds to nodes, in such a way that ∀
x ∈ B ∃! y ∈ V: x ∈ bd(y), i.e., each bond belongs to exactly one node,

3. s, t: E→B are functions assigning to edges source and target bonds, respectively,
in such a way that ∀ e ∈ E ∃ x, y ∈ V: s(e) ∈ bd(x) ∧ t(e) ∈ bd(y) ∧ x �= y,

4. lab: V ∪ B ∪ E → � is a labelling function,
5. atr: V ∪ B ∪ E → 2A is an attributing function.

Composition graphs have been used as internal representations of models in
designing plane divisions in the Escher’s style [15], tea pots [2], and bridges [44].

Example 2 A CP-graph, which represents a structure of the bridge shown in
Fig. 12.2b, is presented in Fig. 12.2a. It is undirected as its edges represent symmet-
rical relations. Nodes of the CP-graph represent abutments, pylons, beams, and two
types of cables, which constitute structural components of the bridge, and are labelled
as ab, bm, pl, cb1 and cb2, respectively. Bonds assigned to nodes are connected by
undirected edges representing relations between bridge components. The edge labels
fx and hn denote fixed and hinged connections between components of the bridge.
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(a) (b) 

Fig. 12.2 A CP-graph representing a structure of a bridge and a bridge model

The edge label jn denotes the join relation. The node attribution function assigns to
all nodes the attribute length, which specifies the length of the corresponding bridge
fragments. Additionally, to nodes labelled pl and ab the attribute position, which
specifies the location of pylons and abutments, respectively, is assigned. For the sake
of simplicity, the attributes are omitted in Fig. 12.2a.

CP-graphs have also been used to represent meshes in the Finite Element Method
(FEM) [41]. The Finite ElementMethod is used to find an approximate solution of the
partial differential equation (PDE) defined over some finite element mesh covering
the computational domain.

The approximation of the solution is represented as the linear combination of
basis functions spread over nodes of the finite element mesh. As a result of the
discretization of the PDE over the defined computational mesh, a global system
of linear equations is generated. In order to increase the accuracy of the obtained
solution, some adaptation can be used (for example h-adaptation—dividing elements
into smaller elements).

Example 3 A CP-graph representing a simple finite element mesh (Fig. 12.3b) is
presented in Fig. 12.3a. It is undirected as its edges represent symmetrical relations.
Nodes of the CP-graph represent an interior node of a finite rectangular element (a
graph nodewith label I), edge nodes of a finite rectangular element (graph nodes with
label e) and vertices of a finite rectangular element (graph nodes with label v). Bonds
assigned to nodes are connected by undirected edges representing relations between
element nodes. Additionally, some attributes are assigned to nodes of the graph:
attributes p, ph and pv denote the polynomial order of approximation, attribute (x, y)
denotes the coordinates of vertices of rectangular elements. Attributes hp, m, s, err
are used to store additional information connected with the interior of the element:
type of adaptation (attribute hp), element matrix (attribute m), solution (attribute s),
and element error (attribute err).

The graph structures representing modelled objects can be dynamically generated
by means of graph grammars. A graph grammar can be designed in such a way that
it generates only graphs representing a particular class of objects.

A graph grammar consists of a set of graph transformation rules, which describe
local modifications of graphs, together with a starting graph. Each rule is composed
of the left and right-hand side graphs. A rule can be applied to a given host graph only
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(a)     (b)

Fig. 12.3 An example of a one element mesh and a CP-graph representing it

if its left-hand side graph is isomorphic with a host subgraph. The found subgraph
is then replaced by the right-hand side graph. The sequence of such replacements,
which starts from the initial graph, is called a derivation process. There are systems
where rules have additional application conditions (applicability predicates) or can
modify values of attributes assigned to graph elements. A graph grammar can derive
many different graphs from the starting graph by applying its rules in a different
order. In some grammar types rules are chosen at random. In other grammars there
are special mechanisms, e.g. a control diagram, to determine which rules should be
considered at a given stage of the derivation process.

CP-graphs representing modelled objects in the above-mentioned fields of
application have been generated using composition graph grammars. A CP-graph
grammar is composed of a set of productions and an axiom being an initialCP-graph.

A CP-graph grammar rule is of the form p = (l, r), where l and r are CP-graphs
of the same type, i.e., having the same number of free bonds. The application of the
rule p to a CP-graphG consists in substituting r for a CP-graph being an isomorphic
image of l in G, replacing free bonds of the CP-graph being removed with the free
bonds of r with the same numbers. After inserting r into a host CP-graph all edges
which were coming into (or out of) a bond with a given number in the CP-graph l,
are coming into (or out of) bonds of r with the same number.

Let N and T denote sets of non-terminal and terminal node labels, respectively.

Definition 3 A CP-graph grammar GG over N and T is a system

GG = (VN , VT , P, x), where:

1. VN , VT are nonempty, finite sets of nodes with bonds labelled by elements of
N and T, respectively,
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2. P is a finite set of productions of the form p = (l, r) satisfying the following
conditions:

– l and r are CP-graphs of the same type with ordered free bonds,
– l contains at least one node with a label of N,

3. x is an initialCP-graph containing at least one node with a label ofN, and called
an axiom of GG.

Example 4 Fourteen selected rules of a CP-graph grammar generating CP-graphs
representing structures of bridge designs are shown in Fig. 12.4. These rules allow
for adding the successive parts of designed bridges. Four bridge drawings being

Fig. 12.4 Selected rules of a CP-graph grammar generating bridge designs
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Fig. 12.5 Bridge drawings being visualizations of CP-graphs obtained using a CP-graph grammar
from Fig. 12.4

visualizations of CP-graphs obtained using this CP-graph grammar are illustrated in
Fig. 12.5.

Selected rules of a CP-graph grammar generating structures of finite element
meshes are shown in Fig. 12.6. The first production allows for adding the new rect-
angular element to an edge of an existing element. The second production allows for
performing h-adaptation—dividing a rectangular element into four smaller elements.
Figure 12.7 presents the CP-graph obtained from the CP-graph shown in Fig. 12.3a
by applying the production from Fig. 12.6a.

The presented graph grammar approach models finite element mesh generation
as well as finite element mesh adaptation. The advantage of the model is the correct-
ness of the generated mesh and the simplicity of the parallelization of the mesh
generation and adaptation process (the graph grammar productions can be seen as
atomic tasks) [35]. Another advantage is ensuring that the anisotropic adaptation
process is performed in such a way that no deadlocks appear [45]. The model was
also used to speed up the solver algorithm by adding new productions generating the
quasi-optimal ordering in which the computations are performed [34].

12.3 Hierarchical Graphs and Hierarchical Composition
Graphs

Objects with complex structures are often internally represented using hierarchical
graphs. Hierarchical graphs allow for expressing hierarchical dependencies between
different parts of objects. In each graph node representing a component of the
given object, subordinate nodes and edges, which describe the inner structure of
that component, can be nested. These child nodes can contain their own subordinate
nodes and edges, thus creating a recursive hierarchy of components, subcomponents,
sub-subcomponents and so on.
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(a) 

(b) 

Fig. 12.6 Selected rules of a CP-graph grammar generating finite element meshes

Fig. 12.7 The CP-graph obtained after applying the production from Fig. 12.6a to the CP-graph
from Fig. 12.3a



12 A Survey of Different Graph Structures Used in Modeling … 253

Definition 4 A hierarchical attributed labelled graph G is a system

G =(V, E, s, t, lab, atr, par), where:

1. V, E, s, t, lab and atr are defined as for a non-hierarchical graph (Def. 1),
2. par: V ∪ E → V∪ {⊥} is a parent assigning function (symbol ⊥ indicates that

a given node has no parent), specified in such a way that no edge or node can
be its own ancestor.

Hierarchical graphs have been used as an internal representation of designed
gardens, furniture [42] and plants [30].

Example 5 Figure 12.8 provides an example of a hierarchical graph which models
a structure of a garden. The topmost node represents the whole garden. This node
has three child nodes, which represent a path, a pond, and a group of trees. The pond
node and the tree group node have child nodes of their own, which correspond to nine
bushes growing on the pond’s shore and three individual trees forming this group.
An edge connecting the path node with the pond node represents their adjacency.

Another type of hierarchical graphs are hierarchical composition graphs, where
in CP-graph nodes other CP-graphs representing structures of subcomponents of
components corresponding to these nodes can be nested. Hierarchical graphs allow
for expressing relations between subcomponents of the designed object by means of
edges connecting nodes having different parent nodes, i.e., being on different levels
of hierarchy.

Definition 5 A hierarchical composition graph H is a tuple

H =(V, B, E, bd, s, t, lab, atr, ch), where:

1. V, B, E, bd, s, t, lab and atr are defined as for a CP-graph (Def. 2),
2. ch: V → 2V ∪B ∪E is a child nesting function such that:

Fig. 12.8 A hierarchical graph representing a garden and its visualization
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– ∀z ∈ V ∪ B ∪ E, ∀ v, w ∈ V, z ∈ ch(v) ∧ z ∈ ch(w) ⇒ v = w, i.e., an element
cannot have two distinct parents,

– ∀v ∈ V v /∈ ch+(v), i.e., no element can be its own child (ch+(v) denotes a set
of all descendants of the graph node v).

Hierarchical composition graphs have been used as internal representations of
garden designs [14], plane divisions in the Escher’s style based on triangular grids
[15] and in modelling skeletal structures in the optimization process [5].

Example 6 Figure 12.9a shows an example of a hierarchical composition graph
representing a topology of a designed transmission tower (Fig. 12.9b). Nodes labelled
T, P and B are hierarchical and they contain child nodes labelled x and K, where x
represents a segment of the structure and K represents an endpoint segment to which
a transmission line can be attached. Figure 12.9b shows only the top-level structure
of a tower.

When structures of design objects are described in terms of hierarchical compo-
sition graphs, hierarchical composition graph grammars can serve as efficient tools
for generating these structures. A hierarchical CP-graph grammar is composed of a
set of rules, where both sides of each rule are hierarchical composition graphs with
the same number of free bonds, and an axiom being an initial hierarchical CP-graph.

Definition 6 A hierarchical composition grammar hGG over N and T is a system
hGG =(VN , VT , P, x), where:

1. VN , VT are nonempty, finite sets of nodes with bonds labelled by elements of
N and T, respectively,

2. P is a finite set of productions of the form p = (l, r) satisfying the following
conditions:

(a) (b)

Fig. 12.9 A hierarchical CP-graph and the transmission tower topology represented by it
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– l and r are hierarchical CP-graphs of the same type with ordered free bonds,
– l contains at least one node with a label of N,

3. x is an initial hierarchical CP-graph containing at least one node with a label of
N and called an axiom of hGG.

The application of the production p to a hierarchical composition graph consists
in substituting r for a subgraph isomorphic with l and replacing each bond of the
subgraph being removed by the external bond of r with the same order number.

The representation of towers in the form of hierarchical composition graphs has
been used in an evolutionary optimization process. The initial population of trans-
mission towers in this process has been generated using a hierarchical CP-graph
grammar.

Example 7 Selected rules used in the process of generating hierarchical CP-graphs
representing transmission towers are depicted in Fig. 12.10. Depending on the
sequence of the rules used, different towers can be generated. An example of such a
derivation process and the obtained tower are shown in Fig. 12.11.

Fig. 12.10 Some rules of the hierarchical CP-graph grammar used to generate transmission towers
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Fig. 12.11 An example of the derivation process

12.4 Layered Graphs

In hierarchical graphs, elements represented by nodes on different levels of hier-
archy are of the same type. In some cases, a different approach is more suitable. For
example, a computational grid contains different types of elements such as phys-
ical nodes (computers, computational elements), virtual nodes (software, operating
systems, applications) and storage elements that can be treated both as physical
elements (designated hard drives) or virtual ones (attached to other physical elements)
[20, 31]. Such a structure requires using graphs which can represent both types of
elements.

Moreover, some virtual elements of a grid are responsible for performing compu-
tational tasks on the grid, while other elements (services) are only responsible for
managing the grid structure data, behaviour and the flow of the tasks. Thus, a repre-
sentation for a grid should be able to adequately represent all elements, their inter-
connections and interdependencies. We introduce a notion of a layer composed of
hierarchical graphs as a formal description of one part of a grid; for example, we
can have a physical resources layer, a management layer, or a jobs layer. Each layer
consists of one or more graphs representing parts of a grid. For example, at the
resources layer a graph may represent a group of servers located at one place. As
such parts of a grid are independent of each other, they are represented by disjoined
graphs.On the other hand, each suchgraph consists of elements that can communicate
with each other, so they are represented by connected graphs.

Formally, a layer is defined in the following way:

Definition 7 A layer Ly is a family of labelled attributed hierarchical graphs
Ly = {G1, G2, …, Gn}, where n ∈ N, and such that:

1. Gi =(Vi, Ei), is a connected graph, 1 ≤ i, j ≤ n,
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2. Vi ∩ Vj is an empty set for i �= j,
3. Ei ∩ Ej is an empty set for i �= j.

We propose to represent each of the grid layers as a layer composed of hierarchical
graphs [31]. The graph layers are connected by interlayer edges which represent how
the communication between different layers of a grid is carried out. As the layered
graph represents the structure (topology) of a grid, semantics is needed to define
the meaning, and thus possible uses, of its elements. Such information may include
an operation system installed on a given computational element, specific software
installed, size ofmemory or storage available, type of resource represented by a given
element etc. This information is usually encoded in attributes assigned to elements
of a graph. Each attribute is a function assigning values to attribute names. In a graph
representing a given grid each node can have several attributes assigned, each of
them having one value.

Let �E be a set of edge labels and AE be a set of edge attributes.

Definition 8 A layered graph GL is a set of layers
GL = ({Ly1, Ly2, …, Lyk}, E, IL, IA), where

1. E = {e| e = (vi, vj); vi ∈ VGi, vj ∈ VGj, Gi �= Gj, Gi ∈ Lyi, Gj ∈ Lyj, i �= j},
2. IL: E → �E is an edge labelling function,
3. IA: E → 2AE is an edge attributing function.

Example 8 An example of a layered graph representing a simple grid is depicted in
Fig. 12.12. To describe the grid we use the three-layered graph, where the resource
layer, management layer and computing (physical) layer, labelled RL, ML and CL,
respectively, are denoted by dashed lines. Let �V= {C, CE, RT, ST, CM, index,
services, broker, job scheduling,monitoring} (where C stands for a computer, CE—
for a computational element, CM—for a managing unit, RT—for a router and ST—
for storage), be a set of node labels used in a grid representation. Each node label
describes the type of a grid element represented by a given node. Let �E= {isLo-
catedAt, hasACopyAt, actionPassing, infoPassing, taskPassing} be a set of edge
labels. The top layer of this graph, layer RL, represents the main resources/services
responsible for task distributing/assigning/allocating and general grid behaviour. The
second layer represents the elements responsible for the gridmanagement. Each node
labelled CM represents a management system for a part of a grid, for example, for a
given subnetwork/computing element. The management elementsCM can be hierar-
chical, as it is shown in the example. Such a hierarchy represents a situation in which
data received from the grid services is distributed internally to lower-level managing
components and each of them in turn is responsible for some computational units.
At the same time each CM element can be responsible for managing one or more
computational elements. The labels of edges are not written in this figure for clarity.

Grid elements, depending on their type, have some additional properties. These
properties in a graph-based representation are described by attributes. Let attributes
of nodes be defined on the basis of node labels. We also assume that attributes are
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Fig. 12.12 An example of a layered graph representing a computational grid

defined for low-level nodes only. The attributes for their ancestors are computed on
the basis of the child attributes. The set of node attributes used is AV= {capacity,
RAM, OS, CPU, apps, load, class, size, type}. The sets of attributes assigned to a
given node are based on the label of this node. For example, to nodes labelled C a
set of attributes {RAM, OS, CPU, apps} is assigned, while to nodes labelled CM the
attribute load is assigned. In order to assign values for node attributes, first a domain
for each attribute has to be defined. For example, the domain for the attributeOS,DOS

= {Win, Lin, MacOS, GenUnix}. Then the values for the specified node attributes
can be established.

The grid represented by a layered graph can be generated by means of a graph
grammar. In a grid generation process, there is a need for two categories of produc-
tions, which can further be divided into five subtypes. The productions operating
on only one layer can be based on traditional productions used in graph grammars.
But, as we use a more complex structure, there is a need for productions operating
on several layers. Moreover, we need productions that can both add and remove
elements from the grid represented by the layered graph. To make sure that the func-
tionality of a grid is preserved, the productions removing elements also have to be
able to invoke rules responsible for maintaining the stability of affected elements.
The application of a production can also require some actions to be invoked. For
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Fig. 12.13 A production for
dividing a manager

example, if a production removes a node representing a physical resource all other
elements using this resource must be redirected to another resource, of the same type.
If such a copy does not exist, it must be generated before the node can be removed
from the grid. The productions used to generate a grid can be divided into five main
types:

• working on two layers, but without adding edges or nodes (see Fig. 12.13)
• working on two layers, adding only edges
• working on two layers adding nodes and edges
• working on one layer and not requiring additional actions (see Fig. 12.14)
• working on one layer with additional actions required

Example 9 Figure 12.13 displays a production, which moves a computing element
between manager units. This is a type one production: it does not change the number
of nodes and edges in the graph, it only changes the target of a pre-existing edge.
Figure 12.14 displays a production which adds a computer. This is a production of
type four.

By applying productions of the grid grammar, a grid structure can be generated.
This approach also enables us tomodify the grid in order tomodel its changing nature.
As the layered graph represents not only the structure but also interconnections it
can be used to simulate the working paradigm of the grid.

Layered graphs were also used to model the state of a computer adventure game
[23]. This approach allowed for representing all aspects of a gameplay in a single
graph structure, which has four layers corresponding to four types of objects used to
describe the game and its state at a given moment.

Example 10 Figure 12.15 shows an example model of a game. The model has four

Fig. 12.14 A production for
adding a computer to the grid
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Fig. 12.15 A layered graph model of an adventure game

layers. The location layer contains nodes representing locations in the game world
and edges specifying traversable paths between these locations. Thus, this layer can
be treated as a map of the world. The character layer contains nodes representing
characters. There is a node corresponding to the main character controlled by the
player (in this example “Young Shoemaker”), as well as nodes representing allies
and enemies of the hero. Every character node is connected by a single interlayer
edge to a location node—these edges move during gameplay when characters walk
between locations. The third layer is an item layer. Items can lie on the ground in
a given location or they can be carried by a given character. In order to represent
this fact every item node has a single edge which connects to a location node or a
character node. The plot layer is dedicated to nodes representing immaterial plot
elements. It can contain for example nodes representing character status (healthy,
wounded, dead), character personality (good, neutral, bad), completion of quests,
etc.

Figure 12.16 shows one of the transformation rules which are used during the
play to change the graph model and thus the state of the game. This rule expresses

Fig. 12.16 A rule for
picking up the rock
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the fact that the “Young shoemaker” picks up a rock from the main road. It changes
the target of the edge specifying the current placement of the rock.

12.5 Hypergraphs and Hierarchical Hypergraphs

In cases of design or modelling objects, where the representation of multi-argument
relations between object components is needed, hypergraphs are used as the internal
representation of objects. Hypergraphs are composed of nodes and two types of
hyperedges. Hyperedges of the first type, called object hyperedges, are non-directed
and correspond to object components. Hyperedges of the second type, called rela-
tional hyperedges, represent relations among fragments of these components. The
fragments of components that can be used as arguments of relations are represented
by hypergraph nodes. To each hyperedge of a hypergraph a sequence of different
nodes is assigned. Hyperedges are labelled by names of components or relations.
Both to hyperedges and nodes sets of attributes, which allow specifying properties
of the corresponding object elements, are assigned.

Let � be a finite alphabet used to label nodes and hyperedges. Let A be a finite
set of attributes. Let [i] denote the interval {1, …, i} for i ≥ 0 (with [0] = ∅).
Definition 9 An attributed hypergraph G over Σ and A is a tuple

G =(E, V, s, t, lb, att, ext), where:

1. E = EC ∪ ER, where EC ∩ ER = ∅, is a nonempty finite set of hyperedges,
where elements of EC (object hyperedges) represent object components, while
elements of ER (relational hyperedges) represent relations,

2. V is a nonempty finite set of nodes,
3. s, t: E → V* are two mappings assigning sequences of different source and

target nodes to hyperedges, respectively, in such a way that ∀e∈ EC s(e) = t(e),
4. lb: E ∪ V → � is a hyperedge and node labelling function,
5. att: E ∪ V → 2A is a hyperedge and node attributing function,
6. ext: [n] → V is a mapping specifying a sequence of hypergraph external nodes.

Hypergraphs have been used as internal representations in designing floor layouts
[17], garden arrangements [18] and as a representation of finite element meshes [49].

Example 11 A hypergraph, which represents a floor layout shown in Fig. 12.17b, is
depicted in Fig. 12.17a. Object hyperedges (denoted as rectangles) represent areas
of different types, like room, kitchen, hall and bathroom. Relational hyperedges
(denoted as ovals) represent relations between these areas, namely adjacency and
accessibility. Nodes are depicted as small black circles.

A hypergraph representing a simple triangular finite element mesh is presented
in Fig. 12.18. Nodes of the hypergraph represent vertices of a triangular element
and have the label v. The hyperedge with label I denotes the interior node of a
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(a)

(b)

Fig. 12.17 A floor layout and its hypergraph representation

finite triangular element and the hyperedges with label E denote edge nodes of
this element. Additionally, some attributes are assigned to nodes and hyperedges of
the hypergraph: attributes x, y, z denote the coordinates of vertices of the triangular
elements. Attribute L denotes the length of an edge of the triangular element and
attribute B equals true if the edge is a boundary edge and false in the other case.

In the case of designing objects with complex structures, when the possibility of
expressing the top-down way of the design solution development is needed, hierar-
chical hypergraphs are used. Object hyperedges which are used to represent hier-
archical structures of design parts are called hierarchical. In such a hyperedge a
hypergraph representing the internal structure of a design component is nested.

Hierarchical hyperedges may be used to hide certain details of a designed object
that are not needed at a given stage of design or to group objects having some common
features (geometrical or functional).

Let AT denote a set of hypergraph hyperedges and nodes called together
hypergraph atoms.
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Fig. 12.18 A hypergraph
representing a one element
triangular mesh

Definition 10 An attributed hierarchical hypergraph G over � and A is a tuple
G = (E, V, t, s, lb, att, ext, ch), where:

1. E, V, t, s, lb, att and ext are defined as for an attributed hypergraph (Def. 7),
2. ch: EC → 2AT is a child nesting function which places hierarchical hypergraphs

in object hyperedges, and such that one atom cannot be nested in two different
hyperedges, a hyperedge cannot be its own child, and source and target nodes
of a nested hyperedge e are nested in the same hyperedge as e.

Hierarchical hypergraphs have been used as internal representations of building
floor layouts [43] and transmission truss towers [48].

Example 12 An example of a hierarchical hypergraph representing a floor layout of
the designed apartment shown in Fig. 12.19b is depicted in Fig. 12.19a. The object
hyperedges represent components of the apartment. The hyperedges labelled dining
room, room, bedroom, hall, living room, kitchen, bathroom and terrace represent
different spaces of the layout. Relational hyperedges are labelled acc and adj and
represent accessibility and adjacency relations, respectively. The nodes assigned to
object hyperedges representing rooms denote walls of the rooms or sides in case
of open rooms (like a terrace) and are numbered in a clock-wise manner according
to the polygon sides which they represent, starting from the most top left one. The
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(a) 

(b)

Fig. 12.19 A floor layout diagram and a corresponding hierarchical hypergraph

attributes assigned to object hyperedges include area, which specifies the area of a
space represented by a given hyperedge. The hypergraph contains four hierarchical
object hyperedges. The first one (labelled A) represents the whole apartment and has
three other hierarchical object hyperedges (labelled S, L and R) nested inside. The
second hierarchical object hyperedge is labelled S and represents the sleeping area of
the apartment. There are two non-hierarchical object hyperedges representing rooms
of this area and the relational hyperedge representing adjacency between these rooms
nested in it. The third hierarchical object hyperedge is labelled L and represents the
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living area. It has two nested non-hierarchical object hyperedges representing the
living room and the terrace and two relational hyperedges representing two relations
between them: the accessibility through the east wall of the living room and the adja-
cency through its south wall. The fourth hierarchical object hyperedge is labelled R
and represents the remaining area. It has four nested non-hierarchical object hyper-
edges representing the dining room, the hall, the kitchen and the bathroom, three
relational hyperedges representing the accessibility of the dining room, the kitchen
and the bathroom from the hall, and two relational hyperedges representing the adja-
cency between the hall and the kitchen and between the kitchen and the bathroom.
The hierarchical object hyperedges representing areas of the apartment do not have
any nodes assigned, as during the design process, when hypergraphs representing
components of these areas and relations among them were nested in hyperedges, the
nodes assigned to these hyperedges were substituted by the corresponding external
nodes of the child hypergraphs. Thus, the role of nodes representing the sides of
the areas has been taken over by the nodes attached to nested object hyperedges
representing rooms of these areas.

A hierarchical hypergraph which represents the structure of the truss tower from
Fig. 12.20b is presented in Fig. 12.20a. This hypergraph contains three hierarchical
hyperedges labelled Sgb, Sgm, Sgt and representing three segments of the truss
tower. Hyperedge Sgb contains two object hyperedges representing truss panels,
while hyperedge Sgm contains four of them. Hyperedge Sgt contains seven object
hyperedges representing horizontal trusses and four object hyperedges representing
insulators. Hypergraph nodes represent truss nodes which connect trusses and insu-
lators. Twenty-two relational hyperedges represent connections among trusses and

(a) (b)                   

Fig. 12.20 A diagram of a transmission truss tower and a corresponding hierarchical hypergraph
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between trusses and insulators. Attributes width, height, position, type and mate-
rial are assigned to object hyperedges, while the attribute order which specifies the
sequence of truss nodes, is assigned to hypergraph nodes.

Hypergraphs representing structures of design solutions are generated by hyper-
graph grammars. A hypergraph grammar is composed of a set of hypergraph edges
with terminal and non-terminal labels, a set of hypergraph nodes, a set of productions
and an axiom being an initial hypergraph. Each grammar production is of the form
p = (l, r), where l and r are attributed hypergraphs with the same number of ordered
external nodes.

Let N and T denote sets of non-terminal and terminal labels, respectively. Let lb
be a hyperedge labelling function.

Definition 11 A hypergraph grammar G over N and T is a system
G = (V, E, P, X), where:

1. V is a finite set of nodes,
2. E = EN ∪ ET is a finite set of hyperedges, where lb: EN → N assigns non-

terminal labels to hyperedges of EN , while lb: ET → T assigns terminal labels
to hyperedges of ET ,

3. P is a finite set of productions of the form p = (l, r) satisfying the following
conditions:

• l and r are attributed hypergraphs composed of nodes of V and hyperedges
EN ∪ ET with the same number of ordered external nodes

• l contains at least one hyperedge of EN ,

4. X is an initial attributed hypergraph containing at least one hyperedge of EN

and called an axiom of G.

The application of the production p to a hypergraph H composed of nodes and
hyperedges of EN ∪ ET consists in substituting r for a hypergraph isomorphic with
l and replacing external nodes of the hypergraph being removed isomorphic with
nodes of extl by the corresponding external nodes of extr .

Example 13 Some rules of the hypergraph grammar generating structures of floor
layouts are presented in Fig. 12.21. The first production divides the floor area into
three functional units, a hall, a kitchen and an antechamber. The second and third
production allow choosing a layout with one or two bedrooms in the first sleeping
area. The fourth production adds a living-room connected to a terrace. The produc-
tions p5 and p6 allow for obtaining different layouts composed of two rooms, a
shower and a small hall. The former rule gives a possibility to locate the shower
between the rooms, while the latter one allows the shower to be adjacent to the one
roomonly, but to have twoentrances, one from thehall1 and the second from the room.
To all hyperedges representing spaces and rooms attributes area and room_number,
which specify the sizes of rooms and spaces, and the number of rooms in a given
space, are assigned. Therefore, predicates of applicability for productions, which
define possibility of their application provided sufficient sizes of the considered
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Fig. 12.21 Some rules of a hypergraph grammar generating structures of floor layouts

areas, can be specified. A hypergraph generated using this grammar is shown in
Fig. 12.22a, while one of the possible floor layouts corresponding to this hypergraph
is shown in Fig. 12.22b.

Example 14 Figure 12.23 presents one of the rules of a hypergraph grammar
performing h-adaptation—dividing a triangular element into two smaller elements
along the longest edge. The values of attributes of nodes and hyperedges of the
right-hand side graph are the same as the values of attributes of the corresponding
nodes and hyperedges of the left-hand side graph. The values of attributes of nodes
and hyperedges of the right-hand side graph, which do not have the corresponding
nodes and hyperedges in the left-hand side graph, are calculated. For the presented
production, a so-called applicability predicate was defined. The predicate of appli-
cability specifies conditions under which the rule can be used. The production from
Fig. 12.23 can be applied only if the applicability predicate is fulfilled—the interior
should be broken (R1 ==T ), if the edge is on the boundary of the mesh (B1 ==T )
and if the boundary edge is the longest one (L1≥ L2, L1 ≥ L3). Similar productions
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(a) 

(b)

Fig. 12.22 A hypergraph generated by the hypergraph grammar from Fig. 12.21 and its
visualization

are defined for other cases—if the longest edge is not on the boundary of the mesh,
etc. Figure 12.24 shows an example of a hypergraph and the same hypergraph after
the application of the production from Fig. 12.23.

When structures of objects are described in terms of hierarchical hypergraphs,
hierarchical hypergraph grammars serve as efficient tools for generating these struc-
tures. A hierarchical hypergraph grammar is composed of a set of hypergraph edges
with terminal and non-terminal labels, a set of hypergraph nodes, a set of productions
and an axiom being an initial hypergraph. Each grammar production is of the form p
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Fig. 12.23 One of the rules of a hypergraph grammar performing h-adaptation—dividing a
triangular element into two smaller elements along the longest edge

Fig. 12.24 An example of a starting hypergraph and the same hypergraph after the application of
the production from Fig. 12.23

= (l, r), where l and r are attributed hierarchical hypergraphs with the same number
of external nodes equipped with ordering relations.

Let N and T denote sets of non-terminal and terminal labels, respectively. Let A
= V ∪ E be a set of atoms of H, where H denotes a family of attributed hierarchical
hypergraphs over N ∪ T. Let lb be a hyperedge labelling function.

Definition 12 A hierarchical hypergraph grammar hG over N and T is a system
hG = (V, E, P, X), where:

1. V is a finite set of nodes,
2. E = EN ∪ ET is a finite set of hyperedges, with a child nesting partial function

ch: E → P(A), where lb: EN → N assigns non-terminal labels to hyperedges of
EN , while lb: ET → T assigns terminal labels to hyperedges of ET ,

3. P is a finite set of productions of the form p = (l, r) satisfying the following
conditions:
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– l and r are attributed hierarchical hypergraphs composed of nodes of V and
hyperedges of EN ∪ ET with the same number of ordered external nodes

– l contains at least one hyperedge of EN ,

4. X is an initial attributed hierarchical hypergraph containing at least one
hyperedge of EN and called an axiom of hG.

Example 15 Some productions of a hierarchical hypergraph grammar generating
structures of floor layouts are presented in Fig. 12.25. The numbers assigned to the
nodes of the left and right-hand side hypergraphs of productions indicate successive
external nodes of these hypergraphs. One of the possible hierarchical hypergraphs
obtained using this grammar is shown in Fig. 12.26a, while the corresponding floor
layout is illustrated in Fig. 12.26b.

Fig. 12.25 Some productions of a hierarchical hypergraph grammar generating structures of floor
layouts
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(a)

(b)

Fig. 12.26 A hierarchical hypergraph representing a floor layout and its visualization

12.6 Other Types of Graphs

As in a hypergraph representation of modelled objects, hyperedges represent both
object components and relations between them, this representation has been simpli-
fied to the form of a layout graph (L-graph) [50]. In a layout graph, graph nodes repre-
sent object components and are labelled by names of these components, while hyper-
edges represent multi-argument relations among them and are labelled by names of
these relations. To each hyperedge of an L-graph a sequence of different target and
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source nodes is assigned. Nodes and hyperedges of a layout graph are attributed.
Attributes represent characteristic features of objects and relations.

In [50] L-graphs have been used to represent garden designs. In [52] the hierar-
chical layout graphs (HL-graphs) were used as the internal representation of knowl-
edge about generated designs in the system supporting building design. In HL-
graphs, hierarchical layout graphs can be nested in graph nodes.HL-graph hierarchy
is obtained by nesting in selected nodes HL-graphs representing internal arrange-
ments of design components corresponding to these nodes. Additionally, there is a
possibility of specifying relations between components represented by nodes having
different parent nodes and nested on different levels of hierarchy. Such a hierarchical
structure allows for hiding low-level data that are unnecessary at the moment and
present the designer only a detailed view of the selected object parts.

In [52] a hierarchical layout graph grammar, called an HLG-grammar, which is
used to generate HL-graphs representing structures of designed objects, is defined.

In examples described in previous sections spatial relations between some
elements are modelled using graph hierarchy. If the node representing a given design
component is nested in some other graph node, it means that this component is phys-
ically a part of a super-component represented by that parent node. Computing grid
models are the only exception: some types of grid components are immaterial soft-
ware services, so for them being a child of some other graph node does not mean is
a part of but is running on. In this case graph nodes still form a single hierarchy, but
hierarchical dependency means something non-physical.

There are design tasks where there exist many different types of relations between
design parts, which cannot be expressed with a single hierarchy. Usually different
hierarchies are required for geometrical and functional dependencies. For example,
university buildings have a spatial hierarchy which assigns rooms to floors, as well
as an administrative hierarchy which assigns rooms to organizational units (depart-
ments, chairs, etc.). Therefore in [51] multi-hierarchical graphs, which have several
independent hierarchies, specified by several nesting functions, have been proposed
to model structure, functionality and organizational aspects of a building.

12.7 Conclusions

In this paper, several types of graphs used tomodel engineering, design, and computer
science problems were described. In the presented approach, graphs were used as
the representation of the knowledge related to the considered problem. Addition-
ally, graph transformations were used to model the process of solving the problem.
According to the needs of applications in various domains, different types of graph
structures have been used. Therefore, the labelled, attributed, directed and undirected
variants of standard graphs, composition graphs, hierarchical composition graphs,
hypergraphs, hierarchical hypergraphs, layout, and hierarchical layout graphs, as
well as multi-hierarchical graphs are considered. Depending on the type of graphs
used, graph transformation rules also take different forms. The paper also describes
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the application of the presented graph-based approach to model the design process of
bridges, transmission towers, grids, floor layouts, and finite element mesh generation
and adaptation process.
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40. Strug, B., Ryszka, I., Grabska, E., Ślusarczyk, G.: Generating a virtual computational grid by
graph transformations. In: Remote Instrumentation for eScience andRelatedAspects, Springer,
pp. 209–226 (2012)
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Chapter 13
On the Problem of Visualization of Big
Graphs for Infrastructure Engineering

V. Martsenyuk, M. Karpinski, S. Zawiślak, A. Vlasyuk, A. Shaikhanova,
and O. Martsenyuk

Abstract The work is devoted to the development of an approach allowing us to
visualize complex infrastructure networks. We offer the way of construction of the
graph based on the formal description of the infrastructure on macro- and micro-
topology. The results of testing various layout algorithms on the plane of the graph
representing the complex infrastructure network are presented. The method of auto-
matic graph layout is offered, which allows to efficiently perform the layout of a
graph of a large-scale infrastructure network. The method of clustering the graph of
the infrastructure network, taking into account the strength of the branches and the
number of clusters unknown in advance, is proposed. The method is implemented in
R languagewith help of igraph package for visualization. Different layout schemes of
nodes are compared: circle, star, tree, grid, force-directed. Using in hierarchical clus-
tering, we illustrate the arrangement of the clusters produced by the corresponding
analysis. An example of graph layout for the topology of the Western States Power
Grid of the United States for 4990 nodes is considered.
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Keywords Layout of the graph on the plane · Visualization of the infrustructure
network · Clustering of the infrustructure network · R · igraph

13.1 Introduction

One of the key factors in the socio-economic development of society is the creation,
maintenance and development of infrastructure, which provides and supports various
processes of human activity. Various types of infrastructures are distinguished and
investigated—social, transport, financial, information, etc.

Currently, the problem of optimal design of complex geographically distributed
systems of engineering infrastructure is one of the most urgent in the construction
industry. This problem includes the formulation, formalization and typification of
design solutions, procedures and design processes in the integrated technology of
GIS (geographic information systems) and CAD (computer-aided design systems).
An important aspect in the creation of an integrated GIS and CAD technology based
on a common mathematical and informational basis, is their versatility. However, at
present, the creation of universal integrated GIS and CAD is difficult, since special-
izedmodeling and calculation programs are not sufficiently open and their integration
based on modern principles and technologies is impossible. On the other hand, the
creation of such a technology requires a sufficiently universal mathematical appa-
ratus that will allow at the design stage to take into account the spatial location of
various engineering networks, their multilevel and interaction.

A graph is a fundamental data structure that allows you to model a variety
of objects and the relationships between them. With an increase in the amount
of information, the role of graphs in science is difficult to overestimate: they are
used in physics to model interactions between bodies, in chemistry to establish
bonds between molecules and atoms; biologists use graphs to model the behavior of
bacteria, sociologists study relationships in society and identify patterns of behavior,
in programming, graphs are the central data structure.

The visualization of graphs has been actively developing since the early 1980s,
as it is a convenient tool for analyzing complex data. Confirmation of the relevance
of the topic is the holding of annual international symposia and conferences (the
largest ones are InfoVis and Graph Drawing). The task of visualization is to present
the graph (draw, build styling) in a simple and understandable way, emphasizing its
structure and topological properties.

Research in the field of management of infrastructure network models are of great
importance. In the course of solving this problem, the need arose for the automatic
representation of the infrastructure network as a graph reflecting not only the topo-
logical state of the network, but also the distance of the network elements from each
other.

As it turned out, this task has its own value and can be used for the following
purposes:
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• visualization of an unknown infrastructure network, when there is data only about
the network model, but not its graphical representation;

• network clustering for emergency control purposes;
• finding trajectories for the problem of analyzing the static stability.

The concept of “hypernetwork” was first introduced in [18] as a mathemat-
ical model for describing complex network structures, primarily communication
networks. Hypernetworks, including hierarchical, non-stationary and structured
ones, in contrast to graphs, describe systems that have more than two generating sets,
taking into account the implementation of one structure in another. In the present
work, in contrast to [17, 18], hypernetworks are used to optimize the design process
of the network infrastructure of utility networks, which has a multi-level structure.

It should be noted that the use of the hypernetwork model as an alternative to the
existing methods and technologies for creating GIS expands the functionality of the
designed GIS by using the capabilities of the hypernetwork approach for the analysis
and organization of multi-level systems.

The graph layouts considered as part of the work are mainly used to visualize
various relationships, such as social networks, hierarchical representation of biolog-
ical organisms, computer network structures, etc. The paper presents the method of
application of graph layout algorithms for the automatic representation of a large-
scale infrastructure network,which takes into account the infrastructural connectivity
of network nodes. Based on the graph layout performed, its clustering is performed
using the proposed modified k-means algorithm in the form of tree-like presentation.

Graph visualization algorithms have been developed since the beginning of the
1960s [1]. The area of graph drawing began to developmost actively with the appear-
ance of methods based on physical analogies. The classic works are the Eades spring
algorithm [2] and the Kamada and Kawai algorithm [3]. The forced model was
proposed by Fruchterman and Reingold [4]. Later, numerous modifications and
optimizations of these algorithms were offered [5, 6].

The task of large-scale graph visualization has been actively studied in the last
years, when processing of large amounts of information became available. Most of
the existing algorithms are designed to draw a limited class of graphs or not applicable
for large-scale graphs [7]. The multidimensional scaling method has been used to
visualize graphs since 1980 [8]. It was widely used after the work of Gansner et al.
[9], and now it is one of the most popular methods for drawing graphs [10].

There are several ways to layout graphs on a plane. The most popular methods are
based on the physical analogies of forced (force-directed) and spring methods. For
constructing layouts, a special model is constructed in which the vertices and edges
of the graph correspond to real physical interacting objects. An energy function is
introduced for this system so that configurationswith a lower energy level correspond
to better layout. In this case, the task of finding the best layout of the graph is reduced
to finding the minimum energy of the system. However, suchmethods have a number
of limitations, and in the classical formulation are not applicable to drawing graphs
of the complex infrastructure based on the big data.
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Here we present modifications of these methods to layout the graphs of complex
infrastructure systems. Summarizing, the contribution of our work is as follows: the
forced algorithm is formulated in a generalized form in which it can be applied to
a wider class of problems, including drawing weighted and disconnected graphs for
the big infrastructure networks; spring method (multidimensional scaling method)
is adapted for the big infrastructure networks; a prototype system was created for
interactive construction and visualization of layouts using the described algorithms
and the igraph package; visualizations of several complex infrastructure networks
were built, an analysis of the changes and development of these networks was carried
out.

13.2 Formal Description of the Infrastructure Data

The notion of infrastructure considered in this work in a formalized form is an
identified as a set of points and their connecting edges that ensure the delivery of
something between points, as well as a set of supporting subsystems (power, water,
transport, phone networks, etc.).

Infrastructure, being the most important driver of the effectiveness of the national
economy, at the same time requires enormous costs for maintenance, repair and
development. In this context, it is extremely important to increase the efficiency of
managing the processes of maintaining and using infrastructure based on modern
modeling methods and information technologies. A formalized description of the
infrastructure is used to solve a wide range of management tasks. In doing so, various
tasks require different types of data.

1. Factographic data on infrastructure (description of infrastructure facilities, data
on their condition, work performed at these facilities, etc.). These data are stored
in centralized databases and are used to solve the problems of maintaining and
maintaining infrastructure, managing the transportation process, etc.

2. Topological data on the infrastructure (graph-scheme of the network, a
schematic plan of the nodes, the scheme of the contact network, etc.). These
data can be stored both in databases and in local files and are used in simulation
and optimization problems and visualization.

3. Geo-data on infrastructure (geographic coordinates of infrastructure objects)
The indicated data can be stored both in databases and in local files and used in
tasks of GIS visualization, GIS analysis, etc.).

Traditionally, different types of data about objects are stored in various local
systems and are not interconnected, which excludes their sharing, and also dramat-
ically reduces the quality of data due to duplication and inconsistency. The organi-
zation of a unified information space for the infrastructure on the basis of a unified
identification of infrastructure objects and integrated storage and maintenance of
factual, topological and geo-data on objects is solved by creating an integrated model
of the infrastructure.
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Currently, models of the infrastructure are deprived of universality, their structure
is dictated solely by a list of tasks to be solved. These models can be divided into
two groups—detailed and enlarged, microtopological and macrotopological.

1. Macrotopology is an enlarged description of infrastructure objects. At themacro
level, only key objects are reflected—stations, stages, large bridges, tunnels, etc.
Themacro level covers large structural elements—roads, directions or a network
of roads.

2. Microtopology—a detailed description of infrastructure within the boundaries
of relatively small structural elements, such as stations. At this level, a large list
of elements is reflected - paths, turnouts, level crossings, signals, stops, etc.
The implementation of only one scale within the framework of an integrated
model of the infrastructure significantly limits the capabilities of the system.
For example, a serious limitation of the level of macrotopology in modeling
and infographic problems is the lack of such an infrastructure element as the
path. The node on this scale is a point; there is no track development. Thus,
when using the topology of one level, it is impossible to solve the problems of
modeling and optimization of infrastructure work, visualization of indicators
related to the path.
For the reasons given we conclude that the approach of hypernetwork fits
the problems of infrastructure engineering since it corresponds to a multilevel
hierarchy of the big data used.

13.3 Mathematical Description and the Solution Methods

We give the necessary definitions. Graph G consists of the set of vertices V and the
set of edges E ⊂ V ×V . The number of vertices in the graph is denoted by n = #(V ),
the number of edges m = #(E). The vertices of the graph V = {v1, v2, . . . , vn} can
also be denoted by the indices V = {1, 2, . . . , n}. For the vertex v, its weight wv

is introduced; similarly, for the edge (u, v), the weight is denoted by wuv . Here we
consider ordinary (undirected, without loops and multiple edges) graphs.

Taking into account the multilevel process of designing engineering networks,
due to the nesting of networks, can be done by dividing into primary and secondary
networks - just like in communication networks. In this case, the topology of the
primary network is described by the graph GPN = (X, V ; P), in which the vertices
X correspond to the nodes of the existing network, and the edges V correspond to
the branches.

Each edge V of the primary network PN is represented in the form of traces
for laying lines of the developed network. The secondary network GSN = (Y ⊆
X, R;W ) corresponds to the structure of the developed network, in which the sets of
vertices Y are divided into two disjoint subsets, that is, Y = I ∪ J , I ∩ J = ∅. The
first subset I = {1, . . . ,m} contains the vertices corresponding to the points where
the sources of the target production can be placed. The second subset J = {1, . . . , n}
contains the vertices corresponding to consumers. The edges R of the graph of the
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secondary network SN correspond to physical lines (pipes, cables, etc.) that directly
move the target product from the source to the consumers. The interaction of these
subsystems is determined by a two-level hypernet [18].

The hypernet GHN = (X, V, R, P, F,W ) includes the following objects:

• X = (x1, x2, . . . , xn) is a set of nodes (vertices);
• V = (v1, v2, . . . , vg) is a set of traces;
• R = (r1, r2, . . . , rm) is a set of physical lines (pipes, cables, etc.);
• P is a mapping assigning to each element v ∈ V the set of vertices P(v) ⊆ X .

Thus, themapping P defines the graph of the primary networkGPN = (X, V ; P);
• F is a mapping that assigns to each element r ∈ R the set of traces F(r) forming

a simple route in the graph GPN = (X, V ; P).
The mapping F defines a hypergraph GFN = (V, R; F). The set of all routes

F(r) that maps to each edge r ∈ R of the graph GSN a unique route in the graph
GPN is called an embedding of the graph GSN into GPN .

• W is a mapping assigning to each element r ∈ R the set of vertices W (r) ⊆
P(F(r)) in the graph GPN , where P(F(r)) = Y is a set of vertices in GPN

incident to traces F(r) ⊆ V . The mapping W defines the secondary network
graph GSN = (Y, R;W ).

When considering models of infrastructure hypernets the problem of graph layout
is of importance, especially taking into account big data of infrastructure topology.
The layout L of the graph G = (V, E) is called the map L : V → Rk of the vertices
of the graph into the set of points in the k-dimensional space. To draw a graph means
to indicate the coordinates of the vertices and to draw straight lines between the
vertices. The position of the vertex vi will be denoted by xvi or xi , its coordinates
are x1i , x

2
i , . . . , x

k
i . The distance between the vertices v and u is called the Euclidean

distance between the corresponding points, namely, |xv − xu |.
Any infrastructural network can be represented as a weighted graph. In case of

power network, the graph node is the bus of an power station or substation. The edge
of the graph is a branch (element) of an electrical circuit with resistance.

For each edge of the graph, its weight is set equal to or proportional to the
impedance of the corresponding branch. Each node of the graph has coordinates
in the space of the graph. The coordinates of the space of the graph are given in the
same units as the weights of the edges of the graph. Thus, the coordinates of the
nodes of the graph determine the electrical distance of the electrical substations from
each other.

It is required to arrange the nodes of the graph so that they form spatial clusters
in such a way that within the cluster there are a lot of mutual or strong connections,
and long lines form connections between the clusters. For the layout of the graph on
the plane were analyzed various algorithms. As a test example, a sufficiently large
power network of the real power system was chosen.
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Since it is important to take into account the distance of network nodes when
building a network graph, algorithms based on forces (force directed) were investi-
gated [11, 12]. Such algorithms for the layout of an undirected graph on a plane are
based on representing the vertices of the graph as repulsive particles, and the faces
of the graph as springs tightening the corresponding nodes. For an infrastructural
network, the force of knotting a node by the edge is proportional to the conduc-
tivity of the branch. Finding a balance through the optimization process, we obtain
a solution in which strongly connected parts of the network are concentrated into
clusters.

The minimization problem can be written in two ways:

• forced algorithm:

min
xi

∑

(i, j)∈E
fawi j

∣∣xi − x j

∣∣a +
∑

i 	= j

frwiw j

∣∣xi − x j

∣∣r (13.1)

where a, r, fa, fr ∈ R;
• spring-like algorithm:

min
xi

∑

1≤i< j≤n

wi j
(∣∣xi − x j

∣∣ − li j
)2

(13.2)

where n is the number of vertices of the graph;wi j is the weight of the edge, which
determines the force of contraction of the corresponding vertices; li j is optimal
edge length.

Solving the last optimization problem using the gradient descent method, it is
quite easy to get to the local minimum. In this case, the layout of the graph can
be far from optimal. In addition, when moving only one vertex at each iteration,
computational complexity cannot be expressed through the number of vertices and
edges. The system can go into an oscillatory mode and not converge to the optimum.

To exclude local minima, an annealing simulation algorithm is used. The appli-
cation of the plan to change the temperature proposed in the works of Fruchterman
and Reinhold [13], allows to solve this problem in a reasonable time. However, for
a graph of a sufficiently large electrical network, this algorithm gives unsatisfactory
results.

As it can be seen, the resulting graph does not reflect the distance of the network
nodes, depending on their mutual conductivity. The GEM algorithm proposed by
Frick et al. [14], using the concept of local temperature, the attraction of vertices to
their center of gravity and the detection of vibrations, quickly converges, but without
taking into account the resistances of the branches in the forces of attraction, the
graph layout is also unrealistic does not reflect the electrical distance of network
nodes). The algorithms Force Atlas and Force Atlas 2 [15], implemented in the
Gephi package, provide the most adequate results for the representation of the power
network. These algorithms are also based on a model of repulsive particles (vertices)
connected by springs (edges).
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If we take the formulas for the forces of attraction and repulsion as in their physical
equivalent (springs and charges), then the force of attraction Fa between the vertices
will be determined by the formula Fa = −kd, where d is the length of the face
connecting the vertices, and the repulsive force Fr = k/d2, where d is the distance
between the vertices. The coefficient k is determined depending on the size of the
graph.

For the algorithm of Fruchterman and Reinhold, the forces of attraction and
repulsion are equal:

Fa = d2/k; Fr = −k2/d. (13.3)

In the ForceAtlas2 algorithm, the forces of attraction and repulsion are equal to:

Fa = d/k; Fr = −k2/d. (13.4)

As it was shown earlier, the degree of consideration for the distance between
vertices has the greatest impact on algorithms based on the use of forces.

If you define the degree in the formulas of distance, as a and r :

Fa = d/k; Fr = −k2/dr , (13.5)

then visually the clusters become more pronounced with smaller values a − r .
For the graph representing the infrastructural network, the optimal value is

a − r = 2 (13.6)

In addition, it is important to consider the weight of the bond determined by the
conductivity of the branch:

Fa = w(e) · d = k · Y · d, (13.7)

where Y is the branch conductivity; k is the normalization factor (for the considered
network it is 1000).

As in the ForceAtlas 2 algorithm, the repulsive force ismodified in such away that
it decreases for the strongly connected nodes, and for the most weakly connected.
As a result, there are separate distant nodes. To correct this deficiency, after working
on the Force Atlas 2 algorithm, we pull up loosely coupled nodes and freeze the rest
of the graph. The layout of the graph of the power network after pulling up the weak
links is shown in Fig. 13.1
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Fig. 13.1 Changing vertices size and appearance in dependence of “strength” of vertices

13.4 The Simulation by Means of igraph

The data for numerical experiment comes from [16]. Namely, they describe power
grid of the western states of the USA. The topology is an undirected, unweighted
graph, which consists of 4941 vertices, representing power objects, and 6594 edges,
connecting them. GML model for representing graph is used. For the research we
apply RStudio IDE and igraph package, which offers the implementation of a set of
graph-based algorithms.

Different techniques of the node layout were used. We started from the initial
modification of appearance of the nodes (i.e., size, labels, colors) (Fig. 13.1).

Different layout techniques (random, circle, star, tree, grid, force-directed) are
presented in Fig. 13.2. We pay attention that the force-directed technique is non-
deterministic. It means that we get different layout nodes depending on the initial
seed values (Fig. 13.3). Special attention should be paid to hierarchical clustering of
the network. Namely, we can illustrate the arrangement of the clusters produced by
the corresponding analysis (k-means technique) with help of tree layout in Fig. 13.2.
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Fig. 13.2 Comparison of application of different layout techniques for the power network: random,
circle, star, tree, grid, force-directed

Fig. 13.3 Application of force-directed algorithm for the data of power network. Results for
different seeds: seed = 777 (on left), seed = 666 (on right)

13.5 Conclusions

The developed method of layout on the plane of the graph of the infrastructural
network was tested by the authors on various real infrastructural system schemes
(see numerical example).
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The presentedmethodology for graph visualization can be usedwhen carrying out
engineering calculations of infrastructural system by design and engineering organi-
zations, when there is only an infrastructure model and its graphical representation
is required for analyzing the calculation results.

The technique can be used for clustering of infrastructural hypernets of a large
dimension (more than 1000 nodes).

The clustering of an infrastructural scheme using this technique allows you to
quickly identify weak links in the network. At the same time, it should be noted that
the use of graph layout algorithms based on modeling of attracting and repelling
particles does not preclude situations where the more distant vertices, taking into
account the topology, fall into one cluster. This solution can serve as a good initial
approximation for the search for trajectories of weighting in the problem of analysis
of the stability of the infrastructural system.

It is known that digital terrain models (DTM) are used as a mathematical basis for
creating GIS and CAD systems. The most common method for constructing a DTM
is the transition to a discrete analogue of the terrain based on the grid technology.
Further, on the basis of existing optimization methods, paths are found on the map
grid for the optimal spatial placement of engineering networks for various purposes.

To solve design problems for the organization andmanagement of utility networks
for various purposes, the methods of graph theory are mainly used. At the same time,
the design results at one of the levels are not used as input data for subsequent
levels. Thus, the design process does not take into account the relationships and
interdependencies between the levels. In other words, the graphs are used for each
of the levels separately. As a result, the proposed configuration of the designed
networkmay not be optimal, and in some cases during operationmay lead to unstable
operation of the designed network. In this regard, in the work [17], as a mathematical
basis for creating a specialized GIS, a hyper-network technology for optimizing the
construction of the network infrastructure of modern cities was proposed.
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Chapter 14
Professor Józef
Wojnarowski—IFToMMist and Pioneer
of Graphs’ Application in Mechanics
in Poland

S. Zawiślak and J. Kopeć

Abstract The chapter is dedicated to the achievements of Professor Józef
Wojnarowski, polish IFToMM activist, who had originated graph-based modelling
of mechanical systems in Poland in the 70’s of the twentieth century. He simultane-
ously, attracted a group of co-workers as well as other Polish scientists to this idea.
All together they wrote a bunch of papers and a few books related to graph theory
application. He also initiated and organized two international conferences “Graphs
and Mechanics”. So, He could be recognized as a very important scientists whose
output is fully in accordance with the goals of the present book and the IFToMM
mission.

Keywords Pioneer · IFToMM activist · Versatile types of graphs · Different
mechanisms and machines

14.1 Introduction

As usual, the title of the chapter should not be too long, but should be relevant
to the content. What does it communicate? Graph theory is a branch of discrete
mathematics. On the other hand, discrete mathematics is a field of mathematics
where the discrete objects are considered, where additionally, lack of continuity is
an immanent characteristic. On contrary, continuity is one of the fundamental notions
for other fields of mathematics as e.g. analysis (including derivatives and integrals)
as well as differential and integral equations.
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Fig. 14.1 Professor Józef
Wojnarowski (Resource own
family collection)

Graph theory has a wide spectrum of application, however its utilization for
modeling of mechanical systems is relatively less known.

Professor Józef Wojnarowski (Fig. 14.1) is an outstanding Polish emeritus
Professor who still works in the field of mechanics and simultaneously who is an
indefatigable activist of IFToMM since its origins [1] and other scientific societies
in Poland as well as all over the world. He was a supervisor of the J. Kopeć’s doctor
dissertation and a supervisor of the master thesis of S. Zawiślak—the authors of the
present chapter. So, they can be considered as His scientific sons and—among other
goals—they would like to pay a tribute to their mentor.

Professor Józef Wojnarowski started application of graphs for modeling of
mechanical systems in Poland via his conference publication from 1971 [2], and
then by a journal paper from 1973 [3]. Therefore we can just celebrate 50-th anniver-
sary of this direction of investigations in Poland! Simultaneously and independently,
Professor Krzysztof Arczewski (Warsaw TU) had been working on this topic—
publishing the paper in 1972 [4] and defending the adequate doctor thesis in 1974
[5]. The important difference between these two scientist—in relations to graphs’
application—consists in fact that K. Arczewski published the related papers, almost
in every case, as a single author [6–12]. On contrary, J. Wojnarowski have involved,
inspired and attracted a numerous group of co-workers creating a so-called ‘science
school’ in Gliwice and a science sub-school in Bielsko-Biała. For many years, He
had been working at the Silesian University of Technology in Gliwice. He was a
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supervisor of approx. 20 doctorates from which many dissertations were dedicated
to graph theory modeling of versatile mechanical systems applying different types
of graphs and hypergraphs. However, the authors of the present chapter represent the
mentioned science sub-school in Bielsko-Biała. Professor worked simultaneously in
Bielsko-Biała University for 20 years.

Moreover, up until now in Poland, there is an upper scientific title i.e. Doctor of
Science (D.Sc.). Several co-workers of JózefWojnarowski received this title based on
the habilitation theses dedicated to graph theory usage and application e.g. Andrzej
Nowak, Jerzy Świder [13], Andrzej Buchacz, JerzyMargielewicz [14] and Stanisław
Zawiślak [15]. Professor Józef Wojnarowski organized in Gliwice two International
Conferences entitled “Graphs and Mechanics” in 1993 and 1999, respectively. Both
mentioned pioneering researches took part in these two conferences as well as all
Poles involved in applied graph investigations e.g. [16]. Many representatives from
abroad e.g. Canada, Germany, Hungary, Iran, Romania, U.K. etc. presented their
talks. We can conclude that He would like to integrate the whole group of scientist
interested in these problems. The conferences were successful, moreover the chosen,
high quality papers were then published [17–21] in the MMT journal (Machine and
Mechanism Theory) edited under patronage of IFToMM. To sum up, we can stated
that the “Polish School” of graphs’ application can be even observed due to activities
of the Hero of the chapter.

Versatile types of graphs were utilized by Him and His team e.g. plain, directed,
signal flow as well as bond-graphs however application of hypergraphs was unique
and remains till today.

Like it was mentioned, the field of modeling of mechanical systems by means of
graphs sometimes (for a moment) seems difficult to understand because of the fact
that the real physical objects are continuous! The mystery consists in some mental
activities, among which discretization is the essential one. Discretization is a decom-
position of an object into some discrete particles/pieces/nodes etc. In Wikipedia, we
can read the following phrase: “discretization is the process of transferring contin-
uous functions, models, variables, and equations into discrete counterparts”. It is the
background for such commonly known numerical methods as: FEM (finite element
method), BEM (boundary element method) as well as (obviously) numerical integra-
tion. So, in case of the initially mentioned methods, a considered object is covered
by the nodes (called sometimes a cloud of nodes) and a mesh which connects theses
nodes. If we consider these meshing on a plane; then we can consider nodes as
graph vertices and the connections as graph edges. Methods like FEM and BEM
are world-widely accepted by engineers, therefore the graph-based modeling can be
recognized as obviously possible and acceptable. Józef Wojnarowski’s output has
shown that the discussed graph-based approaches are reliable, effective, correct and
useful. Once more, the discretization is the first step, however the problem arises
how can we derive formulas and/or methods related to the mechanical field. Some
detailed explanation will be given in the present chapter.

Moreover, in the chapter, we will roughly describe the idea of modeling of a
chosen mechanical system, some details of Józef Wojnarowski’s curriculum vitae as
well as some analyses and description of His scientific publications.
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Additionally, we will report about some papers related to the discussed topic to
show background, trends, solved problems and a spectrum of possible utilization of
graphs.

The last notion used in the title should also be explained i.e. ‘IFToMMist’. The
word has been created by ProfessorMarco Ceccarelli—former President of IFToMM
(The International Federation of the Promotion ofMechanism andMachine Science).
In what follows, only abbreviation of the full name of this organization will be solely
utilized. The discussed word means far more that only an IFToMMmember, namely
a man who is called in this way should be an IFToMM active officer, deeply and fully
involved in scientific, promotive and administrative activities of this organization.
Professor is just like the new word sounds.

14.2 Graph as a Model of Mechanical System

Graph G (V, E) is a pair of sets, V—nonempty set of vertices and E—set of edges.
An edge is a pair of elements belonging to V. We consider both sets as finite. It
is a simple graph, when we additionally assume that there is not any edge from a
particular vertex to itself (a graph without loops).

Modelling is an immanent activity of the theoretical analysis of every system. In an
initial step, modelling consists usually in simplification and posing of some assump-
tions. In versatile approaches e.g. FEM, BEM, reverse engineering, flow analysis
etc. simplification consists in e.g. formulation of reductive assumptions (prescribed
DoF, linearity etc.) as well as digitalization i.e. replacing continuous body/element
by means of particles, modes, bodies, points which are connected in a special way.
Aiming for easiness in understanding, the process for will be illustrated via a chosen
mechanism e.g. planetary gear. In Fig. 14.2, the general scheme of modeling process
is shown. MS means mechanical system. For the purpose of analysis, it should be
simplified and turn into the discrete one.We are performing this for the chosen exem-
plary artifact i.e. planetary gear. So, we focus our attention only on kinematics. For
a short time, we neglect other mechanically important factors as vibrations, fatigue,
quality, effectiveness etc. So we consider discrete parts: sun wheel—1, planetary
wheel—2, ring (crown wheel)—3 and carrier (arm)—h (Fig. 14.3).

Path inFig. 14.2: “16-1-2-3-4” leads toMS testing. In fact, in every case simplifica-
tion and discretization in needed. We can calculate the ratio e.g. via Willis approach.
Then we can verify the correctness via testing. The same result can be achieved
tracing the path “16-1-5-6-7-8-9”. The abbreviation C-DKT means cross-domain
knowledge transfer which means in our case: gear parts are modelled via graph
vertices, relations between system parts are modelled via graph edges. Moreover, we
consider types of edges in the following way: engaged/mesh pairs (1, 2) and (2, 3)
(in Fig. 3b) are shown as dotted lines in Fig. 3c. Edge (2, 3) is drawn by means of
doble dotted line because element 3 (ring) is braked. Turning pair (2, h) i.e. (planet,
carrier) is represented via continuous line in Fig. 3c. The pairs (1, 3), (1, h) and (3,
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Fig. 14.2 Scheme of mechanical systemmodelling; MS—mechanical system and C-DKT—cross-
domain knowledge transfer

h) create a triangle (in Fig. 14.3c). In general it could be a polygon. For some visual
reasons and compactness, it is presented as shadowed area.

Here, we describe one exemplary method of MS modeling using a mixed graph
i.e. by means of the modified Hsu’s graph [22]. Other methods can be found in other
listed publications. After graph creation, we can solve the re-formulated problem
in the domain of graphs. Then the solution is translated back into the mechanical
field—see: path “7-8-9” in Fig. 14.2. The reason for graph usage could be disputable
but it is well established alternative approach. Moreover, the dedicated software can
do/aid the activities in an automatic and an algorithmic way. Algebraic equations
are generated in the systematic manner. The bottom part of the scheme shown in
Fig. 14.2 is dedicated to the idea of synthesis of mechanical systems and mecha-
nisms, in particular. Based on a specification, an experienced engineer can propose
the MS—see path “10-11”. Thereafter, a prototype can be tested. Path “12-13-14-
15” in Fig. 14.2 represents the graph-based approach. After C-DKT, the transformed
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Fig. 14.3 Mixed graphmodel of planetary gear: 1—sunwheel, 2—planet (wheel), 3—crown (ring)
wheel; h—carrier (arm)

problem can be solved as e.g. generation of graphs’ family. Then, after turning the
obtained graphs into mechanical systems [15], the family of variants (of the consid-
ered MS) is generated automatically. So, it can aid the engineer works effectively
and essentially, giving—in same cases—full range of MS possible design forms for
the assumed specification.

Further possibilities of utilization of the proposed way of modelling (after Hsu
[22]) and the resultant calculation methods can be found in the authors’ works
[23–25].

These general ideas of graph-basedmodeling have been developed formanyyears.
The methods were described in the best mechanical world-wide journals, especially
Mechanism and Machine Theory (edited under IFToMM supervision) as well as
ASME Journal on Mechanical Design and other [23–25]. On Polish market, there
is Journal of Theoretical and Applied Mechanics, which will be mentioned—once
more—underneath.

There is only a few books dedicated to the discussed topics e.g. in Polish [27, 28]
where especially the idea of structural numbers is widely explained, in English, the
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following books are available [29–31]. Therefore the idea of further propagation of
the discussed methodology is worth to embodiment just trough the present book.

14.3 Professor Józef Wojnarowski’s Curriculum
Vitae—Chosen Datums

14.3.1 Introductory Data

Józef BolesławWojnarowski was born on 3rd April 1933 in Stary Sącz. This is a very
old Polish town placed in south region of the country. The region was granted in 1257
to Kinga—wife of Polish Prince Bolesław, by a ruler itself. Princess established a
nun cloister in 1280. So, the town has a very old tradition, the monastery still exists,
and additionally town was important in entire Polish history.

The birth town, the region aswell as the family usually have an important influence
on inhabitants, so it was the case. His brother was a playwright, an author of dramas
for puppet theatre as well as a co-worker of the Polish State Radio preparing cultural
radio broadcasts. In 1949, Professor finished first level secondary school in His
hometown. Then He received a diploma of a field engineering (technician) from
the ‘Śląskie Techniczne Zakłady Naukowe’ in Katowice (1952). The name of the
institution is difficult to translate, in fact, it was the vocational secondary school of
extremely high level of professional knowledge, equipped in modern laboratories,
giving an ideal balance between theoretical and practical skills.

Katowice is a capital of Silesia—an industrial region, which due the second world
war consequences, belongs entirely to Poland since 1945. The regionwas (and still is)
full of industrial plants, mines (in decreasing number) as well as scientific institutes
and versatile universities. Once more, both the town and the region have usually a
strong, positive influence on their residents. Obviously, the personal features of a
man allow for individual development. So, Professor is a very intelligent, active, full
of energy scientists wanting to realize the established goals.

In general, ‘if you do not plan the future, in fact—you plan a defeat, a disaster or at
least a boredom’. However, He belongs to individuals who can formulate tasks, goals
as well as tools and methods for performance/achievement of them. Another feature
of His character is arrangement of time! He studied (till 1958) and obtained Ph.D.
title (1964) at the Silesian Technical University in Gliwice, Faulty of Mechanical
Engineering (Fig. 14.4). Temporary, this institution was the third/forth the biggest
technical University in Poland after Warsaw, Wroclaw and Cracow (where, in fact,
there are two distinct technical institutions). At the moment, the Silesian TU is
considered by the Polish Ministry of Higher Education as belonging to the “top 10”
Polish universities of all kinds!

So, the base for scientific career has been solid and powerful; i.e. very good
education, strong family (Fig. 14.5), outstanding personal features of character and
inspiring surrounding of leading Polish scientists.
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a) b) 

c) d)

Fig. 14.4 Silesian TU; a Mechanical Engineering Faculty; b main entrance; 75 anniversary of
establishing the University i.e. 1945–2020; c innovation center; d logo and confirmation about
belonging in the ‘top 10’ universities (so called “research”-one) All photos besides these made by
T. Geisler were made by Stanisław Zawiślak

The results of His investigations were published in over 500 journal papers,
conference proceedings papers, dissertations, academic lecture notes, collections
of worksheets (exercises) as well as monographs and books. He is an author of five
patents.

14.3.2 International Experience and Activities

Professor Józef Wojnarowski has an enormous international experience, taking part
in tens of international conferences all over the world, paid numerous visits at versa-
tile universities due to various invitations, projects and/or co-operation agreements.
He has served as invited professor or held lectureships at the following institutions:
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Fig. 14.5 Celebration of professor Wojnarowski’s 80th birthday (Photos Tomasz Geisler)

Peter the Great St. Petersburg Polytechnic University, abbreviated as SPbPU/also,
formerly known as “Saint Petersburg State Technical University”/(1970/1971, in
the 70’s of the twentieth century the name of the town was Leningrad), Univer-
sity of Alberta in Edmonton, Canada (1981), University of Niš, Serbia (1985),
Omsk State Technical University /OmSTU/, Russia (1989), Monash University in
Melbourne, Australia (1994), Open International University of Human Develop-
ment “Ukraine”, Kiev (2002) as well as the Lvov Technical University—due to
160th anniversary of establishing. Moreover, He took part in the following inter-
national congresses and conferences e.g. IFToMM Congresses: Zakopane (Poland
1969), Montreal (Canada 1979), Milano (Italy 1995), Oulu (Finland 1999), Tianjin
(China 2004), Besançon (France 2007), Guanajuato (Mexico 2011) and the last
one—jubilee (number 15th) in Cracow (Poland 2019). Another commonly known
series of conferences is GAMM organized in Germany and neighbor countries. He
attended e.g. editions—in: Zurich (Switzerland 2001), Augsburg (Germany 2002),
Padua (Italy 2003), Dresden (Germany 2004), Luxemburg (2005) and many others
as well as in some other series of conferences. Especially close scientific-didactic
relationships were maintained by Professor with the Technical University of Doneck
in Ukraine. Among other, He cooperated with Valentin Onishchenko, Ph.D., who
received finally D.Sc. degree (so called: habilitation) as well as published common
papers in high class journals. Some years later, in 1995, Professor obtained the
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highest academic distinction i.e.Doctor Honoris Causa from Doneck TU. The same
prestigious degree He received in 2007 from Lodz Technical University. To sum up,
Professor J. Wojnarowski has been not only a participant of the mentioned events
but also frequently a member of the scientific committees—preparing tens of deep,
adequate and inspiring reviews. Moreover He always took part in discussions, asking
questions, giving pieces of advice, suggesting further references and possibilities
of generalization or continuation. All together caused that He was and still is a
recognizable and fully active member of the academic societies and circles.

14.3.3 Professor Józef Wojnarowski as IFToMMist

J. Wojnarowski was an outstanding IFToMMmember for decades. He was present at
the initiation conference on MMS in Zakopane, Poland in 1969 when the IFToMM
had been created [32].1 One of the founding fathers—from the Polish side—was
Professor Jan Oderfeld.

For many years Professor Wojnarowski was a president of IFToMM-Poland
branch, i.e. since 2002 [33]. Since the beginning, this domestic organization was
affiliated to the Polish Academy of Science. There were polish IFToMM officers e.g.
IFToMMPresident Prof. AdamMorecki and Secretary General A.Morecki and Prof.
Teresa Zielińska (recent two terms), member of Executive Council Prof. Krzysztof
Kędzior. Prof. Józef Wojnarowski was the president of MO (Member Organization)
for four consecutive terms, in recent years.

IFToMM is the organization which acts since 1969. During the Second World
Congress on Theory ofMechanisms andMachineswhich took place just in Zakopane
(Poland), two scientists, Ivan Artobolevski (USSR) and Erskine Crossley (USA),
proposed to establish an International Federation of scientists and engineers to facil-
itate worldwide collaboration. The proposal was accepted and the Organization joins
almost 50 national committees all over the world.

During the period of His domestic presidency, He initiated meetings of the Polish
Committee on MMS (so called IFToMM-Poland branch) in versatile Polish scien-
tific institutions. The plenary talks were always accompanied by scientific sessions
and visits in the laboratories. It allowed the members of the body for comparison
of level, laboratory equipment, procedures, certificates, study curricula etc. Upon
His initiative, the Committee submitted opinions upon governmental acts on higher
education in Poland as well as ranges of subjects related to MMS at polish technical
universities.

The body (IFToMM-Poland) had visited e.g. Military Naval Academy in Gdynia,
Military TU in Warsaw, Warsaw TU, Silesian TU in Gliwice, Wrocław TU and
Białystok TU (accompanied with an excursion to Vilnius in Lithuania) and many
others. In Fig. 14.6, we can see the members of the meeting in Warsaw TU where

1 In the mentioned file, one can see the photo from Zakopane from 1969. Professor Wojnarowski
is sitting against the rear wall, fist on the left in upper row.
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a b 

c

Fig. 14.6 Meeting of IFToMM-Poland Committee in Warsaw in 2006; a Professors (from left)
J. Wojnarowski, M. Trombski and J. Oderfeld, b from left T. Zielińska, J. Wojnarowski and J.
Oderfeld, c all participants of the Meeting (Photos Tomasz Geisler)

Professor Jan Oderfeld (founding father of IFToMM [1]) was a special Guest, who
was the initiator of Polish Scientific Group on TMM in the 50’s of the previous
century. Later in 2008, being 100 y.o., Professor Jan Oderfeld received Doctor
Honoris Causa degree from Warsaw TU. Many IFToMM officers attended this
ceremony e.g. Professor Marco Ceccarelli from Rome, Italy.

Professor J.Wojnarowskiwas also an initiator of unveiling of the plaque commem-
orating the 40-ties anniversary of establishing of IFToMM. The ceremony took place
in Zakopane in 2010. The plaque was placed at the entrance to the hotel ‘Hyrny’. He
supported and took part in all Polish conferences on MMS, which started to be orga-
nized biennially since 50-ies of the previous century. He (with His co-workers) even
organized some editions. The conference has been converted lately in an interna-
tional one. The conference papers had been printed in high level journals. The event
circulated around all the institutions involved in MMS science in Poland. In many
cases, the invited speakers were the IFToMM officers, sometimes from neighbor
countries sometimes representing governing bodies/councils (e.g. professors Andres
Kecskeméthy and Marco Ceccarelli—current and former IFToMM Presidents).

Recently, also with his attendance and support, due to some internal legisla-
tion changes, the IFToMM-Poland group has been registered by the court as an
independent society.

He, as a MO President, took part in the IFToMM General Assemblies during
World Congresses [34]: in Tianjin, China (2004), France (2007), Mexico (2011) and
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Taipei, Taiwan (2015) [35]. He was an initiator of returning of IFToMM congresses
to Poland—which idea was turned into practice due to His lobbing, talks, discussions
and propagation of the concept. The organization of the 15-th Congress was granted
to the AHG-Technical University in Cracow. The event took place in July 2019,
to celebrate the 50-th anniversary of establishing of IFToMM in 1969 in Zakopane,
Poland. In Fig. 14.7, we can see Professor J. Wojnarowski during this event, the most

a) b)

c) 

d) 

Fig. 14.7 Professor Józef Wojnarowski at the jubilee 15-th IFToMMCongress in Cracow in 2019;
a with Prof. Marco Ceccarelli; b giving a speech; c with (from the left) Prof. Tadeusz Uhl—
Organizer of the Congress; Prof. Andres Kecskeméthy newly-elected IFToMM President (since
January 2020) and Prof. Marco Ceccarrelli IFToMM President (of that time); d with University
Professor Stanisław Zawiślak—former Secretary of IFToMM-Poland (MO); Photo Stan Zawiślak
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sound is the picture (c) where there are professors (from left): T. Uhl—Organizer of
the Congress, A. Kecskemethy—current IFToMMPresident, M. Ceccarelli—former
president and the hero of our chapter.

At present—despite retirement—He is a member of some IFToMM bodies i.e.:
the Permanent Commission for History of MMS and the Technical Committee for
Robotics and Mechatronics, being a propagator of mechatronics and an author of a
lecture notes dedicated to this relatively new field. In the past cadences, He was a
member of other bodies e.g. PC for Standardization and Terminology.

14.3.4 Other Achievements

Furthermore, we canmention that Professor JózefWojnarowski was extremely active
in development of young scientists’ generations—like it was mentioned, being e.g.
a supervisor of the doctor theses (19) as well as inspiring and giving opinions for
international fellowships. These activities cover also issuing of reviews of doctor
theses (55), habilitation theses (38)/so called D.Sc. title—known in some coun-
tries/all over of Polish technical universities as well as 28 motions for the profes-
sorship—governmental level. It means that He was recognized by the academic
community and authorities as a fair, competent, experienced and proper scientist
to evaluate so important scientific works. He wrote also several papers’ reviews
for high-class international journals and tens for conference papers e.g. related to
IFToMM congresses. He was additionally a member of bodies related to the Polish
governmental institutions as well as related to versatile scientific societies. Within
the years 1997–1999, he was a member of the ministerial committee for scientific
titles in Poland. Among others, He—since 1963—has been a member of prestigious
Polish Society of Theoretical and Applied Mechanics. The activities of the society
overlap in some areas of the IFToMMmission! In 1998, the authorities granted Him
the title of Honor Member of the Society. The Society issues the Journal of Theo-
retical and Applied Mechanics which is indexed/abstracted in the Web of Science,
Scopus and other scientific databases. He is a member of the Advisory (Scientific)
Board of the Journal. Since 1998, He had been a member of the Committee for
Machine Building of the Polish Academy of Science. Other chosen memberships
are: EUROMECH—European Mechanics Society (since 1999), Academy of Engi-
neering in Poland (since 1996, vice-president 2002–2006). In 2002, He became a
member of the Ukrainian Academy of Engineering Sciences and also in 2003 He
joined the European Academy of Science, Art and Literature.
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14.4 Development of Graph Theory Modelling
in Mechanics

In 1971 Professor Józef Wojnarowski initiated in Poland an application of graph
theory in mechanical engineering [2], like it was mentioned before. In the next
paper [3], He formulated theoretical bases for graph-based modelling. Underneath,
dedicated reference review is given. Like it was mentioned, His publication list is
very, very long. Here we focus our attention on a few of them, only i.e.: (i) strictly
related to graph application, published in high class journals and (ii) representing
some other directions of His activities. Moreover, there is a list of works of His
co-workers/including current authors of the chapter/ (iii) as well as (iv) the chosen
important publications of international background to give a glimpse of the field
related to the present book.

The direction of investigations (graphs and mechanics) was initiated in the 50’s of
the previous century [36] in Canada, USA, Germany. Then, further groups joined the
community—especially from China, Taiwan, India, Iran, Hungary, Spain, Romania,
Israel, Russia, Brazil and finally from Egypt and Turkey. The review according to all
directions is done in Zawiślak’s D.Sc.-dissertation [15] and in relation to gears—in
a very comprehensive (all-embracing) review-type paper [37].

Professor Józef Wojnarowski continued the works in this direction (graph-based
modelling) togetherwith thewide group of co-workers, publishing papers byHimself
or within a group of co-authors. The book entitled “Application of graphs in analysis
of vibrations of mechanical systems”—written by Him in Polish in 1991—was the
first suchmonography on the Polish market [28]. It was edited under patronage of the
Polish Academy of Science, by the prestigious domestic scientific publishing house.
Several books (lecture notes, exercises) were written by his co-workers, as well.
Lately, the book in MMS Series (edited as a series by prof. Marco Ceccarelli) was
printed in Springer [31]. The present book is a continuation of the aforementioned
one. The publication—edited by Zawiślak and Rysiński—had a great success, i.e.:
it was evaluated in top 25% most downloaded (taking into account single chapters)
by Springer [31] (in 2017). In this practical, comprehensive book, Professor Józef
Wojnarowski published the historic paper [38] about famous Polish mathematician
Kazimierz Kuratowski who proved theorem on planar graphs. The problemwas open
for tens of years, having incomplete approaches.

One of the pioneering papers on modelling of systems via graphs was published
in 1955 [36]. The problems considered were e.g.:

• general ideas of modelling, philosophical background and knowledge transfor-
mations [39, 40], developed widely by Offer Shai [41–45];

• modelling of civil engineering structures [29];
• mechanisms analysis, modelling and synthesis [46, 47],
• multibody dynamics [48–51];
• enumeration and synthesis of structures [52–54],
• modelling of planetary gears [22–25, 54],
• other related problems, including isomorphism of structures [47, 56–60],
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• truss calculations [61, 62].

The papers dedicated to graphs’ application published by the JózefWojnarowski’s
circle were dedicated to different graph types and different mechanical systems:

(i) simple graphs [21, 63–66]; additionally—review type paper [67] which is
frequently cited;

(ii) signal flow graphs [68, 69];
(iii) hypergraphs [17, 70–74];
(iv) bond-graphs [75, 76];
(v) modified Hsu’s graphs [67];
(vi) contour graphs [23–25, 54, 76].

So, we can conclude that the ‘academic/science school’ on graphs is fully recog-
nizable and strongly confirmed. Other ProfessorWojnarowski’s directions of investi-
gation were as follows: (a) theoretical and applied mechanics e.g. lecture notes [78–
81]; (b) biomechanics [14, 82, 83]; (c) vibration analysis [84, 85]; (d) gear design and
analysis [86]; (e) history of science [38, 87] and some others [88, 89]. All together
approx. 500 publications were published by Him in different journals, conference
proceedings, special issues, university lecture notes etc. All these confirms the Hero
of the present text gave an enormous, important, wide and innovative contribution to
graph-based modelling in mechanics.

14.5 Conclusion

Graph theory has versatile application, which is described in other chapters as well as
in the present one. What more, this field of knowledge is nowadays under rapid and
extremely wide development due to the fact that networks can bemodelled as graphs.
Professor Józef Wojnarowski has been pioneer of this direction of investigations in
Poland which resulted in essential contribution of Polish scientists to the discussed
scientific discipline.

Bond graphs are most widely and most commonly used due to commercial soft-
ware allowing for their practical and computer-aided utilization, but a plain graphs
are utilized, as well. Both types were widely utilized by the Hero of the present
considerations.

Moreover, in recent years several papers were dedicated to synthesis of gear
boxes and mechanisms via graph-based approach where families of variants were
obtained—especially in year 2020 [90–94]. It seems that graphs in these solutions
are irreplaceable if we focus our attention of algorithmic and systematic manner of
such tasks.

Finally, Good Health to the Hero and further achievements!
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