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Abstract. Community question answering (CQA) websites like Quora,
Yahoo!Answers, Reddit enables users to ask questions as well as to answer ques-
tions. These sites are online communities that are popular now a days on the inter-
net due to the increase of Question Answering (QA) websites and covers a wide
variety of topics. Answer Processing task is classified as the ranking of answers,
selection of answer through voting correlation, predicting the answer, selecting an
appropriate answer from the candidate answers by classifying answer in good, bad,
and potential category and then performing Yes/No task on selected answers or
through best answer prediction or best answer selection. The shortcomings in the
current approaches are the lexical gap between text pairs, dependency on external
sources, and manual features which leads to a lack of generalization ability and
to learn the associate patterns among answers. These shortcomings are resolved
by already proposed work but they lack generalization ability and their perfor-
mance is not satisfying. Feature extraction based methods mostly involve manual
featurization which are not generalized form, therefore it can be avoided by deep
learned feature. Whereas to focus on rich quality answers attention mechanism
can be integrated with the neural network.

Keywords: Answer processing - Community question answering - Online
community - Ranking - Voting - Answer selection

1 Introduction

CQA systems are a powerful mechanism that expects to give the most reasonable answers
in the shortest possible time to the posted questions. Every day a colossal number of new
questions posted and to answer these questions CQA systems can control the explicit
knowledge or tacit knowledge so that it can be used effectively. Nevertheless, the user’s
request can be overloaded without appropriate collaboration support, due to which the
CQA system would not able to achieve its main goal as askers would not be able to answer
in the shortest possible time. And thus, to support the process of question answering,
many approaches have been already proposed, pertaining to questions, answers, and
users several data analyses and case studies have been conducted so far.

The several steps in the typical workflow of CQA portals are as follows. The asker
firstly posts a new question in the CQA system, and then other users answer the question.
In the CQA, the necessary data can be planned all the more accurately as the question
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can be described in natural language and it does not have to be limited to some basic
semantics. Therefore, the appropriate answer can be effectively received. After getting
some answers to the question by posting remarks or voting the answers, the asker can
choose the most appropriate answer and alternatively can be voted how good the answer
is by other users.

The community question answering system has three stages: Question Processing,
Document processing, and the last stage answer processing. Every stage involves a
few steps. Parsing and classifying a question and reformulating query comes under
question processing stage whereas document processing will find candidate documents
and perform answer identification. And the last stage that is answer processing rank the
best one answer or selects the best answer from a candidate answers after extraction.
The proposed methods are based on patterns, statistical, and features. The workflow of
a community question answering system is depicted in Fig. 1.

This paper is structured as follows. Section 2 states related work on answer processing
phase in a CQA system. Then Sect. 3 discusses Answer Selection in detail. While Sect. 4
contains conclusion and future work.

Community Question
Answering Systems

Question Processing Document Processing

v '

1. Parsing 1. Extract Candidate 1. Extract CandidateAnswers
2. Question classification Documents 2. Ranking
3. QueryReformulation 2. IdentifyAnswers 3. VotingCorrelation

4. AnswerSelection

Fig. 1. Workflow of CQA system.

2 Related Work

2.1 Answer Processing

Answer Processing is the final stage of the question answering system where answer
extraction is done. It is the most challenging task in CQA systems. When a user posts
any question in a community site the answer to the question is given by other users.
There can be more than one answer to a question all these answers in an all is called as
candidate answers. The main task in answer processing is to select the right and related
one answers to a question from these bunch of answers called as candidate answer. The
work on answer processing tasks includes semantic similarities between a question and
an answer, an answer which is more similar to a question is extracted or through voting
correlation or ranking an answer or an answer selection. By these methods, answer
processing is done in the CQA system.
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2.1.1 Answer Processing Through Voting Correlation

The usability of Community Question Answering (CQA) facilitates the lives of users
greatly as day by day its popularity is increasing, where ideas are exchanged and people
seek help on the internet. Apart from asking and answering questions, users can provide
feedback to these questions/answers through voting or commenting. Like in Stack Over-
flow forum programmer upload their programming questions and other programmers
can give an answer for those questions and then that answer is validated by feedback from
others. Such forums are used by millions of programmers when they encounter any kind
of programming problems [1]. How to clear the doubts of users by detecting the correct
answer? Can a good answer attract for a question? These questions are answered by [2]
by voting correlation. [2] correlates the voting score of the answer with its question, and
verifies such correlation in two data set that in turn boost the prediction performance.
The voting score of a question or answers is characterized as the distinction of the abso-
lute number of upvotes and the total number of downvotes. This voting score acts as an
indicator of the intrinsic value of a question or answer.

Other related work is on the measurement of questions and answers by focusing on
the quality of question/answer posts [3] in which human annotators label the quality of
posts manually. [4] and [5] are proposed frameworks that determine the answer quality.
The reiteration of a question is characterized under the estimation of question utility [6].
The methods by the authors: Jeon et al. [5], Suryanto et al.[4], Li et al. [7], Agichtein
et al. [8] and Bian et al. [9] are some of the prediction methods for measurements. In the
software forums a single question can have more than one answer and to find relevant
answers Gottipati et al. [10] focuses on it.

A chunk of co-prediction algorithms is proposed by [2] where the high-impact ques-
tion is acknowledged by the users in CQA sites through early detection of rich-quality
questions/answers. Also to classify a useful answer that can avail positive feedback from
users. This paper conjecture two things, one is that an interesting question can get more
attention to receive high-score answers from potential answerers and whereas it might
be very difficult for a low score question having weak expression in language, or lack of
interesting topic to attract high-score answers. Mathematics Stack Exchange and Stack
Overflow are the two real CQA sites that are studied for these conjectures. Armed with
this verified correlation, the proposed method aims to identify the high-score potentially
as soon as it is posted on the CQA sites. The contextual features which is focused are
questioners’/answerers’ reputation, the number of past questions/answers, length of the
body, and title of a question or an answer. These features are extracted at every one hour
whenever a question or answer is posted. Over the best contender, this joint forecast
strategy accomplishes up to 15.2% net precision improvement and it allows to predict
the result of voting for an answer before it appears on site. The effect of question/answer
content on its dynamic and correlation is not covered by any proposed methods.

2.1.2 Answer Processing by Answer Ranking

Answer processing task can be considered an answer ranking task. Zhenlei Yan et al.
[11] states the problem of the CQA system that many new questions are not able to be
solved effectively by a suitable answerer. To resolve this routing task Zhenlei Yan et al.
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rank the potential answerers to solve the question by their ability. A novel approach
is proposed which simultaneously captures latent semantic relations among question,
asker, and answerer by concatenating tensor model and topic model. A new learning
procedure is proposed with tensor factorization which optimizes asker-topic-answerer
model to execute the optimal answerer ranking task by maximizing multi-class AUC
(Area under the ROC Curve). With two real world datasets from Tencent Wenwen (TW)
and Yahoo! Answers (YA) this approach outperforms other related approaches.

The two features of new community systems are an ask-reply mechanism and social
relations. Due to this researcher’s concerns have shifted towards seeking potential
answerers from finding existing answers. HAN Wenwen et al. [12] propose a hybrid
method to address this problem. The framework considers the user’s activity, social sta-
tus, and authority by partitioning it into three parts question-user network, social graph,
and ranking model using an optimized PageRank algorithm.

WikiAnswers, Yahoo! Answers, Baidu Zhida, are some Community web sites where
users post a question and the answer to this question is answered manually by other users
or it can also be answered automatically from existing community question answer
knowledge base. These types of community sites have the CQA knowledge base which
consists of question-answer pairs on a large scale. Question retrieval and answer ranking
are the two main tasks in this domain. The former task estimates the semantic similarity
between question-question pairs to detect similar questions whereas the later one task
check the answer responses and rank them on the basis of semantic relatedness between
question-answer pairs.

By identifying the major context of the question and some forms of question topic
[13] performs the question retrieval task. The author in ref. [14] solve the word mismatch
and word ambiguity problems in question by proposing a statistical machine-translation
method where other languages are considered to get semantic information between
question-question. Whereas for question-answer pairing [15] and [16] authors represent
semantic relatedness between question and answer by constructing tree edit models.
Considering answer selection task as answering ranking in ref. [17] the author calcu-
late the semantic distance between the question and answer pairs using topic models
to rank answers whereas Xiaobing Xue et al. [18] and Zhou et al. [19] uses translation
and syntactic based approach. Many cases of semantic similarities are still not captured
by these methods and this gap is covered by the authors in ref. [20] and [21] through
Convolution Neural Network and Long short term memory deep learning models. The
author in ref. [20] works on a question-question pairing task where it uses Ask Ubuntu
data which is a part of the StackExchange community and improves accuracy by per-
forming word embedding on different sizes with CNN. An LSTM model is used by the
author in ref. [21] for question-answer pairing which sequentially reads words and gives
relevance scores to rank answer. A part from these works [23] integrates the two tasks
and both are considered as ranking tasks to improve the accuracy of CQA. Two ranking
strategies: one is learning-to-rank with ref. to [22] where pairwise training is done and
its output is used directly as a ranking score. And second, one train Support Vector
Machine and Logistic regression supervised classification model and the probability of
confidence score is used as aranking score. SemEval CQA dataset is used and 45.12% of
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MRR value achieved in answering tasks with the help question-question pairing. While
propagating from question retrieval to answer ranking, this method reduces errors also.

2.1.3 Answer Selection

In the CQA system answer processing is a critical phase to extract the best answer in
a less amount of time. The main problem in a community site is that when a question
is posted a bunch of answers is given by users and in these answers, many are not so
associated to the question asked and, in certain answers, even shift the topic to the context
to a different subject as an example in Fig 1. This issue definition is nowadays considered
as this resolves the criticality of answer processing (Fig. 2).

Can we resign from the job??

My employer have recruited me as a Business Devdopment Executive
Qes | in a Labor Visa.d am put on a Impossible task.f want to resign from
P the Job.Can Ido that??

N l\ have u signed any contract? ifu have, check what is stipulsted there..
] 1A sometimes, employers require the employee to pay a certain amount

C of fee if he/she resigns before the probationary period, but you didn't
I mention how long you've been working with the company..

\ ||\‘ a2 ] yes, everbedy has the right to resign...

N

\\ J a3 ke getting banned for 2 years..
|
N

X a4 you can resign and go back

Fig. 2. An example of answers to a question [35].

e ————

3 Summary of Answer Selection Based Answer Processing
Approaches

Yangsen Zhang et al. [25] removes dependencies of outer assets and manual features
as they lack the generalization ability in most cases. These shortcomings can make up
by deep learning architecture to catch the semantic data in texts with the utilization of
word vector. The two models BLSTM and attention mechanism based on BLSTM is
constructed to calculate semantic similarity. InsuranceQA dataset is used to evaluate
the proposed approach. The answer with high semantic similarity is selected and accu-
racy QA-BLSTM achieve is 66.9% whereas QA-Attention Mechanism achieves 68.1%.
Baseline models like QA-CNN-S [21], QA- CNN-GESD [21], QA-BLSTM-S [26] and
QA-BLSTM-S-A [26] are compared with the two models which prove that BLSTM
performs better than CNN as the former one capture a high measure of semantic data
from a question and its candidate answers than the later one.
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Yin et al. [27], did the comparative study of RNN and CNN. They did the comparison
between LSTM and GRU in which they have found out that LSTM is good at modeling
the sequence units in long text whereas CNN has an advantage in the short text by
extracting invariant features.

Taihua Shao et al. [28] proposed the collaborative learning for answer selection
which resolves the drawback of using a single deep neural network that fails to extract
the rich sentence features. [28] build a parallel architecture by combining more than
one neural network to collaboratively learn there presentations of question and answer.
Firstly QA-CL model is built by deploying CNN with BiLSTM which will combine learn
word vector matrix of question and answer parallelly. Then, the QA-CL is extended to
a hybrid collaborative QA-CLWR model which uses baseline weight removal (WR) to
combine the generated sentence embedding with a joint distributed sentence represen-
tation. This experiment is conducted on the InsuranceQA dataset. The proposed models
are compared with a non-neural network QA-WR [29] model, QA- CNN [30] model, and
QA-LSTM/CNN [26] a hybrid model and shows a better performance against them. By
achieving the accuracy of 61.22% the experiment performs better only with a medium
number of questions as compared to a too small or too large number of questions. Table
1 compare the proposed methods on an InsuranceQA dataset.

Table 1. Result of different methods with InsuaranceQA dataset

Answer processing methods Accuracy (%)
QA-CLWR [28] 61.22
QA-CL [28] 60.17
QA-LSTM/CNN [26] 59.33
QA-CNN [30] 57.33
QA-WR [29] 36.83
QA-CNN-S [21] 62.8
QA-CNN-S-GESD [21] 65.3
QA-BLSTM-S [26] 63.1
QA-BLSTM-S-A [26] 68.1
QA-BLSTM [25] 67.7
QA-Attention Mechanism [25] | 68.5

3.1 Semantic Evaluation (SemEval)-2015 Task3

Semantic Evaluation is a progressing arrangement of assessments to evaluate semantic
analysis system, where semantic analysis means analysis of meaning that is the nature
of meaning in language is explored. Before SemEval Task 3, the proposed methods are
on different independent datasets and to compare these methods results is a complex
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task. Therefore, the common framework is provided by Task 3 of SemEval to compare
different methods in multiple languages.

The task 3 in SemEval-2015 is related to answer selection in CQA. The feature of
the task is a semantic similarity, natural language inference, and textual entailment. This
task is initiated to automate the process of identifying the correct answer from the answer
thread by classifying the answers as good, bad, and potential and producing all the valid
answers by summarizing them as YES/NO.

To identify answer quality, JAIST [31] works on only Task A for English by extracting
16 features which belong to 5 groups (special component features, topic-modeling-based
features, word-matching features, translation based features, and non-textual features).
The system although achieves high results with 72.52% accuracy and holds rank one but
due to heavy dependency on the bag-of-word the potential class is not handled properly.

A hierarchical classification method and a multi-classifier method are proposed by
HITSZ-ICRC [32] team for English subtask A, English subtask B, and Arabic task. Two-
level hierarchical classification and ensemble learning are proposed to classify answers
for all three tasks English subtask A, English subtask B, and Arabic task. Fatwa dataset
is used for Arabic task. Three submissions (primary, contrastivel, contrastive 2) were
submitted for all three tasks. The Accuracies of English subtask A, English subtask B,
and Arabic task is 68.87%, 64%, and 74.53% respectively, and holds the second rank.

QCRI [33], this team also works on the three tasks as HITSZ-ICRC works. In the
Arabic task, this team holds the first rank and in the English subtasks the third rank. A
supervised Machine learning approach is used considering numerous features i.e. text
similarity, the context of a comment, sentiment analysis, word n-grams, and the presence
of specific words. For Arabic task logistic regression is used and linear SVM is used for
English subtask A. The team has also conducted a Post Experiment without and only a
feature to understand the different features performance. The F1 score of Arabic task,
English subtask A, and English subtask B is 78.55, 53.74, and 53.60 respectively.

ICRC-HIT [34] proposed a deep learning strategy and present a comment labeling
system. To recognize a good comment, a recurrent convolution neural network is used.

The answer selection by Hongjie Fan et al. [35] is done using a multi-dimensional
feature combination method. From every question and comment in the dataset, the infor-
mation is extracted. The total 20 features were extricated dependent on the content
description, text similarity, and attribute description. Using the SVM. Gradient Boost-
ing Decision Tree (GBDT) and random forest, a model is built from the extracted features
to classify dimensions obtained. Then an experiment is conducted which shows that the
three methodologies are more effective than baseline models, and when contrasted with
other proposed methods, relatively its ranking is on an all high. The selection of super-
parameter of the model is randomly done which are not fine-grained and only 20 features
were selected. But despite these limitations, the models ranking is high as compared to
others. Different proposed methods for this task are stated in Table 2 and Table 3 for
task A and task B respectively with their achieved accuracy.

3.2 Answer Selection by Predicting Best Answer

The objective of Question answering communities is to allow users to share knowledge
by means of asking questions or by answering the questions asked by some other user.
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Table 2. Result of methods for SemEval Task A Table 3. Result of methods for SemEval

Task B
Answer processing methods | Accuracy (%)
JAIST [31] 72.52 Answer processing Accuracy (%)

methods
HITSZ-ICRC [32] 68.67

VectorSlu [52] 72.0
QCRI [33] 70.50

GBDT [35] 65.59
ECNU [51] 70.55

ECNU [51] 68.0
ICRC-HIT [34] 67.68

QCRI [33] 64.0
GBDT [35] 68.12

HITSZ-ICRC [32] 64.0
Random Forest [35] 65.89

Random Forest [35] |65.52
SVM [35] 43.35

- SVM [35] 58.63

Baseline 50.46 -

Baseline 60

Due to the large flow of information and lots of facilities communities’ sites are being
widely used nowadays. One of the issues in the answer processing task is to foresee the
most fitting answer as not every asker has the capacity or information to choose the most
fitting solution for his question.

Dalia Elalfy et al. [37] gives a model based on content feature to select the best
answer by prediction method. The learning of the model is based on labeled data and
it uses three type of features (1). Answer-answer feature, (2) question-answer features
and (3) answer content features. Opposite to this model the [38] model is based on
non-content feature where popularity score of the user who is responding to question
in the stack overflow portal rather than Yahoo! Answer is measured. Merging these two
proposed models with enhancement a hybrid model is build by [36] which consist of 3
different classifiers (Logistic Regression, Random Forest, and Naive Bayes) to predict
the most appropriate answer using some newly added features. The prediction results
increase in the hybrid model as compared to the other two models and the accuracy is
very promising.

To find autonomously the best answer in CQA services is an essential step. To validate
a post voting up and voting down is done by users. The extraction of features is the main
challenge while automating the selection of the best answer. Usually, the features are
extracted from questions, answer, and metadata. Gkotsis et al. in [40] include comments
for each answers as one of the features whereas the variance and average of comments
are considered as the main feature by Tiametal.in [41]. [39] considered comments as a
feature where text mining technique that is sentiment analysis is applied and answers
spell checking is done. The social behavior of users and their activities are considered
as informative features. Four big stack exchange websites (Math.SE, English.SE, Ask
Ubuntu.SE, and skeptic.SE) from one of the biggest English CQA stack exchanges are
considered to verify the work. The model uses 23 features which are selected from three
categories Question and answer, comments, and user behavior. The performance of the
model is tested on decision tree classifiers (like Adaboost) and some Alternate Decision
Trees (ADT) classifier using Wekal0. Evaluation of the model is done using F-measure
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with a 10-fold cross-validation method. Results show improvement in performance as
compared to other models by finding the best blend of different features.

3.3 Answer Selection by Selecting Best Answer

The expansion in utilization of CQA sites within incalculable questions and their relating
answers increases the size of contents in this site. Traditionally best answer selection is
done manually for the question asked, which is monotonous as to examine such semi-
organized and colossal textual contents alongside the associate post score. To automate
the selection of answers [42] proposed a model which instead of taking only question-
answer related data it takes both answerers and question-answer data into account. This
work analyses Stack Overflow Q&A posts, hence the Stack Overflow dataset is used.
Based on activity signatures [43—45], domain knowledge [46], and topical similarity
[47] the active answerers are identified to the asked questions. Also, topic modeling,
topical interest, topical expertise [48], and voting scores are used. Then the relationship
between Q&A pairs is found through topic relevance like[47].At last to predict the
best answer to the question asked at least five answers of Q&A posts are analyzed to
focus on features involved as in [49] and [50] for pattern identification based on topic
modeling and classifier. The results are evaluated with Precision-Recall Area Under
Curve, Accuracy, Receiver Operating Characteristics Area under Curve, and Accuracy.
The accuracy of the two classifiers (Bayes Net and Naive Bayes) is calculated where
Bayes Net outperform Naive Bayes by achieving an overall 69%. The calculation of
expertise level and potential experts cannot be done with this model and pre-processing
can affect the performance parameter for other CQA sites due to different meta data
arrangements.

4 Conclusion and Future Work

Community Question answering websites consist of three phases: question phase, doc-
ument or passage retrieval phase, and the last one answer processing phase. The answer
processing is the challenging one task in Question Answering websites. The selection
of the right from candidate answers for a question is the problem stated by CQA sys-
tems. The framework or method proposed for this problem is based on pattern matching,
static-based, and feature-based. Giving upvote or downvote to an answer is allowed by
many community sites and through voting correlation answer extraction is done. And
the other ways are ranking the answer, or predicting the answer or answers election to
process an answer. Challenges faced by CQA while answer processing is the lexical gap
between question and question and a lexical gap between questions and answers and also
a deviation from a question. These challenges are covered by proposed frameworks and
methods but still their performance lack generalization ability and still, its accuracy can
be improved more. Due to the use of external semantic resources and manual features,
the generalization of the framework is not achievable and its performance is still can be
improved. The probable solutions can be using deep learned feature instead of manual
features, the lexical gap can be bridged by deep learning method as it can avoid feature
engineering. And also to focus on high quality answers attention mechanism can be
integrated with a neural network.
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