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Preface

This book compiles extended versions of a selection of the best papers presented
at the Global Joint Conference on Industrial Engineering and Its Application Areas
(GJCIE) 2020 held online. They represent a good sample of the current state of the
art in the field of industrial engineering and its application areas.

The papers presented in this book addressmethods, techniques, studies, and appli-
cations of industrial engineering with the theme of “Industrial Engineering in the
World of IoT.” The Internet of things (IoT) is a paradigm where objects can be
equipped with identifying, sensing, networking, and processing capabilities that will
let them connect, communicate, and exchange data with one another and with other
devices and services over the Internet. IoT has been developed vastly due to the devel-
opments of awide variety of technologies, such aswireless communications, sensors,
and computing. There are a lot of applications of IoT, which range from simple home
and personal appliances to large-scale systems. IoT is one of the critical technologies
that will have an enormous impact on all organizations. For example, IoTmay play an
enabling role in the design of systems and products by making them more effective,
better connected, and more intelligent and transparent. This challenges the way we
educate industrial engineers and the way we manage organizations. But IoT research
is still in its early stages, and related studies are not well integrated. This book will
shed light on the role of industrial engineering in this endeavor. Contributions have
been arranged in three parts:

• Industrial Engineering
• Engineering and Technology Management
• Healthcare Systems Engineering and Management

I would like to express our gratitude to all the contributors, reviewers, and interna-
tional scientific committee members who have aided in the publication of this book.
I would also like to express our gratitude to Springer for their full support during the
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publishing process. Last but not least, we gratefully acknowledge the sponsors (LC
Waikiki, Elginkan Foundation, and Entertech) of GJCIE 2020.

Istanbul, Turkey
August 2020

Fethi Calisir
Conference Chair
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Safety Risk Management in Complex
Systems

Gulsum Kubra Kaya

Abstract Risk management has been applied in a wide range of industries to ensure
safety by using risk management tools and techniques. Many of those techniques
were developed long ago to analyze individual system components. In complex
systems, however, accidents emerge from system interactions. Hence, traditional
risk management tools and techniques have become inadequate to analyze risks in
complex systems. The Functional ResonanceAnalysisMethod (FRAM)was recently
developed to address the limitations of traditional risk management methods. This
study provides an example of the use of FRAM to demonstrate its use and to highlight
its potential value in safety risk management.

Keywords Risk management · Safety management · FRAM · Complex systems

Introduction

Risk assessment plays an essential role in safety risk management; it aims to address
three main questions: “What could go wrong?” “What is the level of the risk?” and
“Is there a need for actions?” [28]. In other words, risk assessment involves the steps
of risk identification, risk analysis, and risk evaluation [10].

In the risk identification step, risk sources are identified [7, 10]. Before that, it is
essential to set a common understanding of the term ‘risk’ to prevent misuses and,
in turn, inadequate risk identifications [43]. The British Standards Institution (BSI)
identifies risk as an “effect of uncertainty on objectives” [10]. In the literature, the
term ‘risk’ has been identified in varied ways. Aven [4] classified risk definitions
into nine categories, which are “expected value (loss),” “probability of an event,”
“objective uncertainty,” “uncertainty,” “the possibility of a loss,” “probability and

G. K. Kaya (B)
Industrial Engineering Department, Faculty of Engineering and Natural Sciences, Istanbul
Medeniyet University, Istanbul, Turkey
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consequences,” “consequence,” “consequence and uncertainty” and the BSI defini-
tion. While there is no single correct or wrong description of the risk, the risk level
should be measured based on the definition followed.

In the risk analysis step, the level of risk is measured through the estimation of the
likelihood of a risk and its potential consequences [10]. Likelihood can be measured
as probability or frequency. The consequence can bemeasured by its impact on safety
[3, 17, 29].

In the risk evaluation step, the level of risk is compared with risk criteria to prior-
itize risks and identify actions required for risk treatment [5, 11]. At this stage, the
formulation of the risk criteria is key to making effective decisions. Many organiza-
tions adopt the As Low as Reasonably Practicable (ALARP) principle to prioritize
risks. In addition, organizations conduct a cost-benefit analysis before deciding on
risk treatment [5, 13, 19].

Numerous tools and techniques have been developed to support safety risk
management. Most the well-known traditional techniques are Failure Mode and
Effect Analysis (FMEA), Hazard and Operability (HAZOP) study, Fault Tree Anal-
ysis (FTA),EventTreeAnalysis (ETA),Bow-tieAnalysis (BA) andRiskMatrix (RM)
[11, 15, 34]. Among these techniques, FMEA identifies each failure mode individu-
ally, and determines the likelihood, consequence and detectability of the failuremode
[9]. HAZOP is similar to FMEA, but it provides guide words to identify the error
modes within the system to be assessed [8]. FTA has a top-down approach. It starts
with a top-level event, and, then, breaks this event down to identify causal factors
[24]. ETA starts with an event and represents the sequence of events in different
scenarios [11]. BA begins with a top-level event, and analyses the causes and conse-
quences of this event by examining the existing control mechanisms [11, 41]. An RM
is a tool to represent findings from risk analysis. RMs have two indexes: likelihood
and consequence. Often, a score from 1 to 5 is used to assign the level of risk. RMs
support the decisions made in the risk evaluation step [6, 17, 28, 33].

Such traditional tools and techniques, however, have been criticized in terms
of their ability to assess complex systems [21, 22, 31]. These techniques follow
a linear cause-effect way of thinking, and they solely focus on individual system
components. As a result, they can be ineffective when considering the interactions
of system components [20, 25, 32, 35].

In complex systems, accidents emerge from system interactions [21, 22, 31].
Therefore, safety risk management in complex systems (e.g., health-care, defense
and aviation industries, and nuclear and chemical plants) requires the use of tech-
niques that are built on systems theory. Researchers pioneered new techniques: the
Functional Resonance Analysis Method (FRAM) [20] and the Systems Theoretic
Process Analysis (STPA) [31] to address the limitations of traditional techniques.
These two techniques have been used in various industries and have demonstrated
their value in analyzing both system interactions and components [30, 37, 42].

Moreover, performance variability might be necessary to achieve success in
complex systems. This might lead to deviation from the practice described, which is
referred to as failure in traditional risk assessment techniques.While traditional tech-
niques focus on the reliability of each system component, FRAM focuses on system
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resilience [20]. FRAM has been used in various industries to investigate accidents,
to assess risks, to measure performance variability, to understand system complexity
and, thus, to enhance system resilience [1, 27, 38].

This study applies FRAM to assess risks in a Turkish coffee-making process, and
it discusses the applicability of FRAM in complex systems.

Methodology

The Principles of FRAM

FRAM is based on four principles. The first is “the equivalence of successes and
failures.” Traditional risk assessment approaches follow the “find and fix” approach,
which focuses on failures, whereas FRAM assumes that both success and failure
are due to the performance adjustments of organizations, groups, and individuals
[20, 23].

The second principle is “approximate adjustments.” Socio-technical systems
describe activities in-detail to operate successfully at all times. However, adjustments
of the activities might be required to respond to a change in working conditions (e.g.,
requirements, resources, and opportunities). As individuals might have a different
degree of understanding of the event, their adjustments are approximate rather than
precise [23].

The third principle is “emergent outcomes.”Understanding events tend to be based
on causality credo, where things have a cause. Thus, adverse events are dealt with
by finding problems and fixing them. FRAM recognizes that variability can be as a
result of the combined variability of multiple functions [21, 23].

The fourth principle is “functional resonance.” The variability of a function might
have an impact on the variability of other functions. Similarly, multiple functions
might have variability simultaneously and, as a result, might affect others [23].

The FRAM Steps

FRAM starts with the identification of the purpose of the analysis. This study applies
FRAM to assess risks in the Turkish coffee-making process. It must be noted that this
application is only for illustrative purposes. It is better to use FRAM in a complex
system rather than a simple process, as in this example.

FRAM involves four steps: identifying and describing functions, character-
izing the variability of functions, the aggregation of performance variability, and
responding to performance variability [20].
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Fig. 1 A hexagon
illustration of a function

To do 
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A function represents an activity that is required to achieve a goal and describes
everyday work [23]. In the first step, functions in a system or process are described
in six aspects: input, output, precondition, resource, control, and time (Fig. 1).

Input can be seen as a form of instruction, information, or a change that starts the
function. The output is the outcome of the function, and it may trigger other functions
or may feed them. A precondition is the system state that should be in place before
the function is carried out. Resources are needed to carry out the function, such as
information, material, workforce, and software. Control represents the supervision
and regulations to ensure desirable outcomes from the function. Time can be seen
as a form of control when the function is completed before, after, or simultaneously
with other functions. Similarly, it can be a form of resource when the function is
completed before a specific time or within a particular duration [23].

In the second step, the variability of outputs from a function is determined. Vari-
ability occurs as a result of the function itself, the impact of an upstream function,
and the working environment. There is variability in “time” and “precision” [20].

In the third step, functional resonance is determined. The variability of the output
from an upstream function might affect the downstream function. The FRAMmodel
illustrates such interactions between functions [20].

When building the FRAMmodel, it is necessary not to get lost in details. Patriarca
et al. [39] integrated three abstraction levels (i.e., functional purpose, generalized
function, and physical function) into FRAMmodels to ease the modeling of complex
systems.

In the fourth step, performance variability is managed with a focus on the aspects
which lead to uncontrolled performance variability [20].

Results

In this study, FRAM has been applied in the Turkish coffee-making process. In total,
seventeen functions were identified at the physical function level (Table 1).

All functions were described by considering six aspects, which are outlined in
Table 2. However, it should be noted that not all functions were describable in these
six aspects. The use of FRAM does not force its users to identify all six aspects [23].

The FRAM Model Visualiser (FMV) was used to draw the FRAM model. The
FMV automatically links the functions if any of their six aspects are the same.
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Table 1 The list of functions for three abstraction levels

Agency abstraction Consumer

Functional purpose (FP) Consumer’s FP: to drink coffee at home

Generalized function (GF) Buy ingredients

Prepare all ingredients and kitchen appliances

Make coffee

Serve coffee

Physical function (PF) Go to the supermarket

Find coffee

Buy ground coffee

Bring coffee to home

Take the coffee pod

Put the coffee pod on the stovetop

Add cold water

Add Turkish coffee

Turn on the stove

Stir coffee

Boil coffee

Turn off the stove

Transfer foam into the cup

Put coffee into the cup

Prepare the tray to be served

Serve it with water

Serve it with Turkish delight

Table 2 The description of the function <boil coffee>

Function <boil coffee>

Description Turn the heat to a low to a medium level to boil coffee.

Aspects

Input Turning on the stovetop

Output Boiling coffee

Precondition Putting the coffee pod on the small rack

Resource Coffee, stove and coffee pod

Control Check the color of the foam on the coffee

Time Complete the activity just after boiling the coffee, after approximately 5 s
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Fig. 2 The functional abstraction framework for the coffee-making process

The FRAM model does not aim to describe functions in sequence. However, the
functions involved in the coffee-making process were described in sequence due to
the selected process being rather linear and consisting of a series of instructions.
Figure 2 represents the FRAM models for three abstraction levels.

The variability of the output of each function was determined concerning Time
(i.e., too early, on time, too late and not at all) and Precision (precise, acceptable,
imprecise, and wrong). For example, the function <boil coffee> can be imprecise
when the stove was turned off too soon.

The FRAM models help determine aggregated variability. For instance, if the
function <boil coffee> is too late, variability in this functionwill delay the occurrence
of the functions <pour coffee into cups> and <turn off the stove>. This might have an
impact on the variability of the remaining downstream functions. The downstream
function might also affect the variability of the upstream function (Fig. 3).

After considering aggregated variability, scenarios were developed to understand
when and how the performance variability becomes uncontrolled. Here, recommen-
dationswere provided tomanage performance variability, and, in turn, to assess risks.
For instance, a recommendation could be given to “watch coffee at all times when
boiling it.” This is because timing is critical in the function <boil coffee> , and any
delay or imprecision in this function might have an impact on the achievement of the
goals (i.e., making tasty Turkish coffee). Similarly, another recommendation could
be given regarding the quality of the coffee as “checking the expiration date of the
Turkish coffee when buying it.” If the coffee is stale, the flavor notes of the coffee
will not be strong, so the coffee will not produce adequate foam, and it will not taste
good.
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Fig. 3 The aggregated variability of the function <boil coffee>

Discussion and Conclusion

This study has used the coffee-making process as an example of FRAM. However,
it must be noted that the FRAM application is suitable for complex systems, and it
requires the involvement of a multidisciplinary team [23].

FRAM has predominantly been used to assess risks or investigate incidents [2,
21, 26, 40]. In this study, risk can be determined as “uncontrolled performance vari-
ability,” and it might have both positive and negative consequences. This descrip-
tion might seem to be similar to the definition provided in the traditional approach.
However, FRAM differs in terms of how risk is assessed. In FRAM, the risk is
assessed by considering impacts without focusing on causes or probabilities. FRAM
does not focus on causes; it instead focuses on sustaining success by accepting
flexibility in the system and variability in performance [16, 20, 36]. Performance
variability in socio-technical systems is normal and, sometimes, even required
[2, 16].

Furthermore, FRAM differs from the point where it focuses on the actual work
rather than the work described. Most of the traditional tools and techniques analyze
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the systemby assessing how the actualwork is differentiated from theworkdescribed.
In practice, the workmight not be the same as in the policies and procedures [20, 22].

Nevertheless, most safety risk management applications still use traditional risk
assessment techniques. The safety riskmanagement practice in complex systems can,
therefore, be strengthened by combining FRAMwith traditional techniques [40, 44].

Several studies have shown the potential value of FRAM to ensure safety in
complex systems [12, 14, 18, 27, 45]. FRAM supports a better understanding of
a system and provides a more in-depth analysis by revealing risks emerging from
system interactions. Future studies could apply FRAM in comparison to traditional
risk assessment techniques to demonstrate their strengths.

Acknowledgements This work was supported by the Research Fund of the İstanbul Medeniyet
University. Project number: 1695.
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The Problems of Project Management
Companies in the Turkish Construction
and the Real Estate Industries

Levent Sumer and Fatih Kiraz

Abstract Effective project management has always been important for the success
of different industries. From scope, time, and cost management to quality, risk, and
procurement management, all aspects of project management need an integrated
approach by using skilled staff and providing efficient communication among all
stakeholders. While some companies establish in-house teams for managing their
projects, some companies hire professional companies to act on their behalf. It is
critical to measure the success of these companies, yet there are major obstacles that
project management companies face while they are performing their responsibilities,
which may cause failures. In that context, this study, as far as being the first research
in the literature, investigates themain problems of project management (PM) compa-
nies in Turkey by focusing on the PM services in the construction and real estate
industries. A surveywas conducted amongPMprofessionalsworking for PMcompa-
nies, contractors, employers, designers, vendors, and sub-contractors to find out these
problems. The need for PM standards, the balance between the responsibility and the
authority of the PM companies, the existence of the PM companies providing very
low prices, excessive employer intervention and delayed payments by employers
were found to be the most important factors that cause problems. Developing PM
standards, issuing legal regulations to be a PM company, right pricing policy, and
on-time payments by the project owners were recommended by the participants as
solutions.
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Introduction

The construction industry requires a professional project management approach due
to the level of the difficulty of its nature. The uniqueness of each project and many
potential obstacles and problems faced in a construction site such as adverse weather
conditions, limited transportation, lack of labor ormaterials, etc., define the construc-
tion project management as chaos management. The level of complexity of the
construction industry make the conditions less predictable, and that may cause inef-
ficient results [14]. In that context, it is essential to assign professional teams who
are experienced in project management services, including scope, time, design, cost,
contracts, health, safety, quality, procurement, risk, and other management disci-
plines. While some companies establish in-house teams for managing their projects,
some companies hire professional companies to act on their behalf. It is critical to
measure the success of these companies, yet there are major obstacles that project
management companies face while they are performing their responsibilities, which
cause failures.

One of the earliest studies about the challenges of project management made by
MacDonald [11] determined the problems of project management as poorly defined
project management controls, insufficient work definition, unrealistic schedules,
underestimated costs, and inadequate cost control and accounting practices. Wright
[16] defined the project management challenges as undefined goals, scope changes,
inadequately skilled personnel, lack of accountability, improper risk management,
ambiguous contingency plans, poor communications, impossible deadlines, resource
deprivation, and lack of stakeholder engagement. Arditi [2] pointed out the link
between the company culture and the project delays, one of the major problems
of construction project management. Kale and Arditi [8] investigated the effects
of the strong relationship between the contractors and subcontractors on contrac-
tors’ performance, and they figured out that a strong relationship among parties
affects the performance positively. Sometimes the perception of different parties
regarding the project management problems differs as [1] pointed out in their study
in which they measured owners’ and contractors’ perception about the time delays
and [12] stressed the project management consultancy perspective for time overruns
and pointed out the cash problems, poor sitemanagement, insufficient experience and
planning and scheduling inefficiency of the contractors. Chou and Yang [4] seek the
effects of project management knowledge on construction project outcomes based on
the Project Management Body of Knowledge Book (PMBOK) Guide published by
Project Management Institute (PMI), one of the most well-known NGO focusing on
project management and emphasized the importance of communication. Kashyap
[9] also underlined the poorly defined goals and objectives, unrealistic deadlines,
insufficient team skills, miscommunication, risk management, scope, and lack of
accountability as the main challenging issues. Keeping teams on the same page,
using the right project management software, and teamwork problems are the other
points he stressed about the problems of project management.
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Regarding the problems of project management companies, the studies in the
literature are very limited [15], mainly underlining the relationship-based issues,
analyzed the problems faced by project management companies in New Zealand
and summarized the problems as,misunderstanding and lack of respect of other
professionals to project management companies, employer-related problems such
as the difficulty of obtaining or understanding the brief, coordination or commu-
nication problems and on-time payment. Another study was conducted by [10] by
focusing on the constraints of the development of construction project management
in China, and their study exhibited that the lack of qualified and experienced project
managers, misunderstanding the roles and responsibilities, limited knowledge and
skills, distorted competition in themarket, the time of appointing the project manage-
ment companies are the major limitations of the development of the project manage-
ment companies in the Chinese construction industry. In that context, for sustainable
success, companies should invest in intangible assets [7].

In the last decades, the Turkish construction and the real estate industry grew
rapidly. Although the general contractors gained international experience especially
in Russia, CIS countries, the Middle East, and North Africa, the real estate invest-
ment projects within the country were constructed by less qualified and less experi-
enced construction companies. That situation caused a need for professional project
management services, and while some international project management companies
entered into the Turkish construction market and completed successful projects, new
local project management companies were also established and started competing
with the international firms. In the last fewyears, the real estate industry slowed down,
and somemultinational companies left themarket, and the remaining companies tried
to survive in the hard competition where the market contracted. These companies
need to overcome major problems while performing their responsibilities.

In that context, this study, as far as being the first research in the literature,
investigates the main problems of project management (PM) companies in Turkey
by focusing on the PM services in the construction and real estate industries. A
survey was conducted among project management professionals working for PM
companies, contractors, employers (investors, developers), designers, vendors, and
sub-contractors. The respondents were asked to scale the major problems faced by
the PM companies as well as to provide their own opinions, and the results of the
survey were analyzed by using R programming language and R core team’s “stats”
package [13]. The need for project management standards, the balance between
the responsibility and the authority of the PM companies, the existence of the PM
companies providing unrealistic prices, excessive employer intervention, anddelayed
payments by employers were found the most important factors that cause prob-
lems. Developing PM standards, issuing legal regulations to be a PM company, right
pricing policy, and on-time payments by the project owners were recommended
by the participants as solutions. Baes on the results, some important recommenda-
tions are made for enhancing the successes of project management companies in the
Turkish construction and real estate industries.
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Table 1 Organization type and level of education

Organization type Frequency (%) Level of education Frequency (%)

Project management company 26.61 Ph.D. 11.01

General contractor 19.27 Masters 53.21

Employer (investor, developer) 24.77 Undergraduate 34.86

Others (designer, vendor, sub-contractor) 29.36 High School 0.92

Table 2 Occupation and
position

Occupation Frequency
(%)

Position Frequency
(%)

Civil Engineer 61.11 General
Manager

24.77

Architect 11.11 Deputy GM 2.75

Electrical
Engineer

4.63 Director 13.76

Mechanical
Engineer

7.41 Manager 28.44

Urban Planner 2.78 Others 30.28

Interior
Designer

0.92

Others 12.04

Methodology

Data

A survey was conducted, the questions shown in Tables 1, 2, 3, 4 and 5 were asked,
and109 responseswere collected tofindout the perception of the projectmanagement
professionals regarding the problems and the challenges they face while managing
the construction projects. Likert scale was used while collecting the responses. 27%
of the 109 respondents work for a PM company, which is followed by 25% with

Table 3 Experience and gross yearly income of the company

Experience (years) Frequency (%) Gross yearly income of the company (
Million TL)

Frequency (%)

> 20 37.61 > 50 48.57

15–20 34.86 20–50 7.62

10–15 17.43 10–20 3.81

5–10 8.26 5–10 11.43

< 5 1.83 < 5 28.57



The Problems of Project Management Companies … 17

Table 4 The problems of the
project management
companies

The problems of the project management companies

Lack of balance between authority and responsibility

Excessive employer intervention

Inadequacy of project management standards

Low pricing policy due to fierce competition

Lack of qualified employee

Construction and real estate industries are in a crisis

Oppressive contract terms

Bank guarantee requirements

Delayed payments

Table 5 Recommendations
for resolving the problems of
the PM companies

Recommendations for resolving the problems of the PM
companies

Providing fair contracts

Right pricing policy by the employers

No interference of the employers to the authority areas of the
PM companies

On-time payment

No pressure regarding the timeline

Applying project management standards

Legal requirements for being a project management company

project owners (investors and developers) and 19% with general contractors, respec-
tively. Almost all the respondents have a university degree, while 64% of them have
a master or a Ph.D. degree. Civil engineering, with 61%, is the main occupation
among the respondents, architecture is ranked in second place with 11%. 70% of
the total responses are answers of the people who work as a manager or at an upper
management position where every 1of 4 respondents are the general manager of the
company they work for. 90% of the total respondents have at least ten years or more
experience in the construction or real estate industry. The respondents with more
than 20 years of experience have the highest rate among all responses, with 38%.
Besides, almost half (49%) of the responses are from the employees working for
companies that have more than 50 million TL annual gross income. The categorical
questions and the frequencies of the responses are shown in Tables 1, 2 and 3.

Bredillet [3] underlines the existence of standards as a key issue in the economic
growth and performance of firms. Crawford [6] emphasizes the collective opinions
of experienced managers while developing project management standards. Clarke
[5] puts standardization of project management, perception about the benefits of
the project management such as being considered as a reporting tool, inadequate
change control system, project overloads at the same time, cultural and individual
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issues on the top where the project management companies challenge to increase
their effectiveness.

Results

The respondents were asked to scale the questions the potential problems obtained
throughout the literature, the past real estate and construction management expe-
riences of the authors, and the discussions with senior professionals. The results
exhibited that; inadequacy of project management standards with a 69% response
rate seems to be the most important problem of the PM firms. That is followed by the
lack of balance between the authority and responsibility of PM companies (63%),
parallel to the findings of Liu et al. [10] low pricing policy due to fierce competition
among PM companies (61%) and excessive employer intervention (59%) are ranked
third and fourth respectively. The delayed payment, an important variable from [15],
is ranked as the fifth important problem in this study.

One of the striking results of this study is that all respondent groups share similar
feelings about the top 4 major problems above (each higher than 50% score) and
also their importance levels. There is no statistically significant difference between
any possible pair. Chi-Squared test results are summarized in Table 6. On the other
hand, Fig. 1 shows, for each variable, the percentages of respondents who agree that
the given statement is a major problem of PM companies.

Unfair contract terms and bank guarantee requirements seem to be the least
important problems, according to the participants.

The majority of the PM services (43%) are provided as Agency Construction
Management, where the PM company acts as the agent of the Employer to manage
the project. Design-bid-build and design-buildmethods had almost the same ratewith
35% and 36%, respectively. Construction management at risk, the model where the
PM firm carries all the risks of the project, is not a very common method in Turkey.
Figure 2 shows the distribution of the responses in terms of the project delivery
system used.

The respondents were also asked to rank the possible solutions to resolve the
problems of the PM companies. Parallel to the problems, they ranked applying PM
standards as themost important solutionwith a 70% response rate. Legally regulating
the PM services, which may lead to constraining the non-qualified companies to
compete in the market by providing unrealistic prices, were found the second and
third important solutions. No interference of the employer was also ranked as the
4th recommended solution chosen by the participants of the survey. The results were
also validated by the X-squared test. Figure 3 and Table 7 shows the results of the
analysis.
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Table 6 The results of Pearson’s chi-squared tests

Inadequacy of project management standards Not a Problem Main Problem

Project management firm 7 24

General contractor 8 13

Employer (investor, developer) 9 20

Others 10 18

X-squared = 1.8045, df = 3, p-value = 0.614

Lack of balance between authority and responsibility Not a problem Main problem

Project management firm 11 20

General contractor 5 16

Employer (investor, developer) 12 17

Others 13 15

X-squared = 2.8676, df = 3, p-value = 0.4125

Excessive employer intervention Not a problem Main problem

Project management firm 10 21

General contractor 11 10

Employer (investor, developer) 14 15

Others 10 18

X-squared = 3.0518, df = 3, p-value = 0.3837

Low pricing policy due to fierce competition Not a problem Main problem

Project management firm 11 20

General contractor 5 16

Employer (investor, developer) 13 16

Others 14 14

X-squared = 4.0105, df = 3, p-value = 0.2603

Lack of qualified employee Not a problem Main problem

Project management firm 24 7

General contractor 10 11

Employer (investor, developer) 15 14

Others 17 11

X-squared = 6.1092, df = 3, p-value = 0.1064

The industry is in a crisis Not a problem Main problem

Project management firm 22 9

General contractor 13 8

Employer (investor, developer) 16 13

Others 12 16

X-squared = 4.994, df = 3, p-value = 0.1722

(continued)
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Table 6 (continued)

Oppressive contract terms Not a problem Main problem

Project management firm 25 6

General contractor 16 5

Employer (investor, developer) 24 5

Other 25 3

X-squared = 1.5517, df = 3, p-value = 0.6704

Bank guarantee requirements Not a problem Main problem

Project management firm 28 3

General contractor 16 5

Employer (investor, developer) 26 3

Others 22 6

X-squared = 3.2322, df = 3, p-value = 0.3572

Delayed payments Not a problem Main problem

Project management firm 18 13

General contractor 11 10

Employer (investor, developer) 19 10

Others 9 19

X-squared = 7.004, df = 3, p-value = 0.07177
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Fig. 1 Agreement levels on the major problems of PM companies
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Fig. 3 Opinions of the respondents to solve the problems of the PM companies

Discussion and Conclusion

Professional project management service provided by PM companies is an important
success criterion for construction projects. The results of this study exhibit that the
project management companies in Turkey mostly suffers from the inadequacy of
project management standards, the lack of balance between the responsibility and
the authority of the PM companies while performing their tasks, the existence of
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Table 7 Opinions of the respondents to solve the problems of the PM companies

Applying project management standards Not suggested Suggested

Project management firm 3 28

General contractor 4 17

Employer (investor, developer) 11 18

Others 10 18

X-squared = 8.3995, df = 3, p-value = 0.03844

No pressure regarding the timeline Not suggested Suggested

Project management firm 18 13

General contractor 19 2

Employer (investor, developer) 21 8

Others 20 8

X-squared = 6.477, df = 3, p-value = 0.09057

Right pricing policy by the employers Not suggested Suggested

Project management firm 11 20

General contractor 9 12

Employer (investor, developer) 10 19

Others 10 18

X-squared = 0.43552, df = 3, p-value = 0.9328

No interference of the employers to the authority areas of the PM
companies

Not suggested Suggested

Project management firm 11 20

General contractor 14 7

Employer (investor, developer) 14 15

Others 11 17

X-squared = 5.5612, df = 3, p-value = 0.135

On-time payment by the employer Not suggested Suggested

Project management firm 17 14

General contractor 8 13

Employer (investor, developer) 12 17

Others 5 23

X-squared = 8.6346, df = 3, p-value = 0.03457

Providing fair contracts Not suggested Suggested

Project management firm 17 14

General contractor 10 11

Employer (investor, developer) 16 13

Others 14 14

X-squared = 0.41981, df = 3, p-value = 0.9361

(continued)



The Problems of Project Management Companies … 23

Table 7 (continued)

Legal requirements for being a PM firm Not suggested Suggested

Project management firm 7 24

General contractor 6 15

Employer (investor, developer) 9 20

Others 14 14

X-squared = 5.4166, df = 3, p-value = 0.1437

the PM companies providing unrealistic prices, excess employer’s involvement and
delayed payments by the employers.

In Turkey, some institutions are established to improve the PM knowledge in the
country such as Turkey Chapter of Project Management Institute (PMI) and Istanbul
Project Management Association. Besides, the International Project Management
Institute (UPYE) has focused on the real estate and construction industries and has
been working on developing construction project management standards. This study
may help them to focus on certain issues while structuring the PM standards and
presenting it to the government authorities.

In this study, some of the respondents, which are senior experts in the construction
project management, also provided additional ideas and enhanced the value of the
research. These senior professionals classified the problems of the project manage-
ment companies as; the lack of project management approach in the country, the
requests of the employers to complete the projects before deadlines, undervaluing
of the services provided by the project management companies, considering the
project management services as a cost item, inadequateness of project manage-
ment systems, cost changes due to changes in the economic conditions, contrac-
tual conflicts occurred due to the insufficient knowledge of the employers about
project management, the mispositioning the project management company by the
employer and evaluating them as a third party which is trying to find their mistakes,
underusing the project management company because of the lack of knowledge of
what they provide, insisting on selecting the cheapest project management company
offer, mismanagement of design processes which causes additional effort carried by
all the parties. The lack of balance between the responsibility and authority which
is ranked as the second important problem here is a major issue for the PM firms
because although the employers transfer all the responsibilities regarding the works
on-site, they still keep the last word about the decisions to be given such as extending
the payment durations, applying or waiving the delay penalties of the contractors,
approving or changing the design without complying with the durations stated in
the contracts. That makes the PM company inefficient while managing the parties
on site. This major issue can only be resolved if the employers are aware of the
value of the services they get from professional PM companies. One of the senior
professionals underlined the contribution of the project management companies to
the project cost by making value engineering. Considering the project management
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company as a party that is responsible for quantity surveying only and the depen-
dency of the project management company to the employer or contractor were listed
as additional problems of the PM companies.

In addition to the findings of this study regarding the solutions, the respondents
suggested providing a minimum PM fee standard by the chambers or the government
agencies, selecting the project management company before the design process,
training the employers about project management services by third parties, putting
additional effort for right planning, determining the project management quality
standards, paying more attention to planning and design phases and allocating more
time and budget on these issues.

The number of PM companies in Turkey is not a high figure. This is one of the
reasons this study also covered other related groups. Another reason is the curiosity
about whether the results would change if we also look from different perspectives.
A future study, especially when there are more PM companies, may focus largely
on the employees of the PM companies, and then the results may be compared
with the findings of this initial study in the relevant literature. Further researches
may also consider using different international standards such as ISO 21500: 2012
Guidance on project management and Construction Management Association of
America (CMAA) standards and compare their approach with the current market
practice in Turkey.
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Forecasting of Retail Produce Sales
Based on XGBoost Algorithm

Yakup Turgut and Mustafa Erdem

Abstract Sales forecasting of vegetables and fruits imposes a challenging task for
the retailers because the demand for them varies depending on several factors, such
as temperature, season, holiday. Poor sales forecasting can cause too much cost
for retailers since these products are unusable after deterioration. Also, people tend
to consume these products freshly. This research aims to compare the forecasting
performance of traditional statistical and new machine learning methods. We apply
seasonal ARIMA to forecast daily sales of fruits and vegetables as a traditional
method. As amachine learning algorithm, we apply LSTMandXGBoost algorithms.
The results indicate that the XGBoost algorithm gives more accurate results than the
other two methods.

Keywords Machine learning · Perishable foods · Sales forecasting · SARIMA ·
XGBoost · LSTM

Introduction

Determining the stock levels of perishable products ismore complicated than nonper-
ishable products due to their short shelf life and customer behavior toward them [2,
26]. Therefore, it is necessary to develop different stock policies (van Donselaar
2006) and supply chain (SC) strategies [7, 28] for these foods. Fruits and vegeta-
bles, which are largely studied in this study, are classified as perishable foods with
particular storage characteristics. Managing the fruits and vegetables supply chain
is complex and difficult because of their fluctuating demand pattern. Several factors,
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such as weather conditions (Agnew and Tornes 1995), price changes [15], season-
ality [19], are identified as the causes of variation in the demand of these foods.
For Arunraj and Ahrens [5], factors can be classified as controllable factors, partially
controllable factors, or uncontrollable factors. The authors state that the first includes
price and product characteristics, the second includes substitution and cannibaliza-
tion, and third includes events, weather, seasonality, and the number of customers. If
organizations do not take into account these factors in stock management, they may
suffer financial losses due to the waste of food and loss of customers. Optimized
replenishment of these foods at the retail level is key to reducing the waste of these
foods and increasing the efficiency of the fruits and vegetables supply chain. Optimal
replenishment orders depend upon the sales forecasting [22]. Sales forecasting do
not only enable retail managers to cope with stochastic demand, but also helps to
maintain a competitive advantage in SC management.

Although the replenishment process for these foods usually performed manually
bymanagers based on experience and the point of system (POS system) the necessity
of analytical techniques has been understood lately, and more recent research has
occurred in the demand forecasting of the perishable foods based on traditional statis-
tical methods (causal models, time series and econometric methods) and machine
learning (ML) methods. Sankaran [23] uses the Seasonal ARIMA model to fore-
cast the daily demand for onion at a wholesale market and conclude that forecasting
performance is satisfactory with an erratic demand. Raju et al. [21] investigate the
factors causing the stochastic demand for perishable foods and examines the fore-
casting performance of linear and nonlinear forecasting methods. It concludes that
temperature is the predominant factor that influences the demand, and nonlinear
methods generate more accurate results than linear methods. Yang and Sutrisno
(2018) bring a new perspective to forecast the demand for the bakery at franchise
stores. The idea is to use sales occurring in the early morning hour to forecast the
sales of the rest of the day. They also compare the forecasting performance of Feed
Forward Neural Network (FFNN) and Regression analysis. They conclude that this
approach is very promising to generate online-forecasting, and FFNN gives better
results than regression analysis. Sridama and Siribut [24] propose a decision support
system for demand forecasting of perishable foods to improve the inventory manage-
ment of these foods. They analyze the forecasting performance of the following time
series methods: Single exponential smoothing, Adaptive-response-rate single expo-
nential smoothing, and Holt’s two parameters linear exponential smoothing. They
conclude that the Single exponential smoothing method gives better results than
others. Huber and Stuckenschmidt (2017) propose a decision support system (DSS)
based on the hierarchical clustering approach to obtain demand forecasts of perish-
able food at different organizational levels. They implemented the proposed DSS
in the bakery chain of a company. The authors use multivariate ARIMA as a fore-
casting method. They conclude that the proposed approach gives acceptable results
to increase the efficiency of the supply chain, and also decreases the computational
time. The approach enables us to develop replenishment strategies based on product
categories exhibiting similar demand patterns. Yang andHu (2008) apply anARIMA
model to forecast the demand for cabbage.
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Chen and Ou [13] propose an extended neural network model to forecast the daily
demand for milk in a convenience store, and they compare the proposed model with
an ARIMA model. The results indicate that the proposed model generates better
results than the ARIMA model. Du et al. [14] develop an algorithm based on the
Support vector machine and fuzzy theory to forecast the demand for perishable farm
foods. They conclude that the proposed algorithm gives more promising results than
radial basis function neural networks.

Although time series forecasting is generally superior to judgemental and econo-
metric forecasting techniques for forecasting retail sales [16], it still lacks capturing
the sudden changes in demand due to characterized nature of perishable foods. The
forecasting performance of these methods may be improved by using hybridized
versions of them [5]. Chen and Ou [10] propose a model which combines gray
relational analysis and multilayer functional network model to forecast the sales of
perishable food in a convenience store.

While these hybrid methods have provided considerable improvement in fore-
casting accuracy, much of it was not focusing especially on forecasting the fruits
and vegetable sales at the retail levels. Furthermore, the forecasting accuracy is still
required to improve by applying new algorithms. To improve the forecasting accu-
racy, this study focuses on the application of a gradient boosting ML algorithm,
Extreme Gradient Boosting algorithm (XGBoost) due to its capabilities to handle
the sparse data (Chen and Guestrin 2016), and computational efficiency, and it is
popularity in ML competitions (Chen and He 2015). The results of the model are
encouraging and show thatXGBoost outperforms than classical SARIMAandLSTM
models.

The rest of the paper is organized as follows: Sect. 2 outlines our method, which
is used in this study and presents the description of data. Section 3 discusses the
results of the performance of applied methods. Finally, Sect. 4 gives the conclusion
and future research of the study.

Methodology

Description of Data

This study uses daily sales data of vegetables and fruits from a supermarket in
Istanbul, Turkey, as a case study from January 2014 to December 2017. It would be
more appropriate to conduct the forecasting on the product level due to the product-
specific nature of demand pattern. Unfortunately, aggregate daily sales of vegetables
and fruits are considered due to a lack of sales data on the product level. Figure 1
shows the daily sales data of vegetables and fruits in the time series plot. This time
series plot shows that there is no obvious trend in data. There is an increasing trend
in the sales of vegetables and fruits on some dates, such as the last week of the year.
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Fig. 1 The annual sales of vegetables and fruits (green indicates vegetables, red indicates fruits)

This cyclic pattern is repeated every year. This weekly or seasonal variation may be
attributable to some causes such as the impact of weather or holidays.

Time Series

A time series is a sequential set of observations measured at successive times [8].
There are four key components of time series data, which should be analyzed before
applying an algorithm: (1) Trend, (2) Seasonality, (3) Cyclical, and (4) Irregularity.
Trend describes the general direction of observations over a long time. Seasonality
explains the variation in the observations over a period of one year, usually caused
by weather conditions, holidays, vacations, etc. Cyclical refers to the nonperiodic
variations caused by circumstances, which occur in a repeating pattern. The duration
of these variations lasts several years. Irregularity refers to the random variations in
observations caused by unforeseeable reasons, such as earthquakes, floods, epidemic
diseases, etc. Expectedly, these variations do not have a particular pattern. Time series
plots may reveal these patterns or a combination of these patterns [3].

One of the most critical behaviors of a time series is stationarity. The stationarity
of a time series data indicates its statistical behavior in time. When a time series
exhibits this property, the statistical behavior of that series does not change in time.
This means that it has a constant probability distribution. A time-series data must
have this property because nonstationary data cannot be forecasted due to its unstable
nature. If a time series data does not have stationarity behavior, it should be converted
to a stationary formbefore performing any forecasting. There are twooptions to check
the stationarity of a time series data: (1) Rolling statistics: plot the rolling average
(moving average) and see how it varies with time, (2) ADCF (Augmented Dickey-
Fuller Test) provides a formal statistical test to detect the stationarity property. The
null hypothesis claims that the time series is nonstationary.
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Seasonal ARIMA (SARIMA) Model

ARIMA stands for the autoregressive moving average, and it has three parameters:
(p, d, q). AR component is referred to the use of past values in the regression equation
for the series Y. The parameter p indicates the number of lags used in the model. MA
component represents the error of themodel as a combination of previous error terms.
The parameter q specifies the number of terms to include in themodel. The parameter
d represents the degree of differencing in the integrated component. Differencing a
series involves simply subtracting its current and previous values d times. It is used
to stabilize the data to satisfy the stationarity assumption [9]. SARIMA (Seasonal
ARIMA) is an extension to ARIMA, which allows the direct modeling of seasonal
behavior of data. SARIMAmodel is represented by the following notation: ARIMA
(p, d, q) (P, D, Q)s. The lower-case (p, d, q) is the same as the nonseasonal ARIMA
model. The upper-case (P, D, Q) represents the seasonal parameters of themodel. The
subscripted letter s indicates the length of the period in each season. For example,
in monthly data, s = 12. Let d and D are nonnegative integers. A SARIMA model
general form is given in Eq. (1)
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where {Xt} is the original series; Yt = (1 − B)d(1 − Bs)DXt is differenced series
to eliminate seasonality component; B is the lag operator; ∅(B) and θ(B) are poly-
nomials of order p and q, respectively; �

(
BS

)
and �

(
BS

)
are polynomial in B of

degrees P and Q respectively; p is the order of nonseasonal autoregression; d is the
number of regular differences; q is the order of nonseasonal moving average; P is the
order of seasonal autoregression; D is the number of seasonal differences; Q is the
order of seasonal moving average; and S is the length of the season [9]. The steps of
the model are explained in the section of the application of the SARIMA model.
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Long Short-Term Memory (LSTM)

Feedforward neural networks are not suitable for sequential data due to their fixed-
size input/output. Therefore, they cannot be used to model memory. On the other
hand, recurrent neural networks (RNN) are designed for capturing information from
time-series data. In an RNN, thanks to the recurrence relation, each state is depen-
dent on all previous computations. In theory, RNNs are capable of remembering
information for long sequential data. However, in practice, this is not feasible due
to the vanishing/exploding gradient problem. A similar problem is observed in deep
feedforward networks. The source of this problem is the nature of RNN, which
is using the same weight matrix to compute all the state updates. Even though
the theory states that RNN can be used to learn long-term dependencies, due to
vanishing/exploding gradient problems, they only seem to limit themselves to learn
short-term dependencies.

LSTM solves the vanishing gradient problem and gives more accurate results
compared to regular RNN. LSTM consists of three gates (forget, input, and output)
and one cell state [17]. These are defined as follows:

ft = σ
(
w f ht−1 + w f xt

)
(6)

it = σ(wi ht−1 + wi xt ) (7)

ot = σ(woht−1 + woxt) (8)

c̃t = tanh(wcht−1 + wcxt ) (9)

ct = (it ∗ c̃t ) + ( ft ∗ ct−1) (10)

ht = ot ∗ tanh(ct ) (11)

Here f, i, o are forget, input and output gates respectively, c is cell state, h is a
hidden state and x is the input. The complete structure of the LSTM is illustrated in
Fig. 2.

LSTM can hold a combination of different information blocks at each time step.
The main advantage of LSTM comes from the cell state. Cell state provides the
possibility of explicitly information writing or removing. This cell state can only be
altered by the gates which are responsible for letting the information pass through.

From previous studies, we know that the convolution operation works well to
extract features as local input patches. This allows modular and efficient data repre-
sentations. In our forecasting problem, we accept the time as a spatial dimension
and process the data by applying 1D convolution operations to extract subsequences
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Fig. 2 LSTM structure

Fig. 3 Data feed processing

from the sequence. This allows us to recognize local patterns since the same transfor-
mation is applied to every patch. However, it is not possible to get reasonable results
in forecasting problems just by using convolution operation. Since the convolution
operation processes the input patches independently, it is not sensitive to the order
of the timestep, unlike LSTM. One way to use the advantageous feature of convo-
lution is to use it as a preprocessing step before LSTM. Figure 3 illustrates our data
processing step combined with LSTM.

XGBoost (Extreme Gradient Boosting)

XGBoost is a scalable end-to-end novel machine learning algorithm based on tree
learning gradient boosting that can handle sparse data in a highly efficient way. The
mathematical formulation of the model is described by Chen and Guestrin (2016) as
follows: Eq. (12) describes the objective function (also called loss function) which
should beminimized at iteration t where ŷ(t)

i indicates the prediction of ith instance at
ith iteration; �( ft ) describes the regularization term, which helps to model to avoid
over-fitting results.

L(t) =
n∑

i=1

l
(
yi , ŷ

(t−1)
i + ft (xi )

)
+ �( ft ) (12)
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At each iteration, a new function ft is added,which provides the best improvement
for the model. It is not possible to solve Eq. (12) by using traditional optimization
methods. So second-order Taylor approximation is used to get a solvable form by
traditional methods and Eq. (13) is obtained. Where gi = ∂ŷ(t−1)l

(
yi , ŷ(t−1)

)
and

hi = ∂2
ŷ(t−1)l

(
yi , ŷ(t−1)

)
are first and second-order terms respectively at iteration t.

When we remove the constant term in Eq. (13), we obtain Eq. (14).
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The optimal value of weights w j at leaf j is obtained by using Eq. (16) and the
optimal value is calculated by Eq. (17). This equation can be understood as a scoring
function for a tree structure q. This score is similar to the impurity score for evaluating
decision trees.

w∗
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(16)
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+ γ T (17)

It is a real challenge to enumerate all possible trees. The authors propose Eq. (18)
to calculate the score of each tree structure for evaluating each one to select the best
split where IL and IR denotes the instances set of left and right nodes after the split;

I = IL ∪ IR .

Lspli t = 1

2
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−
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]

(18)
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Application of SARIMA Model

The steps involved in building a SARIMA model are as follows:

1. Identification of Model Parameters: the initial step of the SARIMA is to
determine the values of parameters. The autocorrelation, partial autocorrelation,
and Augmented Dickey-Fuller (ADF) test results for vegetables and fruits are
shown in Fig. 4. The plots indicate that there is no regular or seasonal trend.
ADF results also prove that both data satisfy stationarity property at 0.05. The

Fig. 4 Seasonal and stationary analysis of fruits and vegetables respectively
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best values of parameters should be identified. To determine the parameters of
the model, Akaike’s Information Criterion (AIC) is commonly utilized. It is
calculated as follows:

AIC(p) = n ln

(
RSS

n

)
+ 2K (19)

where n is the number of observations, and RSS is the residual sums of squares.
The parameters providing the minimum AIC value will be set as model parameters.
Another approach for determining appropriate parameters of the model is to analyze
(ACF) and (PACF) plots.

2. Estimation of Model Parameters: A grid search approach is employed for
determining the best forecasting model in this study. ARIMA (p, d, q) (P, D, Q)
mmodel requires six parameters: p, d, q, P, D, and Q. The value of m is set as 12
because used data are monthly with a period of 12. The AIC values of evaluated
models are shown in Table 1. According to Table 1, SARIMA (1, 1, 1) × (1, 0,
1)12 shows the lowest AIC value. Thus, this model should be considered as the
best forecasting model. According to Table 1, the AIC value of SARIMA (1, 1,
2) × (0, 0, 1)12 is the lowest.

3. Diagnostic of Model: In this step, the statistical importance of the selected
SARIMA model is determined. The statistical test results of the SARIMA (1,
1, 1) × (0, 0, 1, 1) model are shown in Table 2. The second column indi-
cates the weight of the coefficients. Since all values of P > |z| are less than

Table 1 AIC Values of
SARIMA models

(p, d, q) (P, D, Q, m) AIC values

(0, 1, 0) (0, 0, 0, 1) 21,115.035

(1, 1, 0) (0, 0, 0, 1) 21,029.448

(0, 1, 1) (0, 0, 0, 1) 20,763.500

(1, 1, 1) (0, 0, 0, 1) 20,683.540

(1, 1, 2) (0, 0, 0, 1) 20,655.100

(2, 1, 3) (0, 0, 0, 1) 20,659.035

(0, 1, 2) (0, 0, 0, 1) 20,663.134

(1, 1, 3) (0, 0, 0, 1) 20,656.342

Table 2 Results of the diagnostics test of the SARIMA (1, 1, 2) × (0, 0, 1, 1) model

coef std err z P > |z| [0.025 0.975]

ar.L1 −0.2861 0.071 −4.027 0.000 −0.425 −0.147

ma.L1 −0.3550 0.064 −5.550 0.000 −0.480 −0.230

ma.L2 −0.5916 0.060 −9.943 0.000 −0.708 −0.475

sigma2 9.581e+06 3.5e−05 2.74e+11 0.000 9.58e+06 9.58e+06
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0.05 (significance level), we can conclude that all coefficients are statistically
significant.

4. Forecasting: The model with estimated parameters is used to make forecasts.
Data from January 2014 to December 2016 are used as a training set, and the
remaining data is used as test data. We forecast the periods between January
and December 2017 daily. Figure 5 shows the model forecast values and the
actual value curve. Mean absolute percentage error (MAPE) on the test data set
is 24.57 and 24.43% for fruits and vegetables respectively.

Fig. 5 Forecast value and actual value fitting curve
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Application of LSTM Model

The algorithm is implemented in Python with the Pytorch library.

1. Model Parameters: Our network consists of 1 hidden layer with 9 neurons.
The output activation function is linear. The input to the network is our 17
handcrafted features. Mean squared error loss is selected for loss calculation.
A popular ADAM optimization algorithm was selected to optimize network
weight values. Hyperparameters of the model and optimization algorithm are
selected based on trial-and-error.

2. Data Processing: Total data split into two parts as follows: first three-year data
as training and the last year as testing. The windows size of the 1D convolution
operation was selected as 12. Before feeding the inputs into the network, addi-
tional scaling/normalization processes applied as in regular feedforward neural
networks to make the learning step more stable.

3. Forecasting: Neural network trained for 2000 epochs.No regularizationmethod
was applied to the implementation.

Training loss for vegetable sales data is illustrated in Fig. 6. MAPE on test data is
24.6, which is inside an acceptable boundary compared to previous studies. Figure 8
shows the prediction of vegetable data. To forecast fruit data, the sameLSTMnetwork
is retrained by using the same hyperparameters. Figures 7 and 8 show the results for
fruit data. In this case, MAPE is 22.5.

Fig. 6 LSTM traning loss for vegetable

Fig. 7 LSTM traning loss for fruit
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Fig. 8 Forecast value and actual value fitting curve for vegetable (top) and fruit (bottom)

Application of XGBoost (Extreme Gradient Boosting)

The algorithm is implemented in Python using open-source XGBoost libraries. An
open-source framework provides a fast and easy implementation of the algorithm.
The following steps are involved in the implementation of the algorithm.

1. Feature extraction and selection: We extract 17 features after reading the
papers in the area and obtain the relative importance of these features, as shown
in Fig. 9. The temperature and dollar rate are the most important features. The
categorical variables are converted into the numerical form by using one-hot
encoding.

2. Parameter Tuning: The XGBoost algorithm has too many parameters, and the
values of these parameters highly affect the prediction performance of themodel.
So it is required to perform hyper-parameter tuning operation to obtain the more
appropriate model. It is the most time-consuming part of the implementation of
the algorithm. The custom grid search approach is used to find the parameter
values. The booster parameters related to the learning task andmodel complexity

Fig. 9 Feature importance plot
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Table 3 Hyper-parameter
tuning values

Parameter Parameter Values Best Value

max_depth [0, 10] 1

n_estimators {100, 200} 100

subsample [0, 1] 0.16

Colsample_bytree [0, 1] 1

gamma {0, 1} 0

reg_alpha [0, 1] 0

learning_rate [0.01, 0.1] 0.1

min_child_weight {1, 3, 5} 1

are tuned by using the given values inTable 3. These values are determined based
on the expert’s suggestions. Column2 indicates the used values in the grid search
process, and column 3 represents the best value of tuned parameters. Default
values are used for the remaining parameters.

3. Forecasting: After selecting the best model parameters, we can use the model
to make forecasting. Figure 10 shows the model forecast values and the actual
value curve. The forecasting results indicate that XGBoost can make better
predictions than SARIMA and LSTM (see Table 4).

Summary and Outlook

In this study, we focused on the applicability of the XGBoost algorithm to forecast
the daily sales of perishable foods. A specific focus of the study was directed toward
two special perishable food categories: vegetables and fruits. The test cases were
performed in the retail market. The results show that XGBoost yields better predic-
tions compared to SARIMA and LSTM. The outcomes of this study can give several
useful insights for managers, such as the development of stock policy, investments
in SC.

Although we obtained meaningful results, some limitations and future research
avenues may be emphasized. First, the advantage of using ML techniques highly
depends on data availability. Since all factors are not included in the model due to a
lack of data availability, we could not fully exploit the advantages of ML methods.
Second, the controllable factors, such as product characteristic, promotions are not
used in this study.With the availability of all these features, themost relevant features
can be identified.

These limitations imply many possible extensions of this study in the future. For
example, product-based or location-based estimation can be employed to understand
the impact of these factors on sales. Besides, it is possible to investigate different ML
algorithms, as well as newmethods of combining these algorithms while considering
the respective accuracy of each.
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Fig. 10 Forecast value and actual value fitting curve

Table 4 Performance
comparison of forecasting
methods based on MAPE

Model MAPE for fruits (%) MAPE for vegetables (%)

SARIMA 24.43 24.57

LSTM 22.5 24.6

XGBoost 16.57 16.43
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Future of Engineering Education:
Cyber-Physical Systems Engineering

Banu Yetkin Ekren and Vikas Kumar

Abstract Recent Industry 4.0 developments have created disruptive changes in
industries. It has also changed the way people work and the required skills of the
workforce for the future. This new technological advancement has created a require-
ment of workforce combining information technology (IT) and production knowl-
edge. Unfortunately, many schools and universities have still been training students
behind Industry 4.0 developments and requirements. Therefore, it is important to
understand what characteristics and knowledge, as well as skills, are required for the
future of jobs and engineering profiles to shape the new education requirements. This
paper aims to address the future of engineering education, specifically by focusing
on a promising engineering department that is the cyber-physical systems (CPS)
engineering. We also aim to discuss how the curriculum of that novel discipline,
CPS engineering, should be for the future of engineering requirements.

Keywords CPS engineering · Engineering education · Future of education ·
Cyber-physical systems engineering · Industry 4.0

Introduction

The fourth industrial revolution includes an integration of advanced automation in
factories to create a smart process environment. To carry out an efficient produc-
tion, all machinery and equipment in the production environment are coordinated
through the Internet with the help of sensors and all required data with the cloud
storage. Kagermann et al. [6] define Industry 4.0 as the technological evolution from
embedded systems to cyber-physical systems (CPSs). With the help of embedded
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systems, IoT, MtoM communication, and CPS technologies, it is possible to inte-
grate the virtual environment with the physical world. As a result of that, smart
factories are emerging to overcome the complexity of the production environment
[14]. Researches also illustrate the importance of Information and Communication
Technologies (ICTs) as well as embedded systems, IoT, CPS, Industrial Integra-
tion and Industrial Information Integration in the infrastructure of tomorrow’s smart
factories.

The first three industrial revolutions are the result of mechanization, electricity,
and IT. Industry 4.0 is a result of the introduction of the IoT into the manufac-
turing environment. In the future, industries are estimated to have global networks
incorporating CPS oriented machinery and production facilities. With the help of
CPSs, smart machines and production inputs will be able to exchange information,
make decisions, and control systems, intelligently. Hence, significant improvements
in industrial processes, material usage, and supply chain management, as well as life
cycle management, are expected results of Industry 4.0. By the creation of smart
factories, there will be smart products spreading all over the facilities, running all the
time and, keeping their own history, tracking data and current status, and alternative
routes to achieve a pre-defined target. By also vertically and horizontally networked
processes in manufacturing environments and facilities, these smart products will
enable the intelligently managing of the industries.

Evolution towards a smart environment in industries has changed the future of
the required workforce structure [13]. According to the 2019 World Development
Report [12], due to the recent technological developments, while some kinds of jobs
are being eliminated, some others are created, and some others are altered. It is
suggested for companies that in order to remain competitive and to keep pace with
it, they should invest capital more in humans and adapt their employees by training
them to gain the required skills. For instance, in the 2019World Development Report
[12] a new trend in employment strategy in companies is declared to be a flexible
employment strategy aligning with companies’ needs.

For that future of the changing workforce requirements and the CPSs jobs of the
future, some of the hot topics have emerged. These are artificial intelligence (AI),
programming, software engineering, autonomy, statistics, computation, automation,
complex and integrated systems. These topics are also to diffuse in the engineering
higher education curricula. Thus, engineering faculties should rethink and renovate
their education curricula by integrating novel hot trends towards Industry 4.0 devel-
opments. In this paper, our aim is to shed light on novel engineering discipline, CPS
engineering curricula promising to grow in the near future. We researched on the
subject and summarized our findings in the following sections.

Literature Review

Wesummarize the literatureworks on how jobs change and new requirements emerge
in workforce structure. According to the Rockefeller Foundation’s one of the surveys
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[10], almost half of recent college graduates do not use the skills they gained during
their college education at work. Eighty-six percent declare that they learn new skills
outside of college.

According to Long et al. [8], engineering education requires a different design
concept than science education. For instance, engineering education includes
designing and building things. Therefore, it must be up-to-date with the latest tech-
niques, technologies, and trends. They also declare that a four-year education period
is a very short time period for engineering education. Therefore, the curricula of
engineering education should be designed carefully with the relevant topics for the
twenty-first century.

Susskind and Susskind [11] declare an estimation that within 20 years, 50% of US
jobs could be automated. Frey and Osborne [5] also estimate a similar automation
replacement prediction for the future. According to them, some professional jobs
such as doctors, lawyers, teachers, etc. will dramatically change. However, jobs that
cannot be automated will mostly involve skills such as complex communications,
social intelligence, creativity, and perception and adaptability, etc.

It is well known that U.S. universities have a good reputation in engineering
education. However, according to a recent report by News andWorld Report (2020),
TsinghuaUniversity is ranked number one among six of the top 10Asian universities.
For instance, in the Computer Science discipline, Tsinghua is ranked as number one,
and two other Chinese universities are ranked in the top ten. This ranking of Tsinghua
University is above well-known universities such as Carnegie-Mellon, Princeton,
Georgia Tech, Cambridge, Oxford, Illinois, Michigan, and Caltech, etc. That ranking
work includes 28 subjects in the sorting process. According to the McKinsey Global
Institute’s latest report [9], it is evaluated that jobs such as computer scientists,
engineers, and IT administrators, which are related to developing and deploying new
technologies, are expected to grow by 2030.

According to Linkedin’s 2018 U.S. Emerging Jobs Report [7], 2018’s top five
emerging jobs are blockchain developer, machine learning engineer, assurance staff,
and sales development representative.

Brynjolfsson andMcAfee [2] state that: “Not only are the new technologies expo-
nential, digital, and combinatorial, but most of the gains are still ahead of us. In the
next twenty-four months, the planet will add more computer power than it did in all
previous history. Over the next twenty-four years, the increase will likely be over a
thousand-fold.”

Another future of job alert is given by theWhite House, USA. In theAI Report [1],
the need for Americans to be educated and trained towards software and AI-related
subjects is declared.

Zivi [15] presents a work on one of the unique practical CPS education on the
U.S. Naval Academy’s Cyber Science education curriculum. He gives information
on how a CPS education should be in terms of the contents.

Ekren andKumar [4] have studied the future of engineering education by focusing
on the Industrial 4.0 revolution. They summarize the findings on what the future of
higher education would look like in the near future.
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Information technology is changing at an exponential rate. Hence, there will not
be enough time to retrain students after they graduate. If students leave universities
unprepared for the twenty-first century, they may never catch up due to the rapidly
changing world. Hence, engineering faculties should focus on renovating the engi-
neering curricula towards novel requirements and developments. In this paper, we
propose a trending engineering education towards Industry 4.0 developments that is
CPS engineering by investigating how the curricula should be configured to meet the
future of work requirements. We investigated the universities’ related curricula and
current projects progressing on this related subject and summarized our findings.

Areas Related with CPS Engineering

In the USA, a multiyear NSF funded project pursued by the National Academies of
Sciences, Engineering, and Medicine focuses on developing and addressing effec-
tive CPS education [3]. In that report, it is declared that the future of the CPS
workforce is likely to include a combination of engineers in the fields of computer
science, mechanical engineering, systems engineering, and electrical and computing
engineering. The report summarizes the related areas of the CPSs as:

• Robotics: It is an interdisciplinary branch of engineering and science,
including mechanical engineering, electrical and electronics engineering, infor-
mation engineering, computer science, and other disciplines. This area studies
on systems with sensors and actuators operating autonomously or semi-
autonomously in cooperation with humans. Robotics include the topics of kine-
matics, dynamics, robot hardware, and control software, perception, sensing, and
state estimation, as well as control of manipulators and vehicles. Although many
robots are often considered to be CPS, many CPS are not considered as robots.
In the robotics program, particularly some of the subjects particularly cover that
field.

• Systems engineering: It is an interdisciplinary field of engineering and engi-
neering management, focusing on how to design and manage
complex systems over their life cycles. This area contributes significantly
to CPS due to the complexity of the environment with the recent highly
connected systems. Systems engineers typically focus on the organization,
management, and integration required for large complex systems. However, they
do not necessarily address the detailed technological requirements within the
cyber aspects of systems.

• The Internet of Things (IoT): This subject is a system component composed of
computing, mechanical and digital devices, objects, people, etc. It has the ability
to transfer data over a network associated with users and their environments. With
the recent advancements, the IoT applications require CPS characteristics such as
real-time control, real-time response, etc. For instance, smart city implementations
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require IoT applications and are becoming more sophisticated and dependent on
the CPS environment.

• The Industrial Internet: It includes interconnected sensors, devices, and other
instruments which are also connected with computers’ industrial applications,
including manufacturing and energy management. This connectivity facili-
tates data collection, data exchange, and data analysis. By that, improvements
in productivity and efficiency, as well as other economic benefits, can be
accomplished.

Mainly by focusing on the above four main CPS related subjects, we draw the
future of the CPS Engineering Education curriculum below, also with the help of
current curricula at some universities as well as reports of projects [3].

A CPS Engineering Education

In the era of Industry 4.0, “smart things,” industries are eager to implement CPS.
To be able to correctly design, invent, build, and deploy these systems, interdisci-
plinary skillsets are declared to be significantly necessary than ever before. In the
CPS Education Report [3], it is declared that all computing and engineering-related
disciplines will make widespread use of CPS. It is also mentioned that the require-
ment of expert knowledge on CPS is significant. We summarize our findings on CPS
Engineering Education by also considering that report, in this paper.

In the CPS Education Report [3], it is also declared that designing a CPS
course or degree program would involve a careful balancing of physical and cyber
aspects and application knowledge. To develop the CPS curricula, the report includes
model curricula from multiple perspectives [3]. The report identifies six overarching
foundations. They are described in the following sections.

Foundation 1: Basic concepts for computing

It is declared that expertise in CPS cannot be achieved by solely one or two
programming courses. It also requires solid training in computing such as data
structures and algorithms; programming; models of computation, embedded hard-
ware; discrete event systems; software engineering; model-based design, real-time
operating systems, and programming for networks.

Foundation 2: Physical world computing

For CPS education, the requirement of computing foundations with physical-world
properties and constraints should be emphasized. Real-world comprises of complex
systems. It is hard to anticipate the complexity of the system by the system designers
and by software. Therefore, the first step for students is to thoroughly under-
stand the concepts of sensors, actuators and their programming, analysis of signals,
realtime control of systems, embedded systems, resource management, constraint
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management for time, memory size, and power, as well as techniques for managing
unreliability in physical systems.

Foundation 3: Discrete and continuous mathematics

Since it is declared that both discrete and continuous mathematics are foundational
skills for all CPS engineers, it is critical for students to learn how to deal with the
integration of these techniques with the systems. Besides mathematics, students will
also require to understand graph theory, combinatorics, probability and statistics,
stochastic processes, logic, linear algebra, calculus and differential equations, etc.

Foundation 4: Cross-cutting application of sensing, control, communication,
actuation, and computing

The report declares that Foundation 4 is significant due to the cross-cutting nature
of CPS, and communication networks and sensing, signal processing, and actuation
with real-time constraints. Hence, the curriculum should be designed with an inter-
disciplinary concept. At the core of this foundation, there is knowledge of control,
signal processing, embedded system design, and their implementations. To detail,
the below issues are suggested to be covered in the CPS curricula [3]:

• Control algorithms for both linear and nonlinear systems, stochastic processes,
adaptive control, system identification, and hybrid control;

• Optimization as well as optimal control of dynamic systems;
• Real-time analysis, time-triggered or event-triggered control, and decision-

making with noisy data (data-driven models);
• Wireless communications, synchronous and asynchronous communications, and

ad hoc networking;
• Effect of physical properties on software requirements;
• Control-based signal processing, network management, computation, and

communication models;
• Safety, reliability, and dependability;
• Security and privacy;
• Human factors related to humans-in-the-loop as well as behavioral aspects;

Foundation 5: Control, computing, and communication of heterogeneous and
dynamic systems

This foundation requires control, communications, and computing subjects. Linear
and nonlinear models, stochastic models, and discrete-event and hybrid models,
optimization, probability theory, and dynamic programming as relevant topics. Key
concepts also include uncertainty and risk; properties of the physical world and
computational devices; communication of systems (e.g., wireless communications);
error detection and correction; merge of physical and computational models; and
analysis and integration of signals and systems and finite-state automata.



Future of Engineering Education … 51

Fig. 1 A 4-yer undergraduate degree curriculum for CPS engineering. Source CPS Education
Report [3]

Foundation 6: System development for CPS

For the CPS development, initial requirements, certification on safety–critical
systems, high confidence, and resiliency, etc. are considered. Through it, students are
suggested mastering these key concepts: safety, resilience, security, privacy, assur-
ance cases, hazard analysis, verification and validation, model-based design and
tools, system design, Internet of Things, cloud computing, testing the developed
CPS.

In the report, a sample of a bachelor’s degree CPS engineering curriculum is also
provided (see Fig. 1). From that curriculum, it can be observed that the CPS programs
include both computer science and electrical engineering programs related courses.
It is also mentioned that the difference in CPS curricula would be due to whether the
programmostly focuses on computer science or an electric and computer engineering
perspective.

Current Bachelor Degree Curricula in CPS Engineering

We searched the current bachelor’s degree cyber-physical systems engineering
related departments at colleges and universities in theworld.We found that there exist
mostly graduate levels in this discipline. However, two schools, U.S. Naval Academy
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and Depaul University in the US, provide a related bachelor degree program at their
schools. The curriculum details are given for the Naval Academy andDepaul Univer-
sity in Figs. 2 and 3, respectively. In Fig. 2, only the cyber science-related courses
except the other core courses are summarized. In Fig. 3, the whole curriculum for
the CPS Engineering program is provided.

Fig. 2 Department of cyber-science curriculum of U.S. Naval Academy

Fig. 3 Department of cyber-physical systems engineering curriculum of DePaul University
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Although currently, we could only find two bachelor degree programs in CPS
engineering, due to the recent Industry 4.0 developments, it would be promising to
grow in the near future. Since the programs could be shaped towards eithermore elec-
trical engineering, or software engineering, or systems engineering, students could
select the program and the universities depending on their choices. Therefore, while
shaping the program curriculum, the university first should decide what qualified
graduates it is aiming to give after its education.

Conclusion

This paper aims to study the future of engineering education, specifically by focusing
on a promising engineering department, cyber-physical systems (CPS) engineering.
We also discuss how the curriculum of this novel discipline, CPS engineering, should
be in order to meet the future of engineering requirements. After providing the
required information for understanding the CPS discipline properly, we provide two
current curricula form this program from different universities. Besides, we also
present an NSF funded project’s work by providing a developed curriculum for the
program.

As future work, this study can be extended in many directions. For instance, one
may focus on a specific curriculum in CPS engineering by considering some exper-
tise classes under the program. Namely, first, those expertise classes (e.g., software,
electrical, systems engineering-oriented, etc.) could be defined under the CPS engi-
neering, and then, specific curricula for those classes can be proposed followingly.
Besides, the other current engineering disciplines, such as industrial engineering,
computer science, etc. could be investigated under a CPS environment. How those
current departments’ curricula should be renovated towards the CPS environment
would also be a promising work as a future study.
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Industry 4.0 and Components
in Production Enterprises

Fatih Ozturk

Abstract The globalizing world economy is constantly challenging producers with
difficult competitive conditions.Manufacturer companies determine variousmethods
to overcome these difficulties. Industry 4.0 and IoT applications, which have been
popular in recent years, are themain ones of thesemethods.With thesemethods, solu-
tions covering almost every area of our lives started to be produced. This approach,
which we also call digitalization, has spread rapidly all over the world. In order for
manufacturers to have more advantageous status, they need to reduce production
costs in order to achieve more production flexibility and more efficient processes.
Digitalization provides great advantages for efficiency increase. This method, which
covers the product life cycle in all aspects and provides instant answers, seems to be
developed for many years and will remain in the focus of the manufacturers.

Keywords Industry 4.0 · Production enterprises · Internet of things · Industrial
automation · Smart factories

Introduction

Industry 4.0 and IoT applications in production enterprises have been one of the
most demanded issues in recent years [16]. While rapidly developing digitalization
applications produce solutions for almost every area of our lives, the production
sector is also affected. The production sector is facing serious competitive conditions
within the globalizing world economy [3]. Production companies have to reduce
production costs, provide more production flexibility, and more efficient processes
in order to become more advantageous than the firms they compete with. The best
way to take advantage of competitive advantages is through integrated and innovative
electrification, automation, and digitization solutions [15].
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We see that Digital Transformation applications, which are developing rapidly all
over theworld, are nowbeing used in production lines [18]. It is seen that IoT, big data,
autonomous robots, simulation, system integration, cybersecurity, and Augmented
Reality (AR) applications, which are accepted as the basic components of Industry
4.0, are being preferred for different purposes in different processes in production
lines. Digital transformation applications play a very important role, especially in
production lines, where there is continuous production. In such production lines,
it is one of the demands that the process is required to continue the production
continuously [17].

Companies around the world face major challenges due to environmental, social,
economic, and technological developments. The most important way to overcome
these challenges is tomonitor all production processes and have the ability tomanage
all value chains quickly and responsibly. Companies will need virtual and physical
structures that allow close collaboration and rapid adaptation throughout the entire
lifecycle, from innovation to production and distribution [12].

Industrial automation systems and digitalization are the most important elements
for enterprises aiming to increase efficiency in engineering and operations, reduce
operating costs, and improve product quality [23].

By using process control and automation systems, production systems can be
managed at a lower cost, process information can be optimized, and energy effi-
ciency can be increased [6]. Digital services play an increasingly important role in
decisions such as analyzing or not analyzing process and plant data, applying system
components, or simply improving processes.

The fourth industrial revolution, known as Industry 4.0, paves the way for the
systematic implementation of a modernized energy network tomanage ever-growing
energy demand by integrating renewable energy sources [7]. Internet of Things (IoT),
industrial internet, cloud-based production [9], and new concepts such as intelligent
production partly address these requirements and are often classified by the visionary
concept of a fourth industrial revolution.

Industry 4.0 refers to the latest technological advances that the Internet and
supporting technologies serve as a backbone that integrates physical objects, human
actors, intelligent machines and production lines [27].

By using real-time and high-value support systems, intelligent production has
enabled a coordinated, and performance-oriented production initiative that responds
quickly to customer demands, minimizes the use of energy and materials, radi-
cally improves sustainability, productivity, innovation, and economic competitive-
ness [32]. Businesses aiming to increase efficiency in engineering and operations,
reduce operating costs, and improve product quality want to invest in industrial
automation systems and digitalization.
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Digitalization Concept and Industry 4.0

In order to talk about Digitalization and Industry 4.0, first of all, it is necessary to
make sure that the industrial automation and control systems are fully and accurately
designed and operating. Some of the tools used in industrial automation systems can
be listed as follows.

PLC (Programmable Logic Controller)

In industrial applications, PLC devices are mostly used as control systems. PLC
devices are long-lasting and reliable devices designed for industrial environments.
However, hardware prices are high. There is an extra charge for software licenses
used to program PLC devices [13].

For each process used in different sectors, the performance requirements of
industrial automation and control systems are different. For ‘Process Automation’
applications, the powerful and reliable PLC controller is of great importance.

Distributed Input and Output Modules (I/O)

Distributed I/Omodules have been used in industrial automation and control systems
in recent years. Similarly, the use of distributed I/O modules in Process Automation
applications has shown a rapid increase. Particularly in ‘Process Automation’ appli-
cations, devices, and sensors within the plant are distributed over a wider area. The
electrical connections of the signals from these regions to the I/O modules on the
PLC cause both serious labor and high costs. By keeping the PLC control system in
the central control room and distributing the I/O modules close to the devices and
sensors, it was observed that the electrical wiring to be made was minimized, and the
time and cable cost were minimized. Figure 1 shows the deployment of distributed
I/O modules in four different locations.

The distributed I/O modules are fully adaptable to the plant structure with a
modular, flexible, and integrated structure. It also provides significant savings in
many areas such as wiring, assembly, engineering, commissioning, maintenance.
The communication protocols of the distributed I/O modules are shown in Table 1
[28].
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Fig. 1 Application example of distributed I/O modules

Table 1 Distributed I/O
modules communication
protocols

Pos Communication protocols

1 PROFINET IO

2 PROFIBUS DP V0/V1

3 IO-Link V1.1

4 AS-Interface

5 Modbus TCP

6 Point to Point (RS 232, RS 485, RS 422)

7 Freeport

8 3964 (R)

9 USS

10 Modbus RTU (master/slave)

HMI (Human Machine Interface)

HMI devices are one of the most used devices after PLC in industrial applications. It
is used to monitor process and input information to the PLC program. HMI devices
have different sizes and specifications.

Interfaces for audit control in HMI engineering process applications can be
regarded as an information integration task. This is especially true for configuration
screens, which are the core elements of the high-performance HMI [31].
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Industrial Network

Planning, implementing, and linking industrial networks to the enterprise network
require a lot of talent and accessible expert knowledge. The same applies when
a communication network needs to be secured, diagnosed, or optimized. One of
the most important components in Industry 4.0 and digitalization applications is the
error-free installation of the industrial network systemwith the right devices.With the
recent use of Industry 4.0 and digitalization applications, there has been an increase
in the use of industrial network systems. Thus, the hardware and software costs
of industrial network systems used to provide monitoring, control, and diagnostics
in industrial systems are reduced. However, there are some application challenges
when these new technologies are applied in industrial environments. Given that
many of these systems are made up of different distributed systems, management,
and coordination are a major challenge [10].

PROFINET (PN) is an industrial Ethernet supported high-level open network
communication protocol that uses TCP/P and IT standards in industrial control
systems. PN communicates separately with the industrial controllers (PLCs,
HMIs, servo drives, RFID (Radio-frequency identification) readers, etc.) scat-
tered throughout the system, ensuring horizontal and vertical integration, ensuring
safety, alarm and data transmission faster. According to the timing characteristics,
PROFINET defines three types of traffic, as shown in Table 2.

Non Real-Time (NRT) traffic is a typical example of PROFINET CBA networks,
real-time (RT) Class 1 can be processed by both PROFINET CBA and IO. RT class
2 performances are only possible with PROFINET IO. Such a class, also known as
synchronous, relies on a highly precise and synchronized loop that requires the use
of advanced switches capable of predicting delays in which they identify and correct
them.

PROFINET IO refers to four types of devices that can be found in the network:

1. IO controller,
2. IO device,
3. IO supervisor,
4. IO parameter server.

1. The IO controller is “smart” devices, such as personal computers or
programmable controllers that perform automation tasks.

Table 2 Profinet timing
features [8]

Traffic type Periodicity/reaction
times

Jitter (%)

Non real time (NRT) ≥ 100 ms ≥ 100

Real time class 1 ≥ 5 ms ≥ 15

Real time class 2 ≥ 250 µs ≤ 0.4 (1 µs)
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2. IOdevices are devices that perform the interface between IOcontrollers and
field. Examples of these devices include sensors, actuators, valve batteries,
electronic terminators, etc.

3. IO supervisors, IO controllers and/or IO devices and devices that change
both configuration and diagnostic data.

4. IO parameter servers are devices used to change configuration data for
applications with IO devices. Data traffic generated by both IO supervisors
and IO parameter servers usually occurs during off-line stages and does not
imply real-time performances. Conversely, the exchange of data between
IO controllers and IO devices is often related to automation tasks carried
out and therefore has critical timing requirements. [8].

After addressing industrial automation and control systems, we can move on to
Industry 4.0 and its components.

Industry 4.0

Industry 4.0 is an initiative that combines a range of technologies that help achieve
high-throughput production processes. An important feature of industrial production
in Industry 4.0 is that physical elements such as sensors, devices, and corporate assets
are connected to each other and to the internet. In this environment, devices and
sensors generate an increasing amount of data.

An important consideration is that the execution of industrial processes depends
not only on the internal situation and user interactions, but also on the context of
execution, and provides value-added information to create contextual awareness and
improve monitoring [11].

Components of Industry 4.0

When talking about Industry 4.0 and digitalization, it will be useful to give a brief
overview of its main components. There are different technologies in the Industry
4.0 concept. These technologies require individual expertise and competence.

Autonomous Robots

One of the first components that come to mind when we say industrial automation is
robots or robotic technologies. Robots, which have been used extensively in almost
all sectors, have become an important component of Industry 4.0.
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Since robots can be applied to all sectors, and their costs are low, industrial robots
have been widely used in production areas in recent years [4].

Simulation

Nowadays, while developing technological products, different alternatives are
encountered in design studies. It is important to predict how these alternatives
affect the performance of the product during the actual application. Computer-aided
engineering simulation helps engineers anticipate the effects of a design change by
predicting the outcome of any design change on the real-world performance of their
products.

Facility design is an important factor affecting the overall performance
of production systems. Facility layout design deals with the allocation of
machinery/departments in a facility and has a major impact on the efficiency and
efficiency of production activities. An effective layout can reduce production costs
and improve system performance. Discrete event simulation is an appropriate tool
to evaluate the current order, to assess potential alternative areas for improvement
by evaluating different settlement alternatives. Therefore, various researchers have
applied simulation to different plant layout problems [20]. Simulations will be used
more extensively in plant operations to use real-time data to mirror the physical
world into a virtual model that can include machines, products, and people, thereby
reducing machine setup times and improving quality [26].

Vertical and Horizontal Integration

Vertical and horizontal integration is the integration of all stages of production
processes into the system in Industry 4.0 applications. What is essential at Industry
4.0 is that all interconnected systems must constantly communicate with each other
and monitor and control each other as necessary.

Two of themost important factors for production in Smart Factories are horizontal
and vertical integration. Horizontal integration means creating a network between
individual machines, pieces of equipment, or production units, ensuring an unin-
terrupted flow between each step in the production and planning process, as well
as between the steps in the production and planning processes of different enter-
prises. Vertical integration networks beyond traditional production hierarchy levels
mean uninterrupted communication and flow in technological infrastructure. In this
context, data obtained from sensors, valves, motors, and enterprise resource planning
software and business intelligence applications are handled within this scope.
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Internet of Things (IoT)

Businesses who want to increase their production and reduce their production costs
need to professionalize their production methods [29]. IIoT (Industrial Internet of
Things) can make a definition like this. It is the use of certain IoT technologies
in combination with some smart devices in cyber-physical systems in an industrial
environment. It can also be expressed as follows, The IIoT vision of the world is a
place where interconnected smart things, a larger system or activity as part of the
systems that make up intelligent production [5].

With the inclusion of information technologies in production processes, produc-
tion power can be increased, and processes can be accelerated. With intelligent
production processes, intelligent products and remote-control systems can provide
a high level of flexibility to production processes. At the same time, it is possible to
produce products that can be customized at low costs in line with customer requests
by allowing the customers to be integrated into the system.

It is mentioned that the devices make life easier by communicating with the
internet of objects, that is, devices communicating with other devices. The data
produced by the interaction between the objects enables the industrial processes
to be conducted in a more controlled way, to make more detailed analyzes, and
to make more dynamic and effective decisions [22]. With this structure, which is
also called the Internet of Industrial Objects, factories become smart. Thus, many
different and complex structures can be produced in less time and optimum quality.
When the devices are connected to each other, the generated data can be transferred
rapidly with the support of high-speed internet, and the results obtained from the data
obtained can be made faster, and the most effective decisions can be made. These
decisions can be transferred to the personnel at work, the manager who follows the
work, and all the devices at the same time and can work synchronously. In short,
digitalization is not only by transferring the data in the field to digital environments,
but also ensuring that these data can be used managerially. Communication systems,
which create a vast communication network with the Internet of Things and thus
aim to lift the boundary between real and virtual worlds, constitute one of the funda-
mental forces of Industry 4.0. Industry 4.0-based production processes are based
on the fact that systems connect to different networks through different interfaces
and communicate with different services. Communication of all devices operating
in industrial environments is only possible within a well-designed and configured
healthy network. With the developing wired and wireless communication technolo-
gies, communication can be made on any platform as well as open-source software
and standards developed to provide easier, safer, and manageable communication
both in local and wide area networks.

Industrial identification systems are part of industrial communication systems
and are one of the main components of Industry 4.0 and IoT systems. Identification
systems, also known as RFID (Radio Frequency Identification) systems, digitize
organizations with new generation communication technologies and transform them
into more efficient and effective systems.
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Cyber Security

As a result of the development of information technologies, it became an insepa-
rable part of our lives, digital transformations of our private and public institutions
and the targeted and coordinated development of cyber threats caused cyberspace to
expand, and cyber threats became a threat to our national security. Today, informa-
tion and communication technologies (ICT) support most of the industrial produc-
tion processes. The ICT revolution brought about important transformations in the
first and second industrial revolutions, similar to the high effects of mechanics and
electricity. This development supported the emergence of cloud-based systems, the
Internet of Things (IoT), big data, and the emergence of the Industry 4.0 concept.
However, new technological solutions always carry security vulnerabilities that pose
unexpected risks [24].

With Industry 4.0 and digitalization applications, cybersecurity has started to pose
a major threat to industrial enterprises. The fact that every point in production can
communicate with each other in a secure way, the different production facilities can
communicate with each other, and the production information is recorded locally or
in the cloud makes the data security of production companies important.

Cloud Computing

Cloud computing promises to demand endless and inexpensive resources to provide
appropriate infrastructure support for user applications. For this reason, it is increas-
ingly recognized by many businesses that try to move their applications to the cloud
to reduce costs and automate reconfiguration. These businesses are supported by free
or private cloud platforms that support application deployment and restructuring in
the cloud [19].

Cloud security is one of the most important factors preventing cloud usage today.
To overcome this reluctance, the cloud application development processmust address
potential security issues from the outset and adapt to the flexibility offered by the
cloud paradigm, as well as the security constraints posed by developers and cloud
customers [2].

With the help of Cloud Computing, users can use the applications required for the
business in any area over the internet through the computers in the service provider
instead of keeping them in on-site computers or data centers. Thus, more economical,
flexible, and faster data management can be achieved.
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Cyber-Physical Management Systems

Cyber-Physical Systems (CPS) connect the physicalworldwith the virtual computing
world with the help of sensors and actuators. CPS’s, which are composed of different
constituent components, create global behaviors in collaboration. These components
often include software systems, communication technologies, sensors/actuators,
including embedded technologies, to interact with the real world.

In Smart Factories, production processes mean that devices and systems commu-
nicate with each other instantly and identify and regulate all the needs within produc-
tion processes. For example, if there is a need for material at any stage of production,
the required material order is automatically placed, failures can be detected instantly,
and on-site and solutions can be offered. Thus, productivity is increased while errors
are minimized. CPS are systems that can effectively integrate cyber and physical
components using themodern sensor, computing, and networking Technologies [33].

CPSuses data fromvarious sensors for complete information. There is a difference
between a malfunction of a sensor during operation and a malfunction of a faulty
sensor, and therefore the user can receive incorrect information [30].

Smart production, smart buildings and infrastructures, smart city, smart cars, smart
systems and so on. CPS in development is a basic concept [1].

Augmented Reality

Augmented Reality (AR) is a new form of human–machine interaction that encom-
passes computer-generated information in a real-world environment. The informa-
tion provided byAR is derived from the actual environment and is, therefore, context-
sensitive. The AR can therefore improve the user’s appearance with virtual infor-
mation sensitive to the current state of the surrounding true thickness [25]. With
the introduction of the Industry 4.0 concept, AR applications were introduced in
digitalized smart factories.

Application examples are used in different scenarios ranging from field service
operations to maintenance operations, training, and quality control applications.
Within the scope of Industry 4.0, automotive is one of the sectors that benefited
the most from AR. AR is used not only in production and maintenance but also in
sales. Customers can have driving experiencewithAR simulation applications if they
wish before buying their vehicles. If they wish, they can see the color or accessory
options of their favorite vehicles in the AR application.
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Big Data and Data Analytics

With the development of technology, devices that communicate with each other, elec-
tronic transactions, data traffic, mobile applications, e-mails, videos, pictures, scien-
tific data, etc. The size of the data produced is increasing day by day. In the last few
years, especially since 2013, all data sources have increased in terms of the number
of records. Trends for scientific publications and funding archives followed a similar
path [14]. Keeping such large amounts of data on secure systems and analyzing
them and converting them into meaningful information is especially important for
production companies.

Particularly in production enterprises, tens of information about production
processes can be read and converted into meaningful information, and production
can be analyzed, and a serious productivity increase can be achieved.

Result

The transition to a digital transformation to Industry 4.0 naturally has difficulties.
In production sectors where technological development and large investments are
required, serious costs may initially arise. The promise that manufacturers have an
economical size helps them to take the chance of the entire advanced automation and
digitization process. Digital transformation and Industry 4.0 bring us convenience in
our daily lives and continue to be a part of our lives. It is seen that our quality of life
has increased with this transformation, which makes the connections of objects and
systems with each other effective and efficient.

In order to show how important and effective the quality management system is,
the systematic put forward by Industry 4.0 is important for businesses.

With increasing digitalization, the errors caused by the human factor are reduced,
and the system becomes automated, so productivity in production increases, the
number of faulty products decreases, and costs are minimized. High efficiency,
cost, and minimum errors are a result desired by the quality management system
[21]. With Industry 4.0, the adoption of a structure that will ensure the maximum
level of customer satisfaction in production and service encourages digitalization for
businesses.
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Genel Bakış”. In: International Eurasian conference on science, engineering and technology
(EurasianSciEnTech 2018), Nov 22–23, Ankara, Turkey, pp 1661–1668

16. Kayar A, Ozturk F (2019) Predictive maintenance in Industry 4.0 applications. Int Conf Life
and Eng Sci ICOLES 27(29):16

17. Kayar A, Ozturk F (2019) Machine data collection and analysis in industry 4.0 applications.
Int Conf Life Eng Sci ICOLES 27(29):317–322

18. Kayar A, Ozturk F, Kayacan O (2019) Fast fault solving methods in smart manufacturing lines
with augmented reality applications. Recent Adv Data Sci Bus Anal 25(28):182–187

19. Kritikos K, Massonet P (2016) An integrated meta-model for cloud application security
modelling, CLOUD FORWARD: from distributed to complete computing. CF, Madrid, Spain,
pp 18–20

20. NegahbanA, Smith JS (2014) Simulation for production systemdesign and operation: literature
review and analysis. J Prod Syst 33:241–261

21. Ozturk F (2014) Qualität, Effizienzsteigerung und integrierte Managementsystemen im
türkischen Eisenbahnsektor. Soc Nat Sci J 8(2):14–19

22. Ozturk F, Kayar A (2019) Product lifecycle management in smart factories: industry 4.0 appli-
cations. In: Proceedings of 10th international symposium on intelligent manufacturing and
service systems. Istanbul/Turkey, pp 1420–1427

23. Ozturk F, Kayar A, Vatansever A (2019) Advanced manufacturing with industry 4.0 applica-
tions. In: 5th international conference on advances in mechanicalengineering. Istanbul/Turkey,
pp 17–19

24. Pereira T, Barreto L, Amaral A (2017) Network and information security challenges within
Industry 4.0 paradigm. In: Production engineering society international conference. Vigo
(Pontevedra), Spain, pp 28–30

25. Reinhart G, Patron C (2003) Integrating augmented reality in the assembly domain—funda-
mentals benefits and applications. CIRP Ann 52(1):5–8



Industry 4.0 and Components in Production Enterprises 67

26. Rüßmann M, Lorenz M, Gerbert P, Waldner M (2015) Industry 4.0: the future of productivity
and growth in production industries, 09 Apr 2015, pp 1–14

27. Schumacher A, Erol S, Sihn W (2016) A maturity model for assessing Industry 4.0 readiness
and maturity of production enterprises. Proc CIRP 52:161–166

28. Siemens Industry Mall Web Site (2019) https://w3.siemens.com/mcms/distributed-io/en/ip20-
systems/et-200sp/et200sp-communication-modules/pages/default.aspx

29. Singh D, Tripathi G, Jara AJ (2014) A survey of internet-of-things: future vision, architecture,
challenges and services. In: IEEE world forum on internet of things 2014. Seoul, pp 287–292

30. Tang L-A, Yu X, Kim S, Gu Q, Han J, Leung A, La Porta T (2013) Trustworthiness analysis
of sensor data in cyber-physical systems. J Comput Syst Sci 79:383–401

31. Urbas L, ObstM, StössM (2012) Formal models for high performance HMI engineering. IFAC
Proc 45(2):854–859

32. Yuan Z, QinW, Zhao J (2017) Smart production for the oil refining and petrochemical industry.
Engineering 3(2):179–182

33. Zeadally S, Jabeur N (2016) Cyber-physical system design with sensor networking technolo-
gies. The Institution of Engineering and Technology, London UK

https://w3.siemens.com/mcms/distributed-io/en/ip20-systems/et-200sp/et200sp-communication-modules/pages/default.aspx


s, S Inventory Control Optimization
Under Inventory Sharing Policy
for Omni-Channel Network

Damla Izmirli, Banu Yetkin Ekren, and Ecem Eroglu

Abstract Rapidly developing technology and multi-channel integrations in
marketing have led to the emergence of omnichannel retailing. In omnichannel,
consumers can take advantage of all shopping channels interactively. It overcomes
the drawbacks of traditional supply chain applications, but uncertain stock demands
cause serious difficulties and costs. In this work, an inventory sharing policy study
presented for an omnichannel network in order to reduce the risks caused by stock
and demand uncertainty. In literature, this policy also referred to as lateral trans-
shipment. Recently, due to the increase in e-commerce, it has become significant to
respond to customer demands shortly for customer satisfaction. Inventory sharing
allows the exchange of items between the same echelon of the supply chain network
enabling high service levels with low costs. Since, in an omnichannel network, phys-
ical transshipment may not take place due to the electronic order case, we prefer to
state this policy as inventory sharing instead of lateral transshipment. We develop
simulation models for three different omnichannel scenarios and optimize the total
network cost by considering those three sharing policies.We compare each scenario’s
optimal cost result. For the modeling and optimization purpose, we use the ARENA
16.0 commercial software and OptQuest to optimize the (s, S) inventory levels.

Keywords Omni-channel · Lateral transshipment · (s, S) inventory · Inventory
control · E-commrce

Introduction

The acceleration of globalization and economic developments have increased service
expectations in customer demands. Hence, competition among enterprises has been
established on how quick response is given for customer demand. Therefore, for
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businesses, in order to succeed and survive in an intensely competitive environment,
they should manage their activities well in all aspects of the supply chain such as
logistics, supply, production, and marketing. Logistics is an important issue for the
business to compete and, at the same time, ensure customer satisfaction [4]. Supply
chain management has become one of the most important management issues in
increasing the global competitiveness of businesses today. An effective supply chain
management application is required to produce better quality products by companies
that want to increase their profitability to respond to customer demand faster [20].

The recent widespread use of the Internet has provided numerous opportunities,
such as cost reduction and service improvements for businesses and the supply chain
process [14]. Along with technological developments, digitalization in marketing
and retailing started to dominate the businesses [15]. Retailing companies also took
a role in e-commerce. They are keen on the trial of different marketing strategies in
customer satisfaction. For instance, both online and offline (physical) channels are
to be combined in marketing strategies.

Recent technological developments and changing consumer habits compel
retailers to use all channels and provide uninterrupted service for customers. Before
today’s technological developments became widespread, customers were served by
retailers through physical stores, that is, through a single channel. Today, with the
spread of internet access, the online store has become one of the most popular chan-
nels, making it easy and fast to reach customers. Offline channels have started to
turn into the online and complex structure [2]. The shopping experience offered
to customers is transformed from single-channel to multi-channel, cross-channel,
and omnichannel trade. For instance, the main purpose of the omnichannel is to
enable customers the use of all channels in one operation. Companies aim to enable
customers to access online stores, mobile devices, and physical stores simultane-
ously through omnichannel. Therefore, retailers combine digital and traditional retail
applications to meet the demands of their customers and enable customers to move
freely between mobile devices, offline and online stores [19]. Advantages of both
physical and online store operations and the increased cost incurred in a single
channel customer have also pushed the new way of marketing strategies in busi-
nesses. Retailers are eager to implement the omnichannel approach for this purpose.
However, a transition from the traditional supply chain to omnichannel applications
requires redesigning supply chains and integrating channels, but these changes should
create some difficulties [3]. The differences between physical and online store oper-
ations create some financial difficulties for businesses [12]. In this work, we also aim
to provide different scenarios for omnichannel integrations of retailers.

Inventory management and logistics have become important issues in the supply
chain. The high competitive environment forces firms to hold the excess amount of
stock in order to respond to customer requests promptly. However, it may increase
costs due to excess stock holding costs and inadequate sales. To prevent these, it
is aimed to improve customer services by keeping the cost at the lowest level by
companies. Technological applications in inventory systems provide communication
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between inventory points, reduce the risks that may arise, and ensure the implemen-
tation of the concept of lateral transshipment, thus reducing the shortage of stock
[11].

There are several studies dealing with lateral transshipment with different supply
chain models. Lateral transshipment approaches are divided into two groups, namely
reactive and proactive, that they differ according to the time of sharing by [18]. In
reactive approaches, sharing can be done at moments when ignoring situations [16].
In proactive approaches, sharing can be done at predetermined times before demands
are observed [5].

In the supply chain, it is critical to define the optimal level of order quantity
by determining the level of re-order point and security stock [10]. Arrow et al. [1]
developed a simple model to determine the best order level and the best maximum
stock point as a function of demand distribution, installation, and stocking costs.
Ozdemir et al. [17] conducted a study to minimize the cost of a model with different
cost and demand parameters, a single supplier, and multiple dealers. In his study, he
demonstrated that the base stock policy is the optimum stock replacement policy to
minimize the cost. They used an optimization procedure to find out the optimal s, S
levels.

Ekren andHeragu [6] studied themulti-location transshipment problemby consid-
ering lateral inventory share in the system. They complete simulation optimization to
solve the problem. The soonest work of Ekren and Arslan [9] studies s, S inventory
control model to compare the different lateral transshipment policies in a single-
echelon network. In that study, they model a single item to minimize cost. In their
work, it was concluded by them that lateral transshipment scenarios are better than
lateral transshipment. Ekren and Ornek [7, 8] studied s, S inventory control problem
by using simulation-based optimization.

The aim of this study is to adopt the versatile channel approach (i.e., omnichannel)
and apply a reactive inventory sharing policy to let the retailers share their items in the
backorder condition to minimize the total network cost. We assume two companies
that are having connected offline and online marketing channels. We seek the best
inventory sharing policy (also known as pooling policy in the literature), optimizing
the total network cost. The decision variables are considered to be the safety-stock
and up-to levels of stocking locations optimized by the OptQuest tool in ARENA
16.0 simulation software. Three scenarios are considered for inventory share policies
based on the connected network design. The results are compared and analyzed.

Methodology

Problem Definition

As mentioned previously, omnichannel marketing is gaining popularity with recent
technological developments. This is also due to the result of more connected and
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more integrated enterprises than ever. By the horizontal and vertical integration in
enterprises, management issue has become more complex and more challenging in
the network. Hence, companies seek for true approaches to manage their complex
supply networkwhile reducing their total cost. Determining the true inventory control
policy is one of the emerging approaches in the efficient management of a supply
chain network. For instance, lateral transshipment applications have become one of
the efficient implementations in real-time visible and connected network designs
in efficiently meeting customer demands. However, in this work of omnichannel
marketing having e-marketing, since a physical lateral transshipment may not take
place, we preferred stating this policy as an inventory sharing policy. In other words,
because the shipment takes place to the customer directly from the inventory shared
company, no physical lateral transshipment takes place.

In this work, we assume that the stocking locations are covered by the main depot
with infinite capacity. The considered networks are omnichannel companies having
both online and offline demand distributions separately. The inventory sharing takes
place when demand cannot be met by a stocking location. The main purpose of this
study is to determine which pre-specified policy works better for companies under
these assumptions. The network designs, along with the sharing policy assumptions,
are detailed in the following sections.

Simulation Modelling and Assumptions

In this study, the considered designs are simulated by Arena 16.0, and the s, S inven-
tory levels are optimized by using the OptQuest optimization tool in this simula-
tion software. This optimization tool is developed on heuristic-based algorithms. It
combines the meta-heuristics of tabu search, neural networks, and scatter search into
a single search heuristic [13]. The tool allows the user to define integer and linear
constraints for the simulation inputs. Initially, it requires the user to specify the
lower, suggested, and the upper values for the decision variables (i.e., s, S levels) to
be optimized. The suggested values are for the starting points in the search procedure.

As mentioned, inventory sharing is also known as inventory pooling policy in the
supply network, referring to a firm’s ability to serve multiple demanding points, each
with its own uncertain demand. In the non pooling case, all demand is served from a
single stock of inventory. Therefore, the pooling policy ismore suitable in a connected
supply network management. The inventory control model is developed based on
the safety stock level (i.e., s, S). We defined three different control policies and
compared each scenario’s performance based on the optimized total cost. Thus, the
aim of this study can be summarized as the minimization of total network cost under
omnichannel commerce by considering that there is an inventory sharing policy in the
system. The inventory sharing policies are defined under three scenarios summarized
in the following sections, along with their simulation assumptions.
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Simulation Model Assumptions

The common assumptions of all simulated models are as follows:

• There are two stocking locations at the same echelon level with both offline and
online stores. The stocking locations have separate demand distributions where
their online stores receive more demands than offline stores.

• Demand arrives at the beginning of each day at each stocking location separately
by a normal distribution.

• Thenormal distribution for demand amounts of stocking locations is set toOnline1
Normal (35, 10), Online 2 Normal (30, 10), Offline1 Normal (25, 10), Offline2
Normal (28, 10).

• Inventory share between stocking locations takes place in this order: first, the
demand arriving stocking location of the company checks its online/offline
stocking location’s inventory level. Then, the other connected stocking locations
are checked according to the policies explained in the below section.

• The main depot has an infinite capacity, and lead time from the main depot to the
stocking locations is considered to be constant and two days for each.

• When there is an order on the road for a stocking location, that storage location
also considers it in its replenishment calculation.

• The capacity of a truck is considered to be 20 items per truck that are from the
main depot to the stocking locations. The fixed transportation cost per truck is
$80.

• Total network cost calculations include holding, ordering, transportation, backo-
rder, and inventory share costs.

• The simulation is run for one yearwith ten independent replications.A steady-state
analysis is conducted, and the warm-up period is considered to be one month.

• The inventory level at each stocking location is checked at the end of each day.
• If total demand cannot be met by the whole network, the total demand amount

becomes a lost sale, and the regarding backorder cost is incurred in the total cost.
• Verification is done by debugging themodels, and validation is done by an expert’s

model check.

The notations that are used for calculations are summarized below:

Tc Fixed transportation cost of a single truck from the main warehouse to any stocking
location (i.e., $80/truck)

dit demand amount arriving at online/offline store i, i = {1, 2, 3, 4}, at the beginning of
day t

I it inventory level at stocking location i, at the end of day t

AIi annual average inventory amount carried at stocking location i

h annual holding cost per item

CT truck capacity from the main depot (i.e., 20 item/truck)

Oc ordering cost per item from the main depot

(continued)
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(continued)

LCji inventory share cost per item from stocking location j to i.

Ljit total inventory share amount from stocking location j to i at the end of day t

Qit order amount given from stocking location i, at the end of day t

si safety stock level of stocking locations i, i = {1, 2, 3, 4}

Si up-to level of stocking location i, i = {1, 2, 3, 4}

L lead time from the main depot to any stocking location (i.e., 2 days)

nit number of trucks shipped from the main depot to the stocking location i at day t, (i.e.,
an integer)

bit lost sale amount at stocking location i, at the end of day t

Cb back order cost per item at any stocking location ($10/item)

h and Cb are set to $1/item—year and $10/item, respectively. LCij is set for
$1/item if it takes place between the same company depots (i.e., online to offline or
vice versa), and it is set for $1.5/item if it takes place between different company
depots. Oc is set for $1/item. Note that the inventory level at each stocking location
is checked at the end of each day. If the inventory level of stocking location i is less
than si, then Qit amount of order is sent to the main depot to the stocking location i
where Qit is computed by (1).

Qit =
{
Si − Iit i f Ii t ≤ si
0, otherwise

(1)

Total network cost (TC) is calculated by the (2) where T is the total simulation
run time (i.e. 365 days) and k is the total number of stocking locations (i.e. k = 4):

TC =
T∑
t=1

k∑
i=1

k∑
j �=i

[(AIi × h) + (bit × Cb) + (nit × OC)

+(nit × TC) + (
L jit × LC ji

)]
(2)

where nit and L jit are computed by (3) and (4), respectively. Note that nit is rounded
up to the next integer.

nit = Qit/CT (3)

L jit = Iit − dit (4)

As mentioned previously, three pooling policies are considered based on network
designs. These scenarios are explained in the following section.
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Fig. 1 Network design for
policy 1

Inventory Share Policies

Three different inventory share policies are defined based on the level connection of
the network. Remember that there are two companies in the same echelon. These
companies have both its online and offline stocking locations. In each scenario, it is
always assumed that a specific company’s online and offline stores are connected,
and they always share their inventories. The determined policies are summarized
below:

Policy 1

Figure 1 shows the network design of Policy 1. Note that in that figure, dashed
and straight lines show information and physical product flows between stocking
locations, respectively. According to that figure, Company 1’s online and offline
stores are connected. The same is also correct for Company 2. Two-way information
and product flow can take place between those connected stores. Besides, online and
offline stores of different companies are also connected on their own. The flow chart
of the simulation model of this policy is presented in Fig. 2 as an example. Policy 1
assumptions are summarized below.

• Demand arrives at each stocking location at the beginning of each day, whose
mean amount follows a normal distribution with the parameters described in the
general system assumption’s part.

• Online/offline store first checks whether or not the current inventory could meet
the arriving demand amount. If the current inventory amount is sufficient, then,
the stocking location meets the whole arriving demand immediately. Otherwise,
it checks whether or not it can meet the remaining amount from another stocking
location at a time. Namely, the remaining amount is not split among different
stocking locations. If there is no stocking location that can meet the whole
remaining amount, then, the whole demand becomes a lost sale. And, backorder
cost is incurred in the total cost.
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Start simulation 
day t = 0

Create demand for all 
stocking locations i, i

= (1, 2, 3, 4)

Check the current
 inventory level at stocking 
location, i, i = (1, 2, 3, 4)

dit > Iit

Calculate the remaining 
demand amount at stoking 

location i as:
Ljit = dit – Iit 

i = (1, 2, 3, 4)

 Ijt  ≥ Ljit

Update the inventory 
levels as:

Iit = 0 and Ijt = Ijt - Ljit

Calculate the lost 
sale amount as:

bit = dit

Yes

No
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Calculate the total cost,
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Satisfy all demand from 
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Iit = Iit - dit
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location i, i = (1, 2, 3, 4) 
at the end of each day

 Is the Iit ≤ si

Calculate the order amount from 
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predefined  

Lead time delay 
occurs from the 

main depot

Update the inventory 
level at stocking 

location as:
Iit = Iit + Qit

Dispose the 
entity

Fig. 2 Simulation flow chart of policy 1

• For the remaining amount of order, the availability of inventories in stocking
locations are checked in this order: First, its own company’s online/offline store
is checked. Then, the others are checked.

• In different companies, inventory share only takes place between online to online
or offline to offline stores.

Policy 2

Figure 3 shows the network design for Policy 2. According to that policy, Company
1’s online and offline stores are connected, and Company 2’s online and offline stores
are also connected. Besides, the online store of Company 1 and Company 2 are also
connected. The assumptions of this policy are similar to that of Policy 1. The main
difference is the connectedness of the stores. Since there is no connection between
the two offline stores, they cannot make any inventory share between them.

Policy 3

Figure 4 shows the network design for Policy 3. This policy is the policy having the
highest level of connectedness among the stores. Namely, every stocking location is
connected with the other one. In this case, our aim is to compare how the inventory
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Fig. 3 Network design for
policy 2

Fig. 4 Network design for
policy 3

share condition at the highest level affects systemperformance. This policy’s assump-
tions are the same as in Policy 1. However, due to the difference in connectedness,
the available inventory seeking policies are as follows:

• When there is not sufficient inventory in the Offline 1 store, then, the remaining
demand amount availability is checked in this order: Online 1, Offline 2, and
Online 2.

• When there is not sufficient inventory in Offline 2 store, then, the remaining
demand amount availability is checked in this order: Online 2, Offline 1, and
Online 1.

• When there is not sufficient inventory in the Online 1 store, then, the remaining
demand amount availability is checked in this order: Offline 1, Offline 2, and
Online 2.

• When there is not sufficient inventory in the Online 2 store, then, the remaining
demand amount availability is checked in this order: Offline 2, Offline 1, and
Online 1.
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Simulation Results

Table 1 shows the average optimal cost results obtained by the OptQuest tool.
Regarding si, Si levels based on the OptQuest results are summarized in Table 2.

In Table 1, we also provide the total costs separately incurred in the total cost
calculations. For instance, it is observed that the total inventory share cost is the
highest in Policy 3. This is probably due to that in that design; the network connection
is at the highest level. It is also observed that the least backorder cost is obtained
again by Policy 3 where the connection is at the highest level in that design.

According to Tables 1 and 2, the findings are summarized below:

• The lowest optimal cost is obtained in Policy 3, where the connectedness is the
highest one among the network designs.

• Note that the connectedness level of the design policies can be ordered from the
most connected one to the least connected one as Policy 3, Policy 1, and Policy 2.
According to Table 1, it is observed that higher connectedness level reduces the
total cost. Hence, we can conclude that the inventory sharing policy works well
in the studied networks.

• Also note that, when total inventory share cost increases, the overall network cost
also (TC) decreases. It seems that there is a negative correlation between the total
inventory share cost and the total network cost.

• It is also observed that the total backorder cost decreases with the increase of
lateral inventory cost.

• From Table 2, it is observed that when the network connectedness is high, a single
stocking location behaves as if a distribution depot for inventory sharing. In this

Table 1 Cost results obtained by the OptQuest

Policy TC ($) Total
backorder
cost ($)

Total holding
cost ($)

Total
transportation
cost ($)

Total
inventory
share cost ($)

Total ordering
cost ($)

1 255,795 23,841 30,545 158,890 3239 39,280

2 260,350 33,631 36,957 150,385 1695 37,682

3 248,900 6457 25,877 165,220 9669 41,677

Table 2 s, S value results

Policy Online store Offline store Online store Offline store

Company Company Company Company

1 2 1 2 1 2 1 2

s1 s2 s3 s4 S1 S2 S3 S4

1 60 30 65 185 80 70 150 300

2 85 20 55 150 100 85 90 275

3 45 30 40 265 85 60 105 385
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case, Company 2’s offline store takes such a role. This is because its s level is
pretty small, and S level is high, letting this store keep more inventory.

Discussion and Conclusion

This paper studies inventory sharing policy in omnichannel networks in terms of total
network cost. We study three different integrated network designs under inventory
sharing policies. We optimize the s, S inventory levels in each design by minimizing
the total cost of the network. The simulation results are compared based on ten
independent replications. It is observed that, when the connection level increases
in the network, the optimal cost decreases. Hence, inventory sharing works well to
minimize the total network cost.

To test the sensitivity of the results on the utilized parameter values, we aim
to complete a sensitivity analysis in the studied network designs as future work.
Besides, different sharing policies would also worth trying to test the effectiveness
of the network designs.
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An Application Using Stability Increasing
for the Grinding Machine Performance
Improvement in the Automobile Industry

Mehmet Cakmakci, Ece Sonmez, and Melis Kucukyasar

Abstract At the beginning of the third millennium, the use of the Industry 4.0
process has been accelerated and spread in different parts of production. With the
rapid development of technology in production, the workload also increases due
to the role of the human being. The workload is a concept in which the human
processing system is expressed in terms of its ability to process information and
produce responses within the framework of its physical and mental characteristics.
Especially in the manufacturing sector, the contribution of the human being to the
production increases with the technological function while physically decreasing
with the developing machinery technologies. With this study, it aims to increase the
production capacity in line with meeting the increasing demands in these production
units, and improve the production plans of these unitswith the help of solutionmodels
to be developed by using appropriate analysis techniques of injector nozzles model
measurements especially by using SMED approach within the lean manufacturing.

Keywords Performance improvement · Grinding machine · Improvement
potentials · Injector nozzles model · Single minute exchange of Dies-SMED ·
Workload analysis

Introduction

At the beginning of the third millennium, the steps of change worldwide are accel-
erating. The most important of these changes is the globalization of production.
It is prominent for companies operating internationally to spread their activities to
other countries and continents. Market demands contain more product variants in
parallel to customization. This evolution is not limited to certain types of industry,
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rather it is a general phenomenon. As a result, customer demands and diversity are
also increasing, so in order to respond to these demands, industries need qualified
personnel to meet the required workforce. In order to adapt to globalization, busi-
nesses aim to reduce their annual production costs by using their resources more
effectively and have a larger share in the market. Due to globalization, customer
demands and demand diversity increase in industrialized countries. We see contin-
uous improvement and lean production in key roles in the rational use of resources.
Therefore, customer-oriented production becomes more important.

At this point, the terms “continuous process improvement” and “lean manufac-
turing,” namely Toyota Production System comes into play. Lean manufacturing
systems must have the ability to achieve responsive, small-batch manufacture so that
they canmeet rapidly changingmarket demands [1–5]. In fact, the leanmanufacturing
system is a part of corporate culture, such as tools and approaches.

The Bosch Group’s business activities with the largest area in Turkey is the Bosch
Automotive. It was established on an area of 92,000 square meters in Bursa. It manu-
factures products for diesel injection systems, namely injector nozzles, complete
injectors, andCommonRail andUnit Injectors,with a teamof 3000 people. The spray
nozzle consists of three main parts: hard body, needle, and spring plate. These three
parts are produced in three different product lines in the Spray Nozzle department
and then combined in the assembly line in the same department.

In this study, the effective use of the labor force that exists in the production
process and therefore in the injector nozzle production processes is examined in
order to meet the need of qualified personnel, which is one of the factors required
for the industries to be at the targeted level or rate in production and sales in the
globalized world. With this study, it aims to increase the production capacity in line
with meeting the increasing demands in these production units, and improve the
production plans of these units with the help of solution models to be developed by
using appropriate analysis techniques of injector nozzles model measurements (see
Fig. 1).

Fig. 1 Sectional view of an
injector nozzles model [8, 9]
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Grinding Process

An abrasive machining process using a grinding wheel as a cutting tool, the grinding
machine can make precise cuts and allow very fine surfaces to be formed. In the
grinding machine, the grinding head can be controlled to move along a fixed working
area. Otherwise, the workpiece can be moved while the grinding head remains in
a fixed position. The most important component of a precision grinding machine
is the power-driven grinding head that runs at speed it should be. There is also a
bearing with a fixture to guide and hold the workpiece. Grinding machines remove
the material from the workpiece by abrading the material with the process where
a significant amount of heat emerges due to friction. Cooling oil is used to prevent
this heat from reaching levels that will change the crystal structure of the material.
In high precision cylindrical and surface grinding machines, the final grinding steps
are usually set to be removed approximately 2/10000 mm per pass.

Workload Analysis of Measurement Process of Injector
Nozzles Model

Performance is defined as the effectiveness of a roughly specific task and is influenced
by two main factors [6, 7]. These are defined by the degree of task, environment and
work environment, operator duties, and features of the human factor, i.e., operator.
Operators who take part in production can be affected during their duties due to their
work or working environment. This interaction determines both operator workload
and operator performance (hence system and task performance).

The workload is a general term used to describe the cost of fulfilling task require-
ments for the human element of human-machine systems (Sandra and Wickens). In
this study, it is aimed to increase and optimize the performance; hence, the work-
load of the operator in injector nozzles model measurements. Measurement activities
and actions that support and supplement these activities are grouped as follows (see
Fig. 2).

A. Seat angle and cone angle measurement of injector nozzles model:

• Six pieces are taken for the frame consisting of 150 pieces
• Go to the measuring table with measuring apparatus
• By holding compressed air, oil and particles in 6 pieces are cleaned
• With the technoscope, six pieces are subjected to eye control, and errors

such as scratches, wrong grinding that can be found in the piece are checked
• Taking six pieces by the operator and walk to Mahr machine
• Three pieces are connected to Mahr machine
• The machine makes its measurements automatically. Whether the computer

and data are within the quality control limits are checked by the operator
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Fig. 2 Measurement
process groups and activities
of an injector nozzle

• According to the data received, if necessary, the machine is given the correct
setting by the operator, and the correct operation of the machine is ensured

B. Blind Hole Diameter Measurements injector nozzles model:

• It takes 6 pieces for the operator shift
• Go to Squat Diameter measuring device
• In the device, the cord diameter is measured. The part is connected to the

machine. It measures the diameter values with the program on the computer
• The values taken to save on the computer are noted by the operator
• The data is saved by walking to the computer

C. Blind Hole Depth Measurements injector nozzles model:

• Six pieces are taken for the operator shift
• Walking to the measuring apparatus table
• Parts are placed in the blind hole depth measuring apparatus
• With the help of the apparatus, the blind hole depth of the piece is measured

D. Shoulder and Belt Length Measurements of injector nozzles model:

• Taking six pieces by the operator from the machine
• Walking to the hommel machine
• With the air holding apparatus located next to the machine, the air is drawn

into them
• One piece is connected to the machine by the operator, and the result is

observed on the computer
• Then it repeats the same process for the other for five parts
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E. Plan Length Measurements (plan length includes half of the breast body from
the end of the initial seating line):

• Taking six pieces by the operator from the machine
• Walking to the measuring apparatus table
• With the help of measuring devices, the length of the injector nozzles body

is measured.

Using Single Minute Exchange of Dies—SMED Approach
for the Measurement Process of the Injector Nozzles Model

Short set-up times are a must in any industry today. In current situations, there is a
goodmethodology to reduce these set-up times. In practice, even for verymodern and
high-tech equipment, there is much that can be improved about the technical concept
of the equipment to make it more installation-friendly. Just in time production or
JIT is one of Lean’s main pillars. It is all about doing whatever the customer wants,
when he wants, wherever he wants, and in the desired amounts without keeping
anything in the inventory. As can be seen from the applications and literature, SMED
adapts to the production approach just in time. First of all, it allows you to adapt
to an increasing market, where customers are increasingly demanding diversity and
responsiveness. The degree of flexibility will need to be increased (takt time) to
better adapt to customer demand. This requires a reduction in inventory and a move
towards working with small batch sizes. In addition, the flow of processes needs to
be improved and balanced (see Table 1).

The ideal process is the process of having One Piece Flow, creating only one
product when searched. Generally, One Minute Change (SMED) techniques will
be used to shorten set-up times to reduce batch size. In this context, the Spaghetti
diagram, from which SMED techniques are used, in which the movements of the
operator to the machines, the travel distances are measured, the time and purpose of
each operation performed by the operator is measured, the vehicles and devices used
are determined. Therefore, all the data related to the operator are observed, analyzed,
and analyzed.

Table 1 The portion of basic set-up steps before SMED implementation [3]

Steps in set-up The proportion of setup time before SMED (%)

Preparation, after-process adjustments,
checking of materials and tools

30

Mounting and removing blades, tools, and
parts

5

Measurements, settings, and calibrations 15

Trial runs and adjustments 50
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By observing the movement of the operator with the spaghetti diagram, it will be
seen which movement has occurred within a limited time by constantly monitoring
its movement in the floor plan of the area in which it operates. A few hours will be
enough to draw the motion model. The result can help identify the movement that
can be reduced by rearranging the workplace. Although a rough outline of the floor
plan along with the basic equipment is sufficient, the drawing should be done on an
architectural layout. A graph that shows the actual movement that takes place when
a particular transaction is executing or doing a job in a particular area. It can help
identify unnecessary movements and opportunities for improvement. This finding
may mean changes in the location of the equipment, reassigning job responsibilities,
or changing the layout of the facility.

Relationship Between the Set-up Time Reduction—SMED
and Spaghetti Diagram

Short set-up times in production, set-up, is a must in every industry today. In current
cases, there is a good methodology to reduce these set-up times. In practice, even for
very modern and high-tech equipment, there is much that can be improved about the
technical concept of the equipment to make it more installation-friendly. Just in time
production or JIT is one of the lean’s main pillars. It is all about doing whatever the
customer wants, wherever he wants, and in the desired quantities without keeping
anything in the inventory. As can be seen from the applications and literature, a single
minute exchange of dies (SMED) adapts to the timely production approach. First of
all, it ensures adaptation to an increasing market, where customers are increasingly
demanding diversity and responsiveness. To better adapt to customer demand, it is
necessary to increase the degree of flexibility (takt time).

This results in a reduction in inventory and working with small batch sizes. In
addition, the flow of processes needs to be improved and balanced. The ideal process
is the process of having one piece flow; it is to create only one product when it is
searched. Generally, a single minute exchange of dies (SMED) techniques will be
used to shorten set-up times to reduce the batch size (see Table 1). In this context,
the Spaghetti diagram will be used within the framework of the SMED technique,
in which the movements of the operator to the machines, the distance of movement,
the time and purpose of each operation performed by the operator are measured, the
tools and devices used are determined. Therefore, all data related to the operator are
observed and analyzed (see Fig. 7).

By observing the movement of the operator with the spaghetti diagram, it will be
seen which movement has occurred within a limited time by constantly monitoring
its movement in the floor plan of the area where it works. A few hours will be
enough to draw the motion model. The result can help to identify the movement that
can be reduced by rearranging the workplace. Although a rough outline of the floor
plan along with the basic equipment is sufficient, the drawing must be made on an
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architectural layout. This chart shows the actual movement that takes place while
a particular transaction is being carried out or doing business in a particular area.
It can help identify unnecessary movements and opportunities for improvement.
This finding may mean changes in the location of the equipment, reassigning job
responsibilities, or changing the layout of the facility.

Measurement Process Improvement of Injector Nozzles
Model

The aim of improving the process is to increase the number of machines used by
the operator for measurement operations from two to three while minimizing the
operation times; in other words, optimization. Within the framework of the lean
manufacturing approach, when using the spaghetti diagram technique in the context
of the SMED technique and assuming that 3MMB is improved, the total working
load rate was reduced to 63.07% (see Fig. 5). During the improvement process, the
basic actions required are determined when analyzing any manual operation by the
operator. Each of these basic movements required a predetermined standard time
based on the factors affecting it. These operations will be carried out using the
Method Time Measurement MTM (Methods-Time Measurement) technique.

Problem Definition

As can be seen in this study, the purpose of the study is to increase the number of
machines used by the operator for measurement operations from two to three. In
other words, the machines that the operator manages operations are increased from
two to three. Before improvement, when the operator-controlled two machines, the
current working load, i.e., the total occupancy rate, was 60.29% (see Fig. 3). In the
improvement process, when the operator’s workload increased from two machines
to three machines, the operator’s workload, i.e., the total occupancy rate, increased
to 87.10% (see Figs. 4, 6 and 7).

An Application

In the industry, which is an automotive supplier industry and maintains its leadership
in the market of injector production, the problem about the effective use of the
workforce has been addressed to be realized in the inside grinding process (see
Fig. 5). Inside grinding is a very precise process in the production of the injector
nozzle body. The inside of the nozzle body is grinded from three main points and
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Fig. 3 Measurement process groups and activities of an injector nozzle

Fig. 4 Measurement process groups and activities of an injector nozzle after process improvement
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Fig. 5 Inner grinding 3MMB model nozzle body process [8]

observed with the control cards in order to keep it at the desired level. Control of
machine stability is provided by various measurements. Thus, measurements are
made whether the part is at the desired level or not.

In the initial situation in the problem under the lens, the operator controls and
manages two machines. The main task of the operator is to perform standard works
and keep the machine under control within the specified time. At this point, it is
very important to provide this data from the average operators at the production site
to understand and analyze how full the operator is during the working period. In
the targeted situation, the operator is intended to look at three machines. In order to
understand and analyze the data just mentioned (see Figs. 6 and 7);

• Single Minute Exchange of Dies (SMED)
• Spaghetti Diagrams
• MTM Analysis
• Layout location selection with AutoCad
• Workload Analysis
• Shift Machine Tracking.

work will be done.

Conclusion and Future Works

Future studies will be aimed at increasing the performance of the operator, making
measurements onmultiplemachines in the productionof injector nozzlesmodel using
different techniques determined in this study.As a continuation of this study, datawill
be collected by the operator from the ongoing measurement processes. The obtained
data will be evaluated by using the techniques determined in this study. The operator
loadwill be analyzed primarily, and the improvementwill be provided to the results to
be obtained. Secondly, it will be discussed whether different techniques determined
to improve the measurement process of the injector nozzles model, such as SPC
techniques, simulation, SMED technique, spaghetti diagram, and so on techniques
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are accurate. By using the techniques listed below, the bottlenecks that may occur
during the measurement process will be recognized, thereby preventing performance
losses from bottlenecks.

• Sensitivity analysis of performance measures
• Analytic Hierarchy Process (AHP)
• Comparison of Discrete Event Simulation Modelling with current and future

situation
• Identification of Improvement Potentials.

The use of simulation techniques in the production of the injector nozzlemodule is
applied as a successful technique in increasing operator performance inmeasurement
processes. Within the framework of the simulation technique, product, process, and
system design can be made, and the configuration can be tested and approved. The
system can be modeled and analyzed with the simulation program, and forecasting
alternative models to the system can be provided.

In real life, it can be impossible or too costly to observe any system or sequence
of operations. The system observed can be so complex that it may be impossible to
define this system with mathematical equations and to obtain predictive analytical
solutions for system operation. Even if the mathematical model of the system under
consideration can be established, the analytical techniques required to solve the
model may be insufficient. Experiments to verify mathematical models that define
the system can be either impossible or too costly.
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Two Scheduling Rule Comparisons
for Operations of Shuttles in Tier-to-Tier
SBS/RS

Melis Kucukyasar and Banu Yetkin Ekren

Abstract The aim of this paper is to study and compare two different scheduling
rules for operations of transactions in shuttle-based storage and retrieval system
(SBS/RS) to observe how scheduling rule affects the system performance. SBS/RS
is one of the emerging automated warehousing technologies mostly utilized by large
distribution centers due to its advantages of fast transaction process rate. Although
the increased transaction rate is because of the system (warehouse) design of having
multiple numbers of autonomous shuttles in the system, operational rules such as
scheduling of waiting transactions in queues may also play a significant role in
increasing the system performance. For this purpose, we implement first-in-first-out
(FIFO) and shortest processes (i.e., travel) time scheduling rules for selectingwaiting
transactions in shuttle queues to investigate how these rules affect the performance of
the system. We simulate the system under different racking designs and arrival rate
scenarios and observe the system performance metrics in terms of average cycle time
(e.g., throughput rate) and average energy consumption per transaction, separately.
The results suggest that the SPT scheduling rule outperforms FIFO rule, especially
for the throughput rate performance metric.

Keywords Shuttle-based storage and retrieval system · Tier-to-tier SBS/RS ·
Automated warehousing · SBS/RS ·Warehousing

Introduction

Recent increased competition and customer-oriented supply chain management have
created the requirement of quick response time for demand in companies. Recent
technological developments allow autonomous operations in industries that could
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result in increased efficiency and productivity, as well as decreased error rates and
lead times.

In automated warehousing technologies, there are several studies [1–5]. Shuttle
based storage and retrieval systems (SBS/SR) is one of the extensively utilized tech-
nologies preferred as an alternative design to mini-load storage and retrieval system
in e-commerce. SBS/RS is capable of efficiently meeting the recent demand profile
with high variability and low volume requesting for short response time. Lehrer et al.
[6] showed that SBS/RS works with a high throughput rate by reduced cycle time
compared to its simulants. They focus on a traditional tier-captive SBS/RS design
in which each tier of the racking system has a dedicated shuttle. Differently, in this
paper, we study a tier-to-tier SBS/RS design where shuttles are not tier-captive and
can travel between tiers. The advantage of this tier-to-tier design is the decreased
investment cost due to the decreased total number of shuttles in the system.

In literature, mostly tier-captive SBS/RS design is studied. One of the earliest
studies has been completed byCarlo andVis [7]. They represented a heuristic solution
approach for scheduling of lifts in an SBS/RS warehouse consisting of a conveyor
system, non-passing lifts and multiple shuttles that are dedicated to specific single
tiers in an aisle. They develop two functions for the sequencing of the requests.
Wang et al. [8] conducted a time-based algorithm to sequence tasks by using a
mathematical modeling approach for tier-captive design. A non-dominated genetic
algorithm was used to determine the optimal solution. Lehrer et al. [9] introduced
an analytical travel time model by considering characteristics of shuttles and lifting
mechanisms by including acceleration, deceleration, andmaximum velocity profiles.
They develop the models for both single and dual command scheduling rules in
the system. Ekren et al. [10] studied an analytical-based tool that can estimate the
mean and variance of travel time of lifts and shuttles per transaction for tier-captive
system design. That tool can also estimate the mean energy consumption and mean
energy regeneration per transaction based on the velocity profiles of shuttles and lifts.
Recent studies are carried out by Ekren [12]. In Ekren [11], the author performs a
statistical experimental design analysis to determine the significant factors affecting
some critical systemperformancemetrics from the studied SBS/RS. The results show
that the most significant factor is the number of aisles design factor in the warehouse.
In Ekren [12], the author studies warehouse design by a multi-objective optimization
procedure by considering both energy consumption and cycle time performance
metrics in the system.

There are few studies in the literature studying tier-to-tier SBS/RS. Ha and Chae
[13] studies a tier-to-tier SBS/RS and compare two operation approaches of shut-
tles called free and non-free balancing. They are developed to prevent collisions of
shuttles. Then, they proposed a decision model to determine the number of shut-
tles in the tier-to-tier system design [14]. Finally, Zhao et al. studied an integer
programming scheduling model to minimize the idle time of the lifting mechanism
and shuttles in tier-to-tier system design by using simulation-based optimization
software [15]. This study is the lack because it solely considers retrieval transactions
in the system. Different from the existing studies, we study scheduling rule in tier-
to-tier SBS/RS to compare how the two performance metrics, average cycle time,
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and energy consumption per transaction, are affected. We test the performance of the
system under different racking designs.

Methodology

In a tier-to-tier SBS/RS system design, there is less number of shuttles than the
number of tiers that exist in an aisle. Shuttles are aisle-captive, meaning that they
cannot travel between aisles. However, they are allowed to travel between tiers in
their dedicated aisle by using a lifting mechanism located at the end of each aisle.
There are two liftingmechanisms in the system, one of which performs vertical travel
for loads, and the other performs vertical travel for shuttles. The system details, along
with the simulation assumptions, are given in the below section.

System Definition

Figure 1 shows the side and the top view of an aisle for the studied tier-to-tier SBS/RS
design. According to that, the Lift 1 mechanism performs travel for loads (i.e., totes),
and the Lift 2 mechanism performs travel for shuttles. Namely, shuttles use Lift 2 in
Fig. 1, to travel to other tiers. Note that there are two storage sides in each tier located
at the left and right sides. Two types of transactions arrive at the system, storage,
and retrieval transactions. Storage refers to the storage of incoming items in racks.
Retrieval refers, retrieving the items from storage racks to ship them for customers.

Fig. 1 The physical configuration of a tier-to-tier SBS/RS
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In the racking system, it is assumed that each bay can hold a single tote. Lift 1 is
assumed to have two separate lifting tables that can travel independently. Lift 2 and
shuttles can carry a single shuttle and tote, respectively.

The other assumptions are considered in the simulation model are as follows:

• Incoming transactions arrive at the Input/Output (I/O) points at the first tier of
each aisle.

• To process the storage transactions, first, totes are dropped-off by Lift 1 at the
buffers. Then, they are picked up by shuttles to be stored in their bay addresses.

• In retrieval transactions, totes are dropped-off by shuttles at the buffers. Then,
they are picked up by Lift 1 to be released at the I/O point.

• If a transaction is in the first tier, Lift 1 is not utilized.
• The buffers at each tier can hold three totes at a time.
• Dwell point policy of lifts and shuttles is assumed to be the point where they

complete their last process.
• When a shuttle is assigned for a transaction located at a tier different than the

shuttle’s current tier, the shuttle travels to the Lift 2 location immediately while
it also enters the Lift 2 queue to seize it.

• To prevent the collisions of shuttles at the same tier, a single shuttle is allowed to
travel within a tier.

• Storage and retrieval transactions are created with equal probability distributions.
The mean arrival rate follows a Poisson distribution.

• Lift and shuttle acceleration and deceleration delays are considered to be 2m/sec2.
The maximum velocity that they can reach are also determined to be 2 m/sec.

• A pure random storage policy is considered.
• Loading and unloading time delays for totes are ignored.
• Distance between two adjacent bays and distance between the buffer area and

the first bay is equal and 0.5 m in each tier. Besides, the distance between two
adjacent tiers is equal and 0.35 m.

• The weights of a shuttle, Lift 1, Lift 2 and tote is considered to be 40 kg, 60 kg,
60 kg, and 20 kg, respectively.

Table 1 shows the notations that are used in the system description. The simulation
flow charts of the system are given in Fig. 2. Note that, FIFO and SPT scheduling
rules are run for the same system, separately.

Note that there is three number of queues in the system: Lift 1, Lift 2, and shuttle
queue. An available shuttle first selects a transaction by the scheduling rule. In an
effort to prevent collisions of shuttles, first, the shuttle checks whether or not there
is another shuttle running at the targeting tier. If there is, it releases that selected
transaction and process a new one. If a shuttle requires Lift 2, it enters its queue
immediately while it also travels to its location. Lift 2 processes the waiting shuttle
by the considered scheduling rule, FIFO, or SPT. When a shuttle arrives at a tier for
a transaction to process, that transaction also enters the queue of Lift immediately,
if it is not at the first tier. Lift 1 queue is also processed based on the considered
scheduling rule.
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Table 1 Notations for performance metrics and parameters

Notation Description Unit

T Average cycle time sec/transaction

EC Average energy consumption kWh/transaction

ER Average energy regeneration kWh/transaction

E Average net energy consumption kWh/transaction

λ Mean arrival rate Number of transactions/month

US Average shuttle utilization %

UL1 Average Lift 1 utilization %

UL2 Average Lift 2 utilization %

ti i-th transaction at the transaction queue

sj j-th shuttle

Ai 0, if there is no shuttle at the i-th transaction tier
address; 1, otherwise

Note that awaiting transaction does not enter the Lift 1 queue until a shuttle arrives
at that transaction’s tier address. The simulation model is run for forty days with ten
dayswarm-up period. Thewarm-up period is determined by the eye-ball technique by
checking the average cycle time of the transaction performance metric. Verification
is done by debugging the codes as well as animating the model. The validation is
done by checking the simulation model results by an expert. Performance metrics
are calculated for the averages of five independent replications, and they are given
in the following sections with their 95% confidence intervals.

Performance Metrics of the System

The performance of the system is evaluated in terms of average cycle time, average
energy consumption, and average energy regeneration per transaction. Since shuttles
are mostly the bottleneck, we run each scenario under 90%, 95% and 98% average
utilization values of shuttles by adapting the arrival rates accordingly. Namely, based
on the utilization value scenarios, we increase or decrease the arrival rate so that
we could obtain the desired average utilization levels for the shuttles. By that, we
observe how high throughput rates can be obtained by the regarding scheduling rules.
Under the same utilization levels, we compare the throughput rates of the scheduling
rules. In other words, the cycle time performance metric is treated as the throughput
rate in the evaluation procedure by fixing the utilization levels in the system. Energy
regeneration is the reproduced energy by the decelerated shuttles and lifts. In this
work, we assume that there is a regeneration mechanism in the system [10].
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Fig. 2 Flow chat of tier-to-tier SBS/RS

As mentioned previously, to reach the objective average utilization for shuttles
(i.e., 90, 95 and 98%) arrival rates are adjusted. Experiments are done for two ware-
house design scenarios: 15 tiers, 50 bays: and 25 tiers of and 30 bays. A single-aisle
is simulated by assuming that the mean arrival rate is the same for each aisle by the
random storage policy. The number of the shuttle is considered to be five shuttles
for both warehouse designs. We consider the average net energy consumption as a
performance metric by decreasing the energy regeneration amount from the average
consumed energy, as shown by (1).

E = EC − ER (1)
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Scheduling Rules, FIFO and SPT

Remember that two scheduling policies are tested for each queue. These are FIFO
and SPT scheduling rules. FIFO processes the transactions according to the first-
come, first-serve rule. For SPT, the shuttle queue evaluates the waiting transactions
according to their tier addresses. Namely, the shuttle selects the transaction whose
tier address is closest to its current tier. However, if there is currently a shuttle running
at that tier, it considers the following closest transaction. The lift queues also process
the transactions based on the shortest distance travel.

Design Scenarios

In this study, two warehouse designs with 15 tiers and 50 bays, 25 tiers, and 30 bays
with 5 shuttles are considered to analyze the effect of scheduling rules on different
physical configurations. Hence, the total tote capacity for each aisle is fixed as 750
bays. In addition to this, scheduling rules are applied for both physical configurations
with three different arrival rate scenarios where we could obtain average utilization
values for shuttles to be 90, 95 and 98%, separately. Table 2 shows a summary of the
conducted experiments.

Table 2 Conducted experiments

Design No. Number of
tiers

Number of
bays

Number of
shuttles

Scheduling
rule

Shuttle
utilization (%)

1 15 50 5 FIFO 90

95

98

SPT 90

95

98

2 25 30 5 FIFO 90

95

98

SPT 90

95

98
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Results

Remember that Table 2 experiments are run for 40-dayswith 10-dayswarm-up period
for 5 independent replications. Table 3 summarizes the results at 95% confidence
intervals for Design 1 and Design 2, separately. Note that the λ values represent the
value for a single aisle.

Table 3 results are also summarized by Figs. 3 and 4 graphes. From the results,
it is observed that in terms of the throughput rate performance metric, SPT always
works better (Fig. 3). Moreover, energy consumption per transaction has decreased
dramatically in the SPT rule against the FIFO rule when the throughput rate is high.
In addition, in terms of the energy consumption performancemetric, Design 1 always

Table 3 Simulation results for the conducted experiments

Design
No.

Scheduling
rule

US (%) λ (transaction/month) T (sec) E (kWh/transaction)

1 FIFO 90 720,000 37.89 ± 0.33 2.31E-03 ± 2.05E-06

95 751,304 54.17 ± 1.00 2.31E-03 ± 1.37E-06

98 773,731 103.99 ± 3.16 2.31E-03 ± 1.71E-06

SPT 90 773,731 29.39 ± 0.04 1.98E-03 ± 1.72E-06

95 836,129 34.23 ± 0.09 1.86E-03 ± 2.12E-06

98 893,793 41.02 ± 0.05 1.72E-03 ± 1.40E-06

2 FIFO 90 674,122 48.04 ± 1.14 3.38E-03 ± 1.60E-06

95 696,774 76.7 ± 2.69 3.38E-03 ± 1.34E-06

98 710,137 137.1 ± 10.96 3.38E-03 ± 2.04E-06

SPT 90 740,571 30.67 ± 0.12 2.98E-03 ± 2.85E-06

95 810,000 38.16 ± 0.19 2.77E-03 ± 4.82E-06

98 864,000 49.03 ± 0.25 2.56E-03 ± 4.07E-06

 650
 675
 700
 725
 750
 775
 800
 825
 850
 875
 900
 925
 950

89% 91% 93% 95% 97% 99%

λ
(t

ra
ns

ac
tio

n/
m

on
th

) Th
ou

sa
nd

s

Shuttle Utilization

FIFO for
Tier=15; Bay=50

SPT for Tier=15;
Bay=50

FIFO  for
Tier=25; Bay=30

SPT for Tier=25;
Bay=30

Fig. 3 Shuttle utilization versus throughput rate per month (λ) results
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Fig. 4 Average net energy consumption per transaction (E) versus throughput rate per month (λ)
results

works better (Fig. 4). Note that Design 1 has less number of tiers in the system than
Design 2. Hence, it can be concluded that the increased number of tiers increases
energy consumption in the system.

Discussion and Conclusion

In this paper, we study two different scheduling rules for operations of transac-
tions in tier-to-tier shuttle-based storage and retrieval system (SBS/RS) to observe
how scheduling rule affects the system performance. We implement first-in-first-
out (FIFO) and shortest processes (i.e., travel) time scheduling rules for the process
of waiting transactions in shuttle queues. We simulate the systems under different
racking designs and observe the system performance in terms of average cycle
time (or throughput rate) and average energy consumption per transaction, sepa-
rately. We conduct 12 different experiments based on scheduling rules, warehouse
designs, and utilization levels of shuttles. The results suggest that the SPT scheduling
rule outperforms FIFO rule, especially in average cycle time performance metrics
(i.e., throughput rate). The results show that there are no remarkable differences in
energy consumption per transaction by the change of shuttle utilization in FIFO rule.
However, in SPT rule, there is a descending trend by the increased shuttle utilization.
Therefore, SPT rule provides an advantage for reduced energy consumption on high
shuttle utilization.

There is a trade-off between cycle time and energy consumption per transaction
since high utilization also causes high cycle time. Moreover, it is shown that a low
number of tiers warehouse design options work well from the energy consumption
point of view against the cycle time per transaction point of view.
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As future work, this study can be extended by considering more scheduling rule
policies as well as dynamic operating rules by considering the agent-based modeling
approach in the system.
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Urban Transportation Planning Model
for Long Term Refugee Camps
Development: Case of Naher El Bared
Camp in Lebanon

Nabil Nehme and Hani AlNaghi

Abstract This paper investigates the urban transportation planning framework
related to long term refugee camps and their integration with the surrounding areas.
The research considers the case of Naher El Bared Camp (NBC) in North Lebanon.
First, the transport study for NBC before 2007 is analyzed via implementing the
four steps model and performing a micro analysis using Emme regional transporta-
tion model linked with ArcGIS and Synchro software for signalized intersection
traffic analysis. Then, a new transport model for the year 2030 is developed subject
to several to social, economic, land use, and political constraints. This paper is the
first documented study that investigates urban transportation planning for long term
refugee camps in the Middle East region countries.

Keywords Four steps model · EMME · Urban transportation planning · Transport
model camp · Long term refugee camp

Introduction

The Naher El Bared Camp (NBC) is one of the 58 recognized Palestinian refugee
camps spread between Lebanon, Jordan, Syria, the West Bank, and the Gaza Strip.
The area is known as the “Old Camp,” has an area of approximately 0.2 km2, and
was first created in December 1949 by non-profit humanitarian organizations, such
as the RedCross, to host more than 5000 Palestinian refugees. However, the NBC has
expanded over the years and transformed from a temporary ‘tent-site’ into a hyper-
congested mass of multi-story buildings, characterized by concentrations of poverty
and extreme overcrowding [1]. In the summer of 2007, a battle started between the
LebaneseArmed Forces and an Islamistmilitia group called Fateh al-Islam and lasted
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for three-and-a-half months inside NBC. During this battle, the majority of the camp
was destroyed, and the adjacent municipalities were also affected. Before the battle,
NBC was the second most populous Palestinian refugee camp in Lebanon, with a
population of more than 30,000 persons [2–4].

In 2008, funded by the United Nations Development Programme (UNDP) and the
United Nations Reliefs and Works Agency for Palestine in the Near East (UNRWA),
an assessment and planning unit for the camp’s reconstruction was established and
has successfully guided the camp residents to develop a reconstruction plan [5–
7]. This traffic impact assessment was required to assist the planning unit and to
establish a satisfactory level of service in the proposed master plan for the horizon
year of 2030. This assessment followed the procedure that is recommended by the
Directorate General of Urban Planning in Lebanon. In some instances, information
beyond the guidelines is provided in this study.

The NBC is located 16 km away from the city of Tripoli along the northern coast
of Lebanon, in the Mhammara cadastral region of the Akkar Caza. It is bounded by
the Bared River from the South, the Tripoli-Syria highway from the East, El Aabdeh
junction from the North, and the Mediterranean Sea from the West [6, 8]. Figure 1
illustrates the general location map of Naher el-Bared and highlights the location of
the new camp compared to the new camp. The NBC “Old Camp” is referred to as
the geographical area before 2007, and the “New Camp” is composed of the “Old
Camp” in addition to nine traffic zone sectors added after the expansion of the camp
in 2007. The study area and the road network are represented in Fig. 2.

Prior to the 2007war, theNBC sitewas amixed-use development along a commer-
cial spine, the main road extending from El-Minieh Sea Road to El-Aabdeh Round-
about. Two-third of the population were living in the dense “Old Camp” (population
of 21,587 persons in a 0.2 km2) while the “New Camp” included large areas of
agricultural fields with a lower population density (population of 12,155 persons
in a 1.13 km2). In addition, the site included a total of 2741 non-residential units
(commercial and institutional). Figure 3 illustrates sector divisions of the camp area,
and Fig. 4 illustrates the spatial distribution of the non-residential units throughout
the camp area. The total population reported was estimated to be 33,729 persons,
with a total of 2,741 non-residential units. The detailed breakdown of residential
populations and non-residential units for each of the sectors is presented in Table 1.

After the end of military operations, a preliminary master plan was developed to
reconstruct NBC between the UNRWA and the community-based Nahr el-Bared
Reconstruction Commission for Civil Action and Studies [5]. This preliminary
master plan has six objectives. The first objective is to replicate the camp’s land-
marks. The second objective is to improve the camp’s environment. The third objec-
tive is to enhance the urban infrastructure. The fourth objective is to improve the
access by (i) establishing new pedestrian walkways, (ii) increasing the parking space
outside the camp, and (iii) prohibiting vehicular access to residential blocks. The
fifth objective is to expand the road and pedestrian networks by (i) reconstructing the
road networks, (ii) widening the main road to 12 m and secondary roads to 6 m, (iv)
widening alleyways to 4.5 m for pedestrian access to the residential building blocks,
and (v) increasing parking capacity. The sixth objective is to enhance emergency
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Fig. 1 General location of Naher El Bared camp

services by restricting specific roads to emergency services such as ambulances and
fire trucks.

The reconstruction of the completely destroyed “Old Camp” consists of 4,705
residential units and 901 non-residential units (communal and commercial) in addi-
tion to the “New Camp” infrastructure, and related infrastructure works in the adja-
cent areas, including utility connections. The “Old Camp” reconstruction work was
divided into eight packages. Figure 5 illustrates the “Old Camp” reconstruction plan
layout and the corresponding blocks for each package.

The paper is structured as follows. Section 2 presents a brief review of the relevant
literature. In Sect. 3, the current traffic conditions are generated and analyzed using
the four steps model. In Sect. 4, the future traffic condition is forecasted, based on the
four steps model generated in Sect. 3, using Emme/2 software. Section 5 concludes
the paper and proposes future recommendations.
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Fig. 2 Road network and the study area

Literature Review

Damme [9] discussed, for the first time, the transformation of refugee camps to
permanent or long term camps, more than thirty years, by considering the cases of
Goma and Guinea camps in Africa. Damme argued that the refugee, in this case,
becomes completely dependent on outside help, and the cost per refugee is more
than the gross national product per head of the host country. Damme differentiated
between giant camps and small camps and discussed the high cost of operations and
maintenance of long terms refugee camps. It is worth noting that in the literature,
there is no documentation of any transportation planning study for refugee camps,
especially for small permanent refugee camps such as Naher el-Bared refugee camp
(NBC), where the population is less than 50,000. Therefore, this literature review is
limited to transportation plans and mobility inside ‘small cities.’
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Fig. 3 NBC sectors

Fig. 4 Distribution of
commercial units

Anderson et al. [10] developed a newmethodology to predict external trip circula-
tions in small cities. The authors identified the impact of roadway infrastructure and
nearby cities on a small community traffic flow. They developed a statistical regres-
sion model using SPSS by taking as parameters: the origin and destination stations,
the average daily traffic, the number of lanes, the nearby major city, the percent of
trucks, the route continuity, and internal-external factors. First, they used a stepwise
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Table 1 Breakdown of
population and
non-residential units

Sector Population Non-residential
units

Old camp 21,578 898

New camp A’ 820 55

B’ 1037 280

C’ 245 103

E’ 2523 254

A 1273 125

B 1101 81

C 2441 276

D 293 122

E 2418 514

UNRWA
compound

– 33

Sub-total 12,151 1,843

GRAND total 33,729 2,741

regression model that included four variables: average daily traffic at the destination
station, the nearby major city at the destination station, the route continuity between
origin and destination stations, and internal-external factor for a condition when
origin station is the same as the destination station. Then, a multiple regression anal-
ysis was performed using the four variables to determine the percent trip between
every station. The proposed model was able to forecast 56% of the external trip
data with an error of less than 20% compared to the National Cooperative Highway
Research Program (NCHRP) model that predicted only 50% of the external trip data
with the same error margin.

Moreover, Autunes et al. [11] discussed a new accessibility maximization
approach to the inter-urban road network for long term planning. The authors devel-
oped a nonlinear combinatorial optimizationmodel tominimize the travel time across
the facilities by considering no action for the current connection, construction of new
connection, and link improvement as decision variables. The traffic flows were esti-
mated based on the four steps model, and the model considered accessibility and
budget constraints. The authors used heuristic solutions, such as local search and
simulated annealing to solve the model.

Drezner and Wesolowshy [12] analyzed the network design problem by formu-
lating a multi-objective function model to minimize construction and transportation
costs. The transportation cost was based on traffic and demand service generated.
The authors did not consider the volume of traffic on each link. They used a descent
algorithm, simulated annealing, tabu search, and a genetic algorithm as a solution
methodology. In addition, Bigotte et al. [13] maximized the accessibility to facilities
via promoting center and links to a higher hierarchy. They formulated an optimiza-
tion model to minimize the overall summation for the movement of people in terms
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Fig. 5 Packages of the reconstruction of the old camp

of the total travel time. But the maximum capacity or the peak of the flow was not
considered in the proposed model. The authors used a three-steps heuristic solution
methodology similar to Nested Partition Algorithm.

Bose [14] studied the mobility for refugees settling in a non-traditional immi-
grant destination in Vermont, a state located in the northeastern side of the United
States of America. The methodology used is based on a multi-year qualitative study
of travel behavior preferences. The results of this study supported the hypothesis
that lack of accessibility for refugees decreases their economic growth, deteriorates
their medical health, and creates barriers to self-empowerment, acculturation, and
integration within the new society.

Cetinkaya et al. [15] developed a Geographic Information System (GIS) based on
a multi-criteria decision analysis model for refugee camps in southeastern Turkey to
accommodate Syrian refugees. The authors used a fuzzy analytic hierarchy process
to rank indicators generated from their developed GIS model. Fifteen new refugee
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camp locations are presented to replace the current camps allocated to Syrian refugees
in southeastern Turkey. Gemenetzi [16] studied the evolution and the planning of
Thessaloniki city in Greece after the Syrian refugee crisis in Europe. The author
discussed the role of spatial planning in changing the geographyof the city.According
to Gemenetzi [16], Thessaloniki city has to adopt one of two options to respond to
the Syrian refugee inflow in Greece. The first option is to follow passive pre-crisis
strategies, which will transform Thessaloniki into an isolated city from geopolitical
and economic perspectives. The second option is to adopt a radical resilience policy to
frame the city’s geography and ensures discursive narratives of strategic adaptability.

Current Traffic Conditions

Current Road Network

The Naher El Bared Camp (NBC) is adjacent to the Tripoli-Syrian Border highway,
which is an international road with dual carriageway, two lanes per direction, and can
be accessed through six access points as illustrated in Fig. 6. The six access points
are (1) El-Aabdeh main entrance, (2) El-Mhammara entrance, (3) El-Minieh Sea
Road entrance (bridge), (4) El-Mhammaraminor and limited entrance, (5) Pedestrian
Bridge on the Petrol Line and (6) Pedestrian Bridge on the Rail Line. The NBC
internal road network is mainly the commercial spine (CampMain Road connecting
the Minieh Sea Road with El-Aabdeh interchange), which intersects several minor
transverse roads and a narrow Sea Front Road that is poorly paved. In addition, the
abandoned rail line and petrol line right of ways are paved with base coarse and are
used as parking and internal access roads.

Traffic Counts

In order to estimate traffic flows in and around the project site, previous traffic counts
data that were collected at various locations for the years 1998, 2001, and 2005 were
adopted in this study [8]. The traffic counts locations are illustrated in Fig. 7 and
includes: (i) TMC (Turning Movement Counts) over 14 h at two intersections: El-
Aabdeh Roundabout, and El Mhammara intersection, (ii) ATC (Automatic Traffic
Counts) over a whole week on the highway adjacent to the CAMP, and (iii) MCC
(Manual Classified Counts) at all TMC and ATC locations.

The automatic traffic counts ATC1 were collected during the years 1998, 2001,
and 2005, using electronic counters that were installed for 7 days and provide hourly
traffic variation for every day of the week. The average week’s daily traffic (AWDT)
was estimated to be 31,386 vehicles divided equally between the South Bound and



Urban Transportation Planning Model for Long Term Refugee … 109

Fig. 6 Road network and site accessibility

the North Bound. The summary of the average daily traffic counts of the various
years is presented in Table 2.

It can be noted that between the years 1998 and 2001, the yearly growth (around
9%) was higher than the years between 2001 and 2005 (around 2%). In fact, the
Council of Development and Reconstruction report [17] has adopted a yearly growth
factor of 2.5% for the forecast of the years 2010, 2015, and 2020. Therefore, the
yearly growth factor of 2.5% was adopted in this study. Hourly traffic variation of
the Tripoli-Syria Highway from the ATC1 counts for the year 2006 are presented in
Fig. 8, showing the morning peak to be the highest (Total both directions of 2300
vehicles per hour being 10% of the total daily traffic). In addition, Fig. 9 represents
hourly traffic variation of the camp-related traffic (from TMC1 and TMC2) indicates
a noon peak hour of (approximately 8% of the total daily traffic).

Turning movement counts at TMC1, located at El- Aabdeh Intersection, are
reported in Table 3. A total of 31,796 turning movements were reported at this TMC
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Fig. 7 Locations of traffic counts

Table 2 ATC1-average week
daily traffic

Year SouthBound NorthBound TOTAL

1998 11,410 11,053 22,463

2001 14,347 14,848 29,195

2005 15,693 15,693 31,386

over the four different bounds (East, South, West and North) divided as follows.
18,552 for passenger car, 5,437 for Taxi, 4,128 for Van and Minibus, 162 for Bus,
2,517 for Light Truck, 233 for Medium Truck, 418 for Heavy Truck and 348 for
other types of vehicles.

Turning movement counts at TMC2, located at El-Mhammara Intersection, are
reported in Table 4. A total of 26,621 turning movements were reported at this TMC
over the four different bounds (East, South, West, and North) divided as follows.
14,182 for passenger car, 5387 for Taxi, 3780 for Van and Minibus, 195 for Bus,
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Fig. 9 Hourly variation of the camp-related traffic

Table 3 Turning movement counts at El-Aabdeh intersection (TMC1)
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Table 4 Turning movement counts at El-Mhammara intersection (TMC2)

2264 for Light Truck, 185 for Medium Truck, 482 for Heavy Truck and 146 for
other types of vehicles.

Trip Generations

External traffic accessing the site from El-Aabdeh and El-Mhamara intersections
(access points 1 and 2, respectively), as illustrated in Fig. 6 are available from the
turning movement counts and are shown in Table 5. The Minieh Sea Road (access
point 3) traffic was conservatively assumed to be equivalent to 20% of the total
of both access points 1 and 2. The internal trips are mostly pedestrian trips due
to low car ownership, parking constraints, and most destinations are within walking
distance (schools and high density residential/commercial developments). Therefore,
internal vehicular trips were conservatively estimated to be equivalent to 20% of the
total external trips.

Table 5 Study area daily trip
generations

Approach Total Ext. Split (%)

El Aabdeh approach 9505 78

El Mhammara approach 1590 13

Sea road approach 1110 9

Total external trips 12,205 100

Internal trips 2,441

Total trip generation 14,645
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The total daily vehicular trip generation for the new and old camp area for the
year 2006 is estimated to be 14,645 trips, assuming no additional through traffic due
to the configuration of the road network. The population of this area is estimated
to be around 33,000 persons and includes more than 2300 non-residential units
(commercial and institutional). A daily vehicular person trip generation/attraction
rate is estimated to be 0.44 trips/person/day for the NBC.

The total daily vehicular trip generation for the new and old camp area for the
year 2006 is estimated to be 14,645 trips, assuming no additional through traffic due
to the configuration of the road network. The population of this area is estimated
to be around 33,000 persons and includes more than 2300 non-residential units
(commercial and institutional). A daily vehicular person trip generation/attraction
rate is estimated to be 0.44 trips/person/day for the NBC.

Trip Distributions

External trip distribution was generated using the results of the turning movement
counts, while the internal trip distribution was estimated proportionally based on
population densities of each sector and assuming negligible friction factor inside the
camp for a gravity model. The peak hour trip distributions are illustrated in Fig. 10.
The study area is then represented in 19 Traffic Analysis Zones (TAZ), being 14
internal TAZs for NBC and 5 external TAZs as illustrated in Fig. 11. The distribution
of the 3,774 peak hour trip generations distributed as follows: 2346 trips external
to external trips, and 1428 trips related to NBC internal as external as indicated in
Fig. 1. Then, trip generations were expanded into a full Origin-Destination (OD)
matrix based on the 19 TAZs, as shown in Table 6.

Mode Choice

Results generated from the manual classified counts on the roads entering/exiting
the camp area from TMC1 and TMC2 are summarized in Table 7. The percentage of
total vehicles traffic distributions were deduced as follows (1) Passenger Car: 61.8%,
(2) Taxi and Service (Jetni): 14.7%, (3) Van and Minibus: 11.7%, (4) Bus: 0.3%, (5)
Pickup and Light Truck: 8.5%, (5) Medium Truck: 1.1%, (6) Heavy Truck: 0.6%
and (7) Other type of vehicles: 1.2%.

Trip Assignment

The traffic assignment model developed in this study takes into account the urban
specifications of the Naher El-Bared Camp, including trip generation, internal road
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Fig. 10 NBC peak hour trip distribution
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1 Old Camp A
2 Old Camp B
3 Old Camp C
4 Old Camp D
5 New Camp A'
6 New Camp B'
7 New Camp C'
8 New Camp E'
9 New Camp A
10 New Camp B
11 New Camp C
12 New Camp D
13 New Camp E

14 UNRWA Com-
pound
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R
N

A
L 15 Sea Road

16 Tripoli Road
17 El Mhammara
18 Halba Road

19 Syrian Road

Fig. 11 Traffic analysis zones
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Table 6 Expanded OD matrix
O/D 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 TOTAL
1 7.38 4.56 5.32 0.98 1.25 0.27 3.04 1.52 1.30 2.93 0.33 2.88 1.19 3.26 68.44 3.42 65.13 18.50 192
2 7.38 3.95 4.61 0.85 1.08 0.23 2.63 1.32 1.13 2.54 0.28 2.49 1.03 2.82 59.28 2.96 56.42 16.04 167
3 4.56 3.95 2.85 0.52 0.67 0.14 1.63 0.81 0.70 1.57 0.17 1.54 0.64 1.74 36.61 1.83 34.85 9.90 105
4 5.32 4.61 2.85 0.61 0.78 0.17 1.90 0.95 0.81 1.83 0.20 1.80 0.75 2.03 42.73 2.13 40.65 11.55 122
5 0.98 0.85 0.52 0.61 0.14 0.03 0.35 0.17 0.15 0.34 0.04 0.33 0.14 0.37 7.85 0.39 7.47 2.12 23
6 1.25 1.08 0.67 0.78 0.14 0.04 0.44 0.22 0.19 0.43 0.05 0.42 0.17 0.48 10.03 0.50 9.54 2.71 29
7 0.27 0.23 0.14 0.17 0.03 0.04 0.10 0.05 0.04 0.09 0.01 0.09 0.04 0.10 2.18 0.11 2.07 0.59 6
8 3.04 2.63 1.63 1.90 0.35 0.44 0.10 0.54 0.46 1.05 0.12 1.03 0.43 1.16 24.41 1.22 23.23 6.60 70
9 1.52 1.32 0.81 0.95 0.17 0.22 0.05 0.54 0.23 0.52 0.06 0.51 0.21 0.58 12.21 0.61 11.62 3.30 35
10 1.30 1.13 0.70 0.81 0.15 0.19 0.04 0.46 0.23 0.45 0.05 0.44 0.18 0.50 10.46 0.52 9.96 2.83 30
11 2.93 2.54 1.57 1.83 0.34 0.43 0.09 1.05 0.52 0.45 0.11 0.99 0.41 1.12 23.53 1.18 22.40 6.37 68
12 0.33 0.28 0.17 0.20 0.04 0.05 0.01 0.12 0.06 0.05 0.11 0.11 0.05 0.12 2.62 0.13 2.49 0.71 8
13 2.88 2.49 1.54 1.80 0.33 0.42 0.09 1.03 0.51 0.44 0.99 0.11 0.40 1.10 23.10 1.15 21.98 6.25 67
14 1.19 1.03 0.64 0.75 0.14 0.17 0.04 0.43 0.21 0.18 0.41 0.05 0.40 0.46 9.59 0.48 9.13 2.59 28
15 2.66 2.30 1.42 1.66 0.31 0.39 0.08 0.95 0.47 0.41 0.92 0.10 0.90 0.37 21.36 1.07 20.33 5.78 61
16 71.04 61.54 38.01 44.34 8.14 10.41 2.26 25.35 12.67 10.86 24.43 2.71 23.98 9.95 27.15 28.51 543.04 154.24 1,099
17 3.47 3.01 1.86 2.17 0.40 0.51 0.11 1.24 0.62 0.53 1.19 0.13 1.17 0.49 1.33 27.90 26.55 7.54 80
18 64.26 55.66 34.38 40.11 7.37 9.41 2.05 22.92 11.46 9.82 22.10 2.46 21.70 9.00 24.56 516.18 25.79 139.51 1,019
19 26.48 22.95 14.17 16.53 3.04 3.88 0.84 9.45 4.72 4.05 9.11 1.01 8.94 3.71 10.12 212.78 10.63 202.48 565

TOTAL 201 175 110 127 24 30 7 74 37 32 71 8 70 29 79 1,111 83 1,109 397 3,774

Table 7 Results of the
manual classified counts

Vehicle type %

Passenger Car 61.8

Taxi/Service 14.7

Van/Minibus 11.7

Bus 0.3

Pickup/light truck

Medium truck 1.1

Heavy truck 0.6

Other vehicles 1.2

Total 100

network, and connections with the external area-wide road network. The modeling
framework and software used are Emme/2 regional transportation model linked with
ArcGIS and Synchro7 for signalized intersection traffic analysis. The analysis was
performed for the year 2006, before the war, noon peak hour period, and the Emme/2
assignment output is presented in Fig. 12.

Traffic Analysis

Results of the 2006 assignment revealed that road links were operating with a low
to moderate Volume-to-Capacity (V/C) ratio. The highest ratio reported was 500
vehicles per direction on the Camp Main Road, and congestions were observed on
junctions, namely themajor junction, as shown in Fig. 14. This junction is a four-way
unsignalized intersection with the north-south approaches staggered at a distance.
Then, Synchro software was used to analyze this junction, and the output is presented
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Fig. 12 Emme/2 assignment output

in Fig. 13. This junction was modeled as two 3-way intersections, and the LOS (level
of service) was deduced to be F.

Fig. 13 Synchro output for
the main camp junction
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Fig. 14 Emme/2 assignment output (year 2030)

Future Traffic Condition

Currently, the old camp is closed by the Lebanese army for security reasons; only
construction workers with special permits are allowed into the site. With more than
70% of the camp residents being displaced, traffic operations in the year 2010 are
considered temporary. Therefore, the population of the camp for the year 2015, at
the full reconstruction of the old camp, was expected to be equal to the year 2006.
Therefore, a future scenario for the year 2030 (forecasted at 2.5% yearly growth) was
evaluated in Emme/2. Figure 14 showed the results, where the Volume-to-Capacity
(V/C) ratios are still acceptable (the highest ratio on the campmain road reached 700
vehicles per direction with a capacity of 1200 vehicles per lane, V/C is equal to 0.58).
The main junction continues to operate at a level of service F and is recommended
to be converted into a roundabout which can accommodate higher traffic volumes
with the minimal conflicting points.

Conclusion and Recommendations

This paper analyzed the urban transportation planning framework related to long term
refugee camps, specifically the case of Naher El Bared Camp in North Lebanon. A
transport study was conducted using a combination of the four steps model and a
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micro-analysis approach using Synchro software. A new transport model was devel-
oped to forecast demand in the year 2030, taking into consideration land use and
political constraints, and implemented using Emme/2 software. Several insights were
deduced from the developed model.

First, despite the high-density population inside the long term refugee camp, a
low trip generation was recorded, approximately 0.44 trips/person/day. To the best
of our knowledge, none of the previous research conducted in the literature recorded
any value for trip generating in a long term refugee camp. Second, congestions
were mainly on junctions due to the absence of proper geometry and traffic law
enforcement. Therefore, roundabouts are recommended since the accommodated
capacities are higher for unsignalized intersections, simulating the level of service
of any future intersection, as performed by [18], is a worthwhile direction for future
research. It is also recommended to increase parking widening and sidewalks to
facilitate and enhance mobility inside the refugee camp. Thus, Analysis of vehicle
ownership and operating costs inside the camp is a potential venue for future research,
as illustrated by Mansour et al. [19].

This study is a first step toward documenting and formulating urban transport
studies for long term refugee camps in the Middle East.
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POLCA Approach on Make to Order
Production System: An Application
from the Hydraulic Industry

Yildiz Kose, Emre Cevikcan, and Samet Resul Celik

Abstract Applications of production control systems such as pull systems, which
are also called Kanban control systems have attracted attention not only in the
field of production but also in the academic world. Suri (1998) has introduced a
different production control system to ensure attractiveness in production systems
with high product variety: Paired-cell Overlapping Loops of Cards with Authorisa-
tion (POLCA) production control system. The POLCA system aims to ensure the
effective use of the pull system in a wide variety of products and in a low volume.
In the literature, the POLCA system has been examined for make-to-order systems
(MTO), but its advantages have not been seen clearly. In MTO systems, the simula-
tions are not fully understood, and the comparisons may not yield clear results. In
this paper, a more general perspective on the design issues in the POLCA system has
been introduced, and the tools andmethods that can be understood by the people who
are not licensed and who manage the production company have been summarized.
Within this paper, the definition of POLCA is mentioned first. Then the industrial
application area and conditions of use have touched on. The current and proposed
examining the advantages and disadvantages of the systems, the basic calculations,
and researches on the shaping of the production line according to the proposed
POLCA system have been presented.
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Introduction

Reducing delivery times, reducing costs, eliminating waste and increasing flexibility
are the main objectives of any manufacturing company. Traditional push production
systems cannot fully satisfy or facilitate these objectives. Therefore, the transfor-
mation of the production system from the push system to the pull system becomes
critical. Today’s new developments have given companies the ability to custom-
engineer and then manufacture products for individual clients without incurring the
high additional cost. These developments can occur in the field of production capacity
control, lot sizing, and material control approach [11].

QuickResponseManufacturing (QRM)was developed by [18] in order to increase
customer service level by reducing the lead time in a low volume high mix manu-
facturing environment. To achieve this goal, a control strategy tool called POLCA
(Paired-cell Overlapping Loops of Cards with Authorization) is designed and imple-
mented to regulate the workflow at various stations of the manufacturing system [2].
A material control system designed for make-to-order or engineer-to-order compa-
nies such as POLCA provides short throughput times to these companies. Thus,
companies can cope with a wide range of customized products and strong pressure
[13]. POLCAuses overlapping card loops between successive pairs of cells in routing
a job and applies a work-in-process (WIP) cap at each loop [4].

In this study, the POLCA system has been systematically addressed. POLCA
model has been adapted to a company with low-volume, high-variety products. As
a result of the arrangements made with POLCA in the company that is currently
implementing a push system, the changes in some performance criteria such as
value-added time, waiting time in queue, amount of WIP have been analyzed.

Most of the information about the POLCAmaterial control system is given in the
Suri [18] book and at the QRM conferences by Suri [17, 20]. Other articles draw
attention to POLCA when comparing various control systems [8, 10, 14, 16].

Because the POLCA system shows several similar features with the Kanban
system, reorganization into a cellular structure is needed [15]. Therefore, the
economic analysis of cellular production systems has also attracted great attention
[1, 6, 9].

Although there are a few case studies of the researchers, the number of published
case studies can be called insufficient [3, 15]. Several successful applications of
POLCA have been dealt with in the QRM workshops, according to the best knowl-
edge of authors, these applications are limited to parts of the production system and
not across the company. Therefore, there is still a lack of insight into the application
problems and the barriers encountered in the design and implementation.

It is clear that there is a lack of literature on well-prepared case studies that
explain and analyze the application of the POLCA system. In QRM workshops, a
few successful applications of POLCAhave been addressed, but according to the best
knowledge of the authors, these applications are limited to parts of the production
system, not the whole company. In this context, this study contributes to the relevant
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literature by means of developing a proposed model based on an application of the
POLCA simulation model in the valve industry.

The rest of the paper is organized as follows. In Sect. 2, a material control
system is given. The POLCA system is explained in Sect. 3. Section 4 includes
an industry application. A comparison of two systems is analyzed in Sect. 5, and
finally, conclusions are provided in Sect. 6.

Material Control System

Material planning and control strategies can be examined in three classes; push,
pull, and hybrid systems. The difference between the push and pull systems can
be understood by looking at how the products to be produced are transmitted to the
stations. It is determined according to the expiry time of the order in push systems, but
it is expected to withdraw from the finished products for production in pull systems.
Push systems are related to Material Requirements Planning (MRP) systems, and
pull systems are also included in the literature as Kanban Control Systems (KCS).
Companies must first analyze their production systems so that they can select the
control system. These can be examined in four classes; make-to-stock (MTS), make-
to-order (MTO), assembly-to-order (ATO), and engineering-to-order (ETO) [12].
QRM can be defined as the fast design and production of a customized product
according to customer requirements [19]. Traditional control systems such asKanban
and CONWIP have their own disadvantages in low volume and in various production
environments [5]. If we apply Kanban to a wide variety of environments, it results
in a very high WIP at each phase.

POLCA System

POLCA is a material control technique that is a hybrid push-pull system that
combines the best features of push/MRP systems and pull/Kanban control and
designed for make-to-order or engineer-to-order companies [13]. These companies
produce a wide range of products to meet customer demands. It tries to attract the
interest of the customers by showing the number of varieties and offering them
different options. A new material control strategy called POLCA is introduced for
this situation. It mainly focuses on the execution part of the QRM philosophy.

Principles of POLCA

The basic principle in this strategy is that it uses the card as an existing capacity
signal between two cells, unlike Kanban. In POLCA, if the material flows from two
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Fig. 1 POLCA card and cell
relation

cells (from Cell A to Cell B), these cells are bound by a POLCA ring (see Fig. 1).
This cycle is provided by POLCA cards, which are unique to that loop only. The card
is labeled according to the source, and the target cell, e.g., the card used in the cycle
shown in the figure, is called the A/B card. If Cell A has to start a job that is directed
to Cell B, it must have an A/B card to start the job. When Cell A completes the job,
it sends the job to the Cell B with the A/B card. This is one of the basic features of
the POLCA system. The card from cell B sends the message, “We finished the work.
You can send us another one.” In other words, the return of POLCA cards means
that there is a capacity gap for this resource in future cells.

Kanbanworkswith the inventory signalwhile POLCAworkswith capacity signal.
This difference shows why the POLCA works for low volume and special parts and
that the Kanban system is suitable for product flow.

After making the MRP system calculations, the system creates a dispatch list that
lists all jobs that are sorted by the authorization date and that are not yet started by
the cell. This list is created for each cell in Table 1. Products in this list are divided
into two parts. As shown in the table, the day shows June 23rd. Orders for June 23
and prior orders are authorized. Orders after June 23 are not authorized. They cannot
go into production even if the machines are idle. This makes it easier for teams in
the cell to decide the job that first to start. Whichever job is above, the list starts first.

Table 1 Dispatch list
example

Cell name: Cell A Date: 23 June 2019

Job ID Authorization date Next cell Additional job data

MM01 June 21 D …

MM02 June 23 B …

MM03 June 23 D …

MM04 June 24 F …

MM05 June 25 B …
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POLCA cards enable the system to use capacity in the most effective way. If the
number of cards is low, the efficiency of the machines will be reduced. For example,
an order that should start on June 21 has not started for 2 days. The cell we are in is
Cell A. The target cell is the Cell D. Then, the POLCA card A/D card is required. If
there is a card in the cell, it will be added to the job and started working. But if this
card cannot be found, it cannot be started. Because the absence of this card indicates
that the Cell D is busy. The cards serve as a capacity signal and work to reduce the
number of WIP.

The performance of POLCA can be measured by operational parameters and
financial parameters. Flow time, work in process, throughput, delivery time, and
effort in expediting orders for the customer have been seen operational parameters
to measure the performance of the POLCA system [7].

Advantages and Disadvantages

The advantages of POLCA are as follows; card number stability, a clear objective for
cells, ease of resource planning, reduced staff cost, overall use efficiency, reducing
WIP, and intercellular control. The workflow between cells is synchronized, and
waiting times are reduced via POLCA cards. Thus, while speeding up the work
transfer, it also provides a balance between the machines and cells in the system [5].
Decisions on when and what to leave to the workshop have a great impact on both
the workshop output time and delivery performance. POLCA can provide a stable
delivery time by making the machine workers’ time and machine controls. POLCA
does not need to be limited to production. Companies may also include office cells
and warehouses in the POLCA system. This system does not require administrators
to allocate a great time and for tracking and editing. POLCA cards ensure the best
use of capacity; they also help prevent congestion in the workplace due to the fact
that jobs are being started early or are stacked in bottlenecks. Since POLCA cards
are not connected to products as in Kanban, there is no inventory spread when you
have a wide variety of products. It also allows avoiding overloading with the capacity
signal. The most important thing in the POLCA system is to be able to understand
which production system cannot be applied. If some conditions are not met, POLCA
also has great disadvantages.

Formulation

Firstly, the intercell traffic must be analyzed. This means the possible routines of the
product family should be found. After analyzing the routines, collected data is put
in a table. This table is called from/to table. The from/to table is a table that displays
the number of orders. Thanks to this table, it can be seen which cells are flowing.
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Data analysis and table placement will be shown in the application. After the table
is created, the frequencies between the cells are seen.

The number of POLCA cards is calculated according to these frequencies. The
formula for calculation is [19]:

The number of A/B POLCA cards = [
[LTA + LTB] ∗ NUM(A,B)

] ∗ α

LTA, LTB , NUM(A,B) and α represent a lead time for cell A, lead time for cell B,
the number of jobs go from Cell A to Cell B and safety factor, respectively. The logic
of the formula is to create enough cards to support the frequency between loops. If
more cards are generated, this increases the number of WIPs. If the number of cards
is missing, the required flow cannot be achieved.

Industrial Application

To demonstrate the effectiveness of POLCA, it has been employed to evaluate a
hydraulic company located in Istanbul. In the company, which is adopted the push
control approach as production control, valves are produced according to the order.
The problem is that the company produces a wide variety of products with low
volume. The product variety of this company has the qualification required for the
POLCA approach. After simulation models, a system including the application of
the POLCA production control technique as an alternative to the production control
system present in the company is modeled, and simulation is performed on the Arena
11.0 program. The results of this study are compared with the results of the current
situation, and the benefits of the proposed POLCA system are revealed.

Analysis of Current System

The company selected for the application produces hydraulic valves with make-to-
order. Valve castings will be included in the production line after they come from
the foundry as raw materials. At this stage, it is useful to examine the company’s
production line. The company manufactures 12 types of hydraulic valves which have
a similar production process. The production process of the valves in the company
is shown in Fig. 2. These valves are varied in properties such as the volume of fluid,
the number of eyes, which it allows to pass through. For example, 45 cc fluid volume

Fig. 2 Production process of the valves
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Fig. 3 a GMS 452; b GMS 905

and 2-arm types are called GMS 452 (see Fig. 3a), 90 cc fluid volume, and 5-arm
types are called GMS 905 (see Fig. 3b).

The units defined as vertical machining and horizontal machining centers in the
production system have 2 and 4 CNC machines, respectively, with the same func-
tionality. If there is no empty machine in the queue, the machine which has at least
a queue is assigned. All of the vertical machinings in the system can process all
products, and there are no machine-related differences in production times. After the
bodies processed in the vertical machining center, if there is no empty machine in the
queue, the machine is assigned as the machine with at least a queue in a horizontal
process. After this assignment, the bodies belonging to any order from the vertical
process center are transferred to the cleaning section. Just as in the vertical process
center, the machines in the horizontal process center can process all product types
with the same processing time. In the cleaning section, the deburring of the machined
parts is carried out, and they are prepared for honing. This process is performed by
a single cleaner, and the finished bodies are sent to the honing section. The honing
section is the biggest problem in the system. For honing, 150 pieces must come to the
honing queue. This increases the waiting time per piece. Long queues and interme-
diate stocks are formed in front of the source as the bodies of all orders have to pass
over the single source in this section. The produced parts are sent to the assembly and
passed through the testing phase. Thus, the production process is completed. One
of the features that should be taken into consideration is that the valve bodies that
circulate in the system move according to orders. For example, when the company
receives 110 orders from the GMS 453 product, the body of these 110 valves is
brought from the casting as raw material and is placed in the queue of a vertical
processing machine for vertical operations. After this stage, these 110 GMS 453
valve bodies never separate in the system and move together until they are removed
from the assembly. In this case, the company causes high intermediate stock levels.
This is perceived as a problem by the company and is being solved.
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Current System Simulation

Before moving on to the modeling of the existing system, it is useful to transfer the
data of the existing system and the assumptions to the Arena 11.0 program. The order
quantities that resemble real data are used to protect privacy. Firstly, the company’s
net operating time, which is 10 h, is transferred to the model. A 127-day order list is
created for the 12 types of products produced by the company. A virtual day counter
is defined in the system for the day-to-day exchange of incoming orders, and orders
were entered from the “Expression” section. Orders can move together if the “Batch
Module” is used. These products are separated after entering the system and are
combined once again for batch processing before the honing process. The entrance
of the products is made by the “Create” module. After that, the features of each
product are assigned with the “Assign” module, and the products are combined with
the “Batch” module in order for the products to be entered into the system.

The processing times of 12 types of products in different production units are given
in Table 2. All of these processing times are defined in the “Expression” section of
the Arena program. It is also assumed that the processing times in these 5 units are
constant and do not vary.

Another issue that is reflected in the model related to the processing times is the
setup time in vertical and horizontal processing machines. Each of the 6 machines in
vertical and horizontal machining centers has the setup times when switching from
one product type to another. These times are 1 h for each of the 2 machines in the
vertical machining center and 1.5 h for each of the 4 machines in the horizontal
machining center. These times are defined in the model as in Fig. 4a, b as well as
the processing times of the machines. After the machines understand the difference
between the products they process, and the next product is different, an “Assign”
module is used to the machines and the time is conditionally extended.

Table 2 Processes times of valves (Second)

Product code Vertical Horizontal Honing Cleaning Assembly Test

451 204 528 180 60 90 40

452 228 417 360 60 180 40

453 213 603 540 60 270 40

454 270 748 720 120 360 80

455 232 1425 900 180 450 100

456 265 1680 1080 180 540 100

901 285 823 180 180 90 100

902 288 962 360 60 180 40

903 294 1212 540 60 270 40

904 305 1872 900 120 450 80

905 291 3123 1080 120 540 80

906 115 240 180 180 90 100
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(a) (b)

Fig. 4 a Preparing assign module; b setup time expression

For vertical and horizontalmachines, the “Set”module is created for the resources,
and the product is sent to the machine in which the queue contains fewer products.
After the vertical and horizontal machining centers are modeled, cleaning, honing,
assembly, and test sections are added to the model, and the products that are ready
for shipment are removed from the system with the “Dispose” module. The current
system modeled on the arena is shown in Fig. 5.

Fig. 5 Current system simulation
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Table 3 Current system ARENA results

Number In Number in VAT WT WIP

Entity 1 128 0 0 0

GMS451 Model 435 2.9335 34.6993 8.4924

GMS452 Model 1795 3.3579 63.4185 82.8636

GMS453 Model 940 7.8424 50.7558 35.2933

GMS454 Model 738 5.4892 41.8742 21.3820

GMS455 Model 637 8.1268 66.0455 27.9012

GMS456 Model 336 8.4011 97.4863 15.9342

GMS901 Model 536 8.1793 31.6401 13.8705

GMS902 Model 1493 3.9791 74.4841 79.6638

GMS903 Model 1139 3.9303 58.1613 46.6948

GMS904 Model 671 5.7099 138.55 57.8293

GMS905 Model 285 7.4879 132.76 15.8216

GMS906 Model 235 4.3354 55.5996 4.5120

Total 9240 69.7728 845.47 410.2587

Current System Simulation Results

After realizing the current situation model under the assumptions and conditions
stated in the previous section, the total number of products released from the system
is 9240, and these values according to the product types are shown in Table 3.
Meanwhile, this table shows the value-added time (VAT) according to the types of
products. The system is repeated 30 times for the obtained values. The waiting times
(WT) of products are shown in the fourth column of the table. One of the reasons for
long periods of time is that the honing process is due to bulk production rather than
the part. The WIP values of the current system are shown in the fifth column of the
table. The Entity 1 value is a virtual input created for the day count.

Simulation of POLCA Application

In the POLCAmodel, all order and process information used in the current situation
model will be used exactly. The innovation brought by the POLCA model will be at
the point of leaving the orders within the system. In this model, incoming orders must
be combined with a POLCA card before entering the queue of one of the vertical
processing machines. No orders that do not match the POLCA card are permitted.
In this way, it is aimed to prevent excess in-process inventory. In the new model,
POLCA cards are provided with a “Hold” module. A constraint is defined between
each binary process.
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Fig. 6 The proposed POLCA system

Thus, it is aimed to reduce the amount of WIP in the system. The system was
re-run with previous assumptions. The general picture of the system is shown in
Fig. 6.

POLCA Application Simulation Results

After running the POLCA application model under the assumptions and conditions
mentioned in the previous section, the total number of products exiting the system is
9157. This number is very close to the number in the current system. Table 4 shows
value-added time, wait time of products, and the number of works in process details
for application POLCA. All of the analyses are calculated hourly based. In the virtual
day counter, there is not any process. So, it does not wait at queue. If honing batch
is improved, the waiting time can be decreased.
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Table 4 POLCA system
ARENA results

Number In VAT WT WIP

Entity 1 0 0 0

GMS451 Model 2.9179 34.6701 8.4823

GMS452 Model 3.9931 57.6677 76.5208

GMS453 Model 4.9949 40.0692 21.1222

GMS454 Model 5.5186 45.5901 29.0316

GMS455 Model 8.1313 70.7788 29.6824

GMS456 Model 5.2005 98.8257 7.8272

GMS901 Model 8.2087 28.6328 14.5319

GMS902 Model 3.2123 61.8869 66.0951

GMS903 Model 3.9467 56.7989 45.6846

GMS904 Model 5.6505 120.25 50.4702

GMS905 Model 7.3872 123.28 14.7401

GMS906 Model 4.0867 57.0419 4.6018

Total 63.2484 795.4921 368.7902

Comparison and Analysis of Models

Two different models, the current situation and the application of POLCA, are
performed under the same conditions, and the results are taken. By comparing these
results, the benefits of POLCA application in a company that implements traditional
push production control and makes production according to order are examined. The
most significant improvement is for the queue waiting times and numbers in the
queue. There is a significant improvement in waiting in the queue compared to the
current system in Table 5. The number of waiting in both models queues are not
shown in Table 5 because the numbers of waitings are zero.

First, there is no difference between the two models running in the same period
in terms of the number of outputs. Secondly, it is seen that the POLCA system
provides improvement by decreasingWIP on the 8 product types.Moreover, POLCA
provides an improvement of approximately 6% of the total amount of WIP. Thirdly,
considering the average wait times in the processes per order, it is seen that the
POLCA application provides a decrease of 4, 95%. Finally, it is observed that the
number of queues decreases by about 99% in the balanced system in assembly,
cleaning, honing, horizontal, test, and vertical processes. In the honing process, the
waiting in the queue has completely disappeared.
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Table 5 Number of queues waiting in the current and proposed system

Name of queue Number waiting in the
current system

Name of queue Number waiting in the
proposed system

Assembly, Queue 68.138 Assembly, Queue 0.0882477

Cleaning, Queue 95.8785 Cleaning, Queue 0.79

Honing Batch, Queue 79.9804 Honing Batch,
Queue

83.332

Honing, Queue 0.01528404 Honing, Queue 0

Horizontal, Queue 0.3546 Horizontal, Queue 0.02243254

Testing, Queue 0.1254 POLCA assembly
testing, Queue

6.6983

Vertical, Queue 195.86 POLCA honing
celaning, Queue

71.7327

Total 440.352 POLCA horizontal
cleaning, Queue

0.269

POLCA vertical
cleaning, Queue

183.71

Testing, Queue 0.00030785

Vertical
process.Queue

1.4922

Total 348.125

Discussion and Conclusion

POLCA application is a very simple but effective production control method with the
cards defined on pairs in production units. It is possible to apply the POLCA tech-
nique in systems that produce demand according to the order in which the demand
is unstable, and the product variety is wide. In order to ensure the successful imple-
mentation of the POLCA strategy, it seems necessary to have an effective system
that brings together all parts of the QRM strategy. Due to the lack of a systematic
approach, wrong POLCA applications can be seen in industrial-sized systems.

With this study, a real-life application suitable for the POLCA system is selected,
and the proposed system with the same assumptions and parameters is performed
by making arrangements on the current system. The results are compared between
the current and proposed systems according to certain performance measures. It is
possible to figure out that POLCA provides improvements by decreasing the values
such as waiting times, machine queues, WIP in a company that produces according
to the order. Therefore, it is an ideal alternative to solve the existing problems of
systems by using the POLCA pull system.

It is foreseen that the application will be further elaborated and larger develop-
ments will be achieved if new trends such as artificial intelligence and big data are
used.
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An Agent-Based Simulation Model
for Deadlock Prevention
in an Aisle-to-Aisle SBS/RS

Ecem Eroglu and Banu Yetkin Ekren

Abstract Flexibility and high throughput rate in storage and retrieval systems are
essential criteria in today’s competitive marketing. Recent developments in informa-
tion technology enable the intelligent design of systems. This study aims to propose a
tier-captive aisle-to-aisle shuttle-based storage and retrieval system (SBS/RS) where
shuttles can make autonomous decisions to prevent deadlocks and collisions as well
as the efficient process of transactions. Deadlock prevention algorithms are one of
the primary concerns in today’s autonomous vehicle environment. In the consid-
ered tier-captive aisle-to-aisle SBS/RS, multiple shuttles can travel between aisles
in a dedicated tier. The advantage of this design is that there may be the fewer
total number of shuttles running in the system compared to a traditional tier-captive
SBS/RS. Due to the complexity of the proposed system and autonomous shuttle-
based decision-making target, we utilized the advantage of an agent-based modeling
approach by simulating the system. Agent definitions, roles, and behaviors are spec-
ified to ensure that no collision and blockage take place in the system. Thanks to the
intelligent abilities of agents so that the system can run effectively by using real-time
information.

Keywords Agent-based simulation · Deadlock prevention · SBS · RS ·
Tier-captive · Aisle-to-aisle SBS · RS · Smart decision

Introduction

Warehouses are critical for supply chains. Autonomous vehicle-based warehousing
technologies are emerging and providing challenging advantages for the efficient
operation of warehouses. Shuttle-based storage and retrieval system (SBS/RS) is
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one of such technologies mostly utilized for large distribution centers due to its
high capacity of transaction rate. It is an alternative design for other traditional
automated storage and retrieval systems [7, 9]. An SBS/RS is composed of storage
racks, shuttles, and lifts. Shuttles perform horizontal travel for storage and retrieval
transactions. There is a single lifting mechanism at each aisle installed at an endpoint
of the aisle carrying loads (i.e., totes) between tiers. Figure 1 shows a typical SBS/RS
design where there is a dedicated shuttle in each tier (i.e., multiple aisles of a tier).

Note that in a tier-captive SBS/RS there is a tier-captive shuttle in a tier of an aisle
[2]. It is known to be a traditional SBS/RS design in the literature. In that design, the
average utilization of shuttles is usually very low compared to the average utilization
of lifts. Namely, lifts are mostly bottlenecks in those designs [1, 3–5, 8, 11, 12]. In
an effort to increase the utilization of shuttles and decrease the initial investment
cost of SBS/RS, we propose an alternative design for SBS/RS in which shuttles are
tier-captive and aisle-to-aisle. In that design, shuttles can travel between aisles within
a tier. The advantage of this design is that it may have a relatively lower total number
of shuttles and decreased investment cost compared to a traditional design. However,
the disadvantage of this design might be the complexity of operational management
due to collision and deadlock possibilities of shuttles while traveling in the same
area. Thus, developing efficient operation rules for shuttles resulting in efficiently
processing becomes a significant issue in this case. In this paper, we study to develop
smart operational rules in order to prevent collisions and deadlocks of shuttles by
utilizing agent-based simulation modeling.

The first study of SBS/RS was carried out by Carlo and Vis [2]. They focused
on scheduling of two non-passing lifts in traditional SBS/RS. They introduced two
functions to evaluate candidate solutions and developed heuristic solutions for the
problem. Marchet et al. [15] presented an analytical model by using an open queuing
network modeling approach for tier-captive SBS/RS to estimate some performance
metrics from the system. To validate the models, they compared the results with
their simulation results. Later, Marchet et al. [16] studied a simulation-based work

Fig. 1 A typical SBS/RS warehouse with dedicated shuttles
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presenting trade-offs in tier-captive SBS/RS designs. Ekren et al. [8] consider a
class-based storage policy in the process of SBS/RS, resulting in decreased cycle
time.

Lerher [10] developed analytical travel time models for SBS/RS with aisle
changing shuttle carriers as one of the most related work to this proposed study.
However, there is a single dedicated shuttle for a tier of multiple aisles to prevent any
collision or deadlock in the system. Differently, we consider multiple shuttles that
can travel between tiers by a separate lifting mechanism in the system and propose
collision and deadlock prevention algorithms in the model.

Ekren [3] studied a simulation-based approach for the design of a traditional
tier-captive SBS/RS. In order to evaluate the performance metrics based on designs
promptly, she draws several graphs under various design concepts. Ekren et al. [6]
proposed an open queuing network-based model that can estimate the mean and
variance of travel time of lifts and shuttles per transaction in a tier-captive SBS/RS.
This tool can also estimate the energy-related performance metrics based on several
design parameters. Recently, Ekren [4, 5] has studied an experimental design and
multi-objective optimization procedure for the design of tier-captive SBS/RS by
considering the optimization of average cycle time per transaction and average energy
consumption per transaction performance metrics simultaneously.

The agent-based simulation is an effective tool to evaluate the behavior of complex
systems, as we showed in the proposed paper. An agent can be described as anything
that can be regarded as perceiving its environment through sensors and taking action
upon that environment through effectors [18]. The decision processes of agents can be
described by the developers clearly at the micro-level in an agent-based simulation
model. The macro-level structure of the whole system emerges as a result of the
actions of the agents and the interaction between agents and the environment [19].

As mentioned previously, deadlock prevention is one of the primary concerns in
this paper. Deadlock prevention includes defining some rules beforehand to prevent
deadlocks. Deadlock avoidance investigates the system state and bypasses deadlocks
in real-time. Deadlock prediction is a previous step of deadlock avoidance to learn the
location of deadlocks in advance [20]. Lienert and Fottner [13] presented a model
applying the time window routing method to move shuttles safely. They focused
on tier-to-tier and aisle-to-aisle system configurations. Roy et al. [17] developed
protocols for three types of vehicle blocking. Their numerical studies indicated that
delays caused by blocking increases transaction cycle time significantly (10–20%).

By the advancement of information technologies enabled the smart design of
systems, agent-based simulation modeling is found to be an appropriate approach
to analyze such complex systems correctly. We use the ARENA 16.0 commercial
software for this purpose. Since the modeling approach focuses on real-time system
control and requires real-time information and communication, we utilize a higher
level ofmodeling approach that is agent-basedmodeling. After developing the proper
agent behaviors and decision rules, to test their robustness, we try the models under
different scenarios in terms of the number of shuttles in the system.
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Methodology

The System Description

The physical warehouse design of the studied tier-captive aisle-to-aisle SBS/RS
differs from the traditional SBS/RS warehouse design. Figure 2 shows the physical
configuration of the studied system.

Unlike a classical design, there are transition points considered for the travel of
shuttles between aisles.We develop a generic simulationmodel such that the physical
design (e.g., the number of aisles and transition points) can be changed. Except for
the transition points, to prevent the deadlocks, we consider escape points attached to
the waiting points. Note that after a shuttle completes a process and it becomes idle,
it travels to the closest decision point not to cause a deadlock. When a busy shuttle
tends to pass through a decision point, and there is an idle shuttle waiting in that
point, then that idle shuttle moves to the closest waiting point and then to the escape
point attached to that waiting point. The intersection points of aisles are the points
where shuttles make decisions for where to travel. Namely, a shuttle first stops at the
intersection point and then navigates to the target address or a new decision point. In

Fig. 2 The physical warehouse design of tier-captive aisle-to-aisle SBS/RS studied



An Agent-Based Simulation Model for Deadlock … 139

this paper, three different number of shuttle scenarios in a tier are tested. These are
one, two, and three number of shuttles.

To detail, there are two types of transactions arriving at the system, storage and
retrieval. For storage transactions, the shuttle picks up the load from a buffer location
to transfer it to its storage address (i.e., bay). For retrieval transactions, the shuttle
carries the load from a bay address to a buffer location.

Agent Definitions and Roles in the Simulation Model

A typical agent-based model has three elements. First is the set of agents, their
attributes, and their behaviors. Second is the set of agent relationships and methods
of interactions. The third is the environment of the agents. Agents interact with their
environment as well as other agents [14]. In the proposedmodel, three types of agents
are defined:

1. Demand agent,
2. Shuttle agent, and
3. Deadlock control agent.

Each agent is modeled such that it can make an independent decision. The agent
interactions, i.e., communication of agents and the environment, are shown in Fig. 3.

All the agents interact with the environment. Shuttle agents making decisions as
a result of communication are in bidirectional communication with the other agents.
Real-time information on system status is provided by all agents, and all can evaluate
those pieces of information. The usage of this communication in decision-making is
called a bidding strategy that is essential in agent-based simulation. A description of

Fig. 3 Agent interactions
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the rules for these behaviors is provided below. Agents in the system act under those
predefined rules.

Agent Behaviors

Decisions about the system can be divided into two as design and control. Agent
behaviors corresponding to the control level decisions are presented in Table 1.

Demand Agent

It tracks the arriving transaction type information as storage and retrieval requests in
the system.

Distance Calculation

All, either idle or busy shuttles in the system, are candidates for any waiting demand
(i.e., transaction) to be allocated. When a shuttle becomes available to process a
transaction, the demand agent calculates the total travel distances based on all waiting
transactions’ addresses and shuttles’ points. Namely, it calculates the total travel
distance of a transaction when it is paired with all possible shuttle options. If the
calculated shuttle is busy at that time, in travel distance calculation, the destination
address of that shuttle is considered. Based on the distance results, the assignment of
a transaction to the idle shuttle is decided. These decisions are taken by the shuttles.
For that, first, the calculated distance pairs are sorted in increasing order, and the
regarding the transaction is assigned to that idle shuttle. For instance, if there is a
transaction waiting in queue whose total travel distance is the minimum one for that
idle shuttle, however when it is paired with a busy shuttle its total travel distance

Table 1 Agent behaviors
corresponding to control level
decisions

Agent The behavior of the agent

1. Demand Agent 1.1 Distance Calculation

2. Shuttle Agent 2.1 Demand Assignment

2.2 Dwell Point Policy

2.3 Decision Point Policy

2.4 Deadlock Control Policy

2.5 Direction Decision

2.6 Triggering Policy

2.7 Alternative Way Policy

3. Deadlock Control Agent 3.1 Deadlock Case–Control
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is much smaller than that idle one, then this transaction is not assigned to that idle
shuttle. The idle shuttle selects the next option for it.

Shuttle Agent

The action (i.e., transaction selection) decisions in the system are taken by the shuttle
agents. The rule is explained below.

Demand Assignment
By considering the total travel distance values calculated by the demand agent, the
available shuttle selects the shortest possible transaction to process. Namely, it does
not always select the shortest travel distanced transaction if this transaction’s total
travel distance is less when it is paired with a busy shuttle.

Dwell Point Policy
An idle shuttle always waits at a decision point located at the upper level of its current
condition. If this point is full, a triggering policy is applied.

Decision Point Policy
Shuttle always travels at a decision point through its direction. While a shuttle is
traveling, if that target decision point is occupied by another shuttle then, a triggering
policy is applied.

Deadlock Control Policy
A deadlock control policy is activated when a shuttle notices a collision possibility.
Accordingly, a triggering policy or direction policy is applied.

Direction Decision

Depending on the direction of the demand, this decision selects a proper decision
point to proceed.

Triggering Policy

Trigger to go to Waiting Points:

An active shuttle triggers the waiting shuttle at the decision point that is on its way
to let it go to a waiting point. The active shuttle waits until it reaches to the waiting
station.

Triggering to Escape Station Policy:

When an idle shuttle is at a waiting point, an active shuttle may trigger it to the escape
point if it is on its way.
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Alternative Way Policy:

While a shuttle tends to go to a wait point, if the decision point on its way is full
then, this shuttle creates a new route towards its target wait point.

Deadlock Control Agent:

This agent exists to control and prevent deadlock situations.

Deadlock Case-Control:
If any deadlock case is shown in Fig. 4 (Case 1, 2, or 3) takes place, then a deadlock

prevention policy is applied, also shown in the same figure. For instance, Case 1 is
the case where two shuttles are to collide through their route. For the solution of
this, 2.6.1 policy “Trigger to go to Waiting Points” is applied. For Case 2 problem,
where a decision-making point is full while another shuttle heads to there, policy
2.6.2 “Triggering Policy” is applied, so on.

Simulation Assumptions

The system is simulated by using the Arena 16.0 commercial software. The
simulation model assumptions are summarized as follows:

• The mean arrival rate for storage and retrieval transactions follow a Poisson
distribution with equal mean.

• Mean arrival rate values are adjusted such that we obtain 95% average shuttle
utilization in the system design (see Table 2).

• Arriving storage or retrieval addresses are specified randomly.
• The required time to load and unload the totes onto/from the shuttle is ignored.
• The maximum velocity that shuttles can reach is assumed to be 2 m/s. The

acceleration and deceleration values for velocity are 2 m/s2.
• The distance between all bays and points (i.e., buffers, decision, waiting, escape

points) is assumed to be 0.5 m.
• It is considered that there are 10 aisles and 50 bays with a double side. Therefore,

the warehouse capacity is 1,000 bays for each tier.
• The simulation run length is two months with a one-day warm-up period that is

decided by the eye-ball technique.
• The model is run for five independent replications.
• The system performance metrics are considered to be the average flow time per

transaction, the ratio of waiting time to flow time, and the number of transactions
processed during the simulation run.

• Shuttles do not breakdown during the simulation.
• Verification and validation are done by debugging and animating the models.
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Fig. 4 Deadlock cases and applied policies to solve them

Table 2 Simulation results for 95% shuttle utilization

Number of shuttle Average flow time per
transaction (s)

The ratio of waiting
time within flow time

Number of transaction
processed (for
2 months)

1 78.94 ± 1.22 80.2% 314,890 ± 748

2 72.24 ± 0.96 65.0% 388,910 ± 983

3 58.16 ± 0.55 54.0% 547,040 ± 760
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Results

The performance metrics for the different number of shuttles with 95% average
shuttle utilization values are shown in Table 2. The results are summarized for 95%
confidence intervals.

In Table 2, the system performance is evaluated in terms of three performance
metrics: average flow time, the ratio of waiting time within average flow time, and
the total number of transactions processed in two months. Table 2 scenarios are also
tested for different transaction selection rules such as first-come-first-served (FCFS),
and shortest processing time (SPT). Note that, the Table 2 results are for the agent-
based (i.e., bidding-based) decision-making results. By also experimenting with the
FCFS and SPT, our aim is to test how the bidding-based assignment policy affects
the system performance. Figures 5 and 6 summarize the overall results. Figure 5
shows the results for the total number of transactions processed versus the number of
shuttles for all experiments. Figure 6 shows the ratio of waiting time within average
flow time versus the number of shuttles results for all experiments.
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The results show that the worst performance metrics are always obtained at the
single shuttle case as well as in the FCFS scheduling scenarios. From Figs. 5 and 6
it is also observed that both bidding and SPT scheduling algorithms produce close
results. Bidding is relatively a little bit better than the SPT rule in each number of
shuttle scenario. However, by improving the bidding rules as a future work could
improve the system performance.

Discussion and Conclusion

In this paper, in an effort to reduce initial investment cost and increase the average
utilization of shuttles in SBS/RS, we propose a novel tier-captive aisle-to-aisle
SBS/RS design in which multiple shuttles can run within multiple aisles and a dedi-
cated tier. The proposed system is designed for the use of industrial warehouses
requiring an increased throughput rate with decreased investment cost compared
to traditional SBS/RS. Since this system considers travel of shuttles between aisles
within a single tier, themanagement of collision and deadlock of shuttlesmay become
a significant issue. In order to prevent collisions and deadlock of shuttles, we study
agent-based modeling to find out a good control policy. We define the agent’s behav-
iors and rules and try them for three different number of shuttle scenarios by simu-
lating the system. To be able to compare the effectiveness of the proposed agent-based
working system, we also compare its results with two static alternative transaction
selection procedures: FCFS and SPT.

The results are evaluated in terms of the average flow time of a transaction, the
ratio of waiting time within average flow time, and the total number of transactions
processed in two months. It is observed that the proposed bidding procedure works
better; however, it could be improved more.

As a future work, it would worth studying more intelligent agent-based control
policies for the proposed system.Also, it might be beneficial to compare the proposed
tier-captive aisle-to-aisle design with alternative designs of SBS/RS (e.g., traditional
tier-captive designs, solely tier-to-tier designs, etc.).
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A Comparison of the Multi-criteria
Decision-Making Methods
for the Selection of Researchers

Gulsum Kubra Kaya and Fatih Ozturk

Abstract Multi-criteria decision-making methods (MCDM) have been introduced
to make effective decisions under conflicting criteria. This study used AHP-based
VIKOR,TOPSIS, andMOORAmethods to select two researchers among the twenty-
six alternative candidates and to compare the findings of the different MCDM
methods. The results showed that the AHP-based VIKOR and TOPSIS methods
suggested the selection of the same candidates. However, different methods sorted
the candidates in a significantly different order. This study reveals that MCDM
methods might not always propose the same solution, although they are still useful
in effective decision-making and easy to apply.

Keywords Decision-making · VIKOR · TOPSIS ·MOORA · Researcher selection

Introduction

Decision-making is a situation that every individual frequently encounters in both
daily and business life. A typical decision-making process involves three stages: the
definition of the decision-making problem, the development and use of a decision-
making model, and the creation of action plans [24]. Although the decision-making
process is completed with the creation of action plans, the adverse effects of the
inefficient decision-making process are inevitable to continue [8].

In the literature, several methods have been developed by using different algo-
rithms [12, 30, 31]. As part of these methods, Multi-Criteria Decision-Making
(MCDM) methods have been developed to make decisions under conflicting criteria
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[1, 32]. MCDM methods combine many disciplines, predominantly mathematics,
and they provide a systematic way of making decisions [14, 18, 24].

EachMCDMmethodwas developedondifferent algorithms; therefore, theymight
reach different conclusions. In other words, different methods can suggest the selec-
tion of different alternatives. It is, at precisely this point, that the reliability ofMCDM
methods has been criticized by several researchers [4, 6].

However, despite all criticisms, the MCDMmethods have been used in classifica-
tion, selection, and ranking problems concerning various processes in many different
industries. For example, Antmen and Mic [2] used fuzzy TOPSIS and Analytical
Hierarchy Process (AHP) methods to select a ventilator in the pediatric intensive
care unit. Ozturk and Kaya [23] used fuzzy VIKOR to select personnel in the auto-
motive industry. Bedir and Yalcin et al. [5] used Analytical Network Process (ANP)
and PROMETHEE methods to select subcontractors. Soba and Simsek et al. [29]
used AHP based VIKOR to select doctoral students. Brauers and Edmundas et al. [8]
used the MOORA method to select a contractor. In addition, several other MCDM
methods have been used in decision-making. However, among all MCDMmethods,
TOPSIS, AHP and VIKORmethods were frequently used, and the MOORAmethod
was promoted due to its ease of use and low-time requirement [13, 16, 17, 21, 34].

This study aims to use AHP-based TOPSIS, VIKOR, and MOORA methods for
the selection of two researchers to an engineering faculty and to compare the findings
of these MCDM methods.

Methodology

Study Design

The design of this study consists of three stages: determining criteria, estimating the
criteria weights, and ranking alternatives (Fig. 1).

The determination of the criteria was made by reviewing similar studies in the
decision-making literature [15, 17, 19, 22, 26, 28, 29] and conducting meetings with
four academic members in the related faculty.

The AHP method was used to calculate the weights for each criterion. Initially,
a questionnaire was designed to assess the relative importance of each criterion. In
this questionnaire, a scale of 1 to 9 was used to make pairwise comparison [27]. Four
faculty members completed the questionnaire, and they reached a consensus on the
conflicted responses.

The VIKOR, TOPSIS, and MOORA (MOORA-rate system and MOORA-
reference point theory) methods were used to rank the twenty-six candidates based
on seven criteria. The application of MCDM methods was carried out using MS
Office Excel.
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Determination of criteria 

Weighting of criteria (AHP) 

Ranking 

(VIKOR) 

Ranking 

(TOPSIS) 

Ranking 

(MOORA) 

Ranking 

(MOORA) 

Fig. 1 The research design for the selection of two researchers

The AHP Method

AHP is based on the general measurement theory, and it aims to solve problems
identified for a specific purpose. It is possible to describe the AHP method in four
stages [27].

Step 1 Creating the hierarchical structure of the decision problem: It starts from
the top level. Level 1 represents the goal; level 2 represents the criteria; level 3 shows
the sub-criteria, and the lowest level shows the alternatives.

Step 2 Creating the binary comparison matrix: Binary comparison matrices
for each level of the hierarchical structure are created by Eq. (1). Here, n criteria
(a1, a2, . . . an) are compared by using the 1–9 scale of Saaty.

⎡
⎢⎢⎢⎣

1 a12 . . . a1n
a21 1 . . . a2n
...

... . . .
...

an1 an2 · · · 1

⎤
⎥⎥⎥⎦ (1)

Step 3 Determination of criterion weights: The weight values of each criterion are
calculated. For this, the matrix is normalized using Eq. (2) and, then, the weights are
calculated by Eq. (3).

a∗
i j = ai j∑n

i=1 ai j
(2)

wi =
∑n

j=1 a
∗
i j

n
(3)
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Step 4 Making consistency calculations: Consistency is calculated to obtain reli-
able results. The Consistency Rate (CR) is expected to be less than 0.10. For this,
λmax is calculated in Eq. (4), the Consistency Index (CI) by Eq. (5), and CR value
by Eq. (6). Random Value Index (RI) in Eq. (6) is the value corresponding to n from
the RI table.

λmax =
∑n

i=1

(
di
wi

)

n
, [di ]n×1 = [

ai j
]
n×n × [wi ]n×1 (4)

C I = λmax − n

n − 1
(5)

CR = C I

RI
(6)

The VIKOR Method

The VIKOR method is developed to calculate the closeness of the alternatives to the
ideal solution, and, thus, it provides a compromise solution to the problem [20]. It is
possible to describe the VIKOR method in five stages:

Step 1 The best f �

i and the worst f −
i values are determined: The decision matrix

is created with the scores of the alternatives for each criterion (i = 1, 2,.. n), and the
values of f �

i and f −
i are calculated based on the criterion features. Here, Eq. (7a) is

for the criterion with the benefit feature and Eq. (7b) for cost.

f �

i = max j xi j
f −
i = min j xi j

(7a)

f �

i = min j xi j
f −
i = max j xi j

(7b)

Step 2 Calculation of S j and R j values: S j (average group score) the score is
calculated in Eq. (8) and R j (worst group score) score in Eq. (9) for each alternative
( j = 1, 2, ..J ).

Sj =
n∑

i=1

wi
f �

i − xi j
f �

i − f −
i

(8)

R j = maxi

[
wi

f �

i − xi j
f �

i − f −
i

]
(9)
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Step 3 Calculation of Q j value: For alternatives ( j = 1, 2, . . . J ), the maximum
group benefit (Q j ) is calculated by Eq. (10). The parameters S�, S−, R�, R−
required to calculate Q j are shown by Eq. (11). The v value in Eq. (11) represents
the maximum group utility.

Q j = v
(
Sj − S�

)

(S− − S�)
+ (1 − v)

(
R j − R�

)

(R− − R�)
(10)

S� = min j S j ; R� = min j R j

S− = max j S j ; R− = max j R j
(11)

Step 4 Sorting Sj , R j , Q j values: These three values obtained by each alternative
are sorted from lowest to highest.

Step 5 Checking the conditions: The reliability of the ranking ordering of alterna-
tives is controlled by two conditions: acceptable advantage condition and acceptable
stability condition.

Under the condition of acceptable advantage in Eq. (12), A1 is the first (the lowest
value) alternative ( j = 1, 2, . . . J ) that ranks from lowest to highest and A2 is the
second.

QA2 − QA1 ≥ 1

j − 1
(12)

Under the acceptable stability condition, A1 is ranked the best by Sj and/or R j .
When the first (acceptable advantage) of these conditions is met, but the second

condition (acceptable stability) is not met, A1 and A2 are considered together as a
compromised solution.

If the first condition is not met: all of the alternatives from A1, A2 A3… Am are
considered as compromised solutions. The value of m is determined according to
Eq. (13).

QAm − QA1 <
1

j − 1
for maximum m (13)

The TOPSIS Method

The TOPSIS method chooses the alternative that is closest to the ideal solution, but
the farthest to the negative ideal solution [11]. It is possible to apply the TOPSIS
method in six steps.

Step 1 Calculate the normalized decision matrix: The normalization of the deci-
sion matrix is calculated by finding ri j (normalized values) as in Eq. (14). Here, the
criteria are specified with i (i = 1, 2, ..n)and alternatives with j ( j = 1, 2, ..J ).
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ri j = xi j√∑J
j=1 x

2
i j

(14)

Step 2 Creating the weighted normalized decision matrix: The weights
(w1, w2, . . . wn) of each criterion (i = 1, 2, . . . n) are determined by the decision-
maker. The weighted normalized value vi j is calculated, as shown by Eq. (15).

vi j = wi ri j (15)

Step 3 Determination of the ideal and negative ideal solutions: The ideal solution
(A∗) takes the maximum value when associated with benefit criterion (I ′), and the
minimum value when associated with cost criterion (I ′′) (Eq. 16a). The negative
ideal solution

(
A−)

applies the opposite (Eq. 16b).

A∗ = {
v∗
1 , v

∗
2 , . . . v

∗
n

}

= {(
max jvi j‖iε I ′), (min jvi j‖iε I ′′)} (16a)

A− = {
v−
1 , v−

2 , . . . v−
n

}

= {(
min jvi j‖iε I ′), (max jvi j‖iε I ′′)} (16b)

Step 4 Calculate distance values: The distance from the ideal solution (D∗
j ) is

calculated by Eq. (17a) by using the Euclidean distance, and the distance from the
negative ideal solution (D−

j ) is calculated by Eq. (17b).

D∗
j =

√∑n

i=1

(
vi j − v∗

i

)2
, j = 1, 2, . . . , J (17a)

D−
j =

√∑n

i=1

(
vi j − v−

i

)2
, j = 1, 2, . . . , J (17b)

Step 5 Calculation of the relative proximity to the ideal solution: Relative
proximity (C∗

j ) of alternative a j to A∗ is calculated by Eq. (18).

C∗
j = D−

j(
D∗

j + D−
j

) , j = 1, 2, . . . , J (18)

Step 6 Rank the preference order: The ranking is made from the alternative having
the largest C∗

j values (the best alternative) to the lowest.
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The MOORA Method

The MOORA method is for multi-objective optimization with discrete alternatives.
It has two approaches: the ratio system and reference point theory [7, 8].

The ratio system is carried out in two steps. In the first step, the normalization
process is applied by Eq. (19). Here, i represents the objective (i = 1, 2, . . . , n) and
j alternative (j = 1, 2, . . . , J).

x∗
i j = xi j√∑J

j=1 x
2
i j

(19)

In the second step of the ratio system, the evaluation of the degree of the alternative
(j) meeting the objective (i) is found by the optimization of the normalized values.
Equation (20) is applied depending on the objectives of the criteria (i.e.,maximization
or minimization).

y∗
j =

i=g∑
i=1

x∗
i j −

i=n∑
i=g+1

x∗
i j (20)

In Eq. (20), i = 1, 2, . . . , g represents objectives (of the criteria) to be maximized
and i = g + 1, g + 2, . . . , n objectives to be minimized. The ranking order of each
alternative is obtained by sorting the values of y∗

j from highest to lowest. The largest
y∗
j values will be the best alternative.
Reference point theory measures the distances between alternatives (x∗

i j ) and a
reference point (ri ) by Eq. (21).

min jmaxi
(∣∣ri − x∗

i j

∣∣) (21)

In cases where criteria weights (si ) are known, x∗
i j values in Eq. (20) and ri and

x∗
i j values in Eq. (21) are multiplied by the coefficient si , as in Eqs. (22) and (23).

y∗
j =

i=g∑
i=1

si x
∗
i j −

i=n∑
i=g+1

si x
∗
i j (22)

min jmaxi
(∣∣siri − si x

∗
i j

∣∣) (23)
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Results

In this study, seven criteria were identified, as shown in Table 1. These criteria were
used to evaluate twenty-six candidates for the selection of two researchers.

Table 2 represents the evaluation findings of the candidates based on seven criteria.
The relevant data for criteria C1 to C4 were directly obtained from the candidates;
C5 was from the faculty; C6 was from a university ranking list; C7 were from faculty
members.

In this study,AHPwas used to calculate theweight of each criterion. Table 3 shows
the criterion comparisonmatrix. Four facultymembers participated in a questionnaire
to generate the comparison matrix.

The comparison matrix has been normalized by the operations in Eq. (2). Then,
the criterion significance weight in Table 4 has been calculated by using Eq. (3).
Following that, the consistency ratio was calculated, as CR = 0.03. By reason of
CR < 0.1, the values obtained are considered to be consistent.

After the calculation of the weights of the criteria, VIKOR was applied to calcu-
late Q j values; TOPSIS was used to calculate C∗

j values; the MOORA-rate system
method was used to calculate y∗

j values; the MOORA-reference point theory method

was used to calculate maxi
(∣∣∣ri − x∗

i j

∣∣∣
)
and maxi

(∣∣∣siri − si x∗
i j

∣∣∣
)
values. Table 5

shows the ranking order of the twenty-six alternatives by using each method.

Table 1 Candidate selection criteria and their explanations

Criterion (C) Explanation

ALES exam score (C1) A general exam, including linguistic and mathematics tests.
Maximization of this criterion is aimed.

Foreign language score (C2) Candidates take YDS, YOKDİL, or similar language exams.
Maximization of the exam score is aimed.

GPA average (C3) Undergraduate grade average, in a 4-point system.
Maximization of this criterion is aimed.

Work experience (C4) It shows the years of work experience of candidates.
Maximization of this criterion is aimed.

Written Exam (C5) The candidates take a written exam prepared by the faculty.
Maximization of this criterion is aimed.

University ranking (C6) It represents the candidate’s undergraduate or graduate degree
university ranking order. Minimisation of this criterion is aimed.

Job fit (C7) It represents the closeness of the candidate’s fit to the applied
program by assigning a score between 1 (the worst) and 5 (the
best). Maximization of this criterion is aimed.
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Table 2 Evaluation of candidates in terms of criteria

Alternative C1 C2 C3 C4 C5 C6 C7

A1 90 70 3.2 6 75 12 4

A2 85 60 3.5 3,5 80 45 4

A3 96 80 2.7 5 85 34 1

A4 75 67 2.8 6 75 56 2

A5 76 70 2.9 7 70 89 3

A6 68 65 3 1 85 34 4

A7 89 75 3.1 2 70 5 5

A8 67 55 3.2 2 65 17 4

A9 75 60 2.88 3 60 34 3

A10 72 55 2.9 3 75 54 3

A11 70 57 3.05 4 70 23 3

A12 65 62 3.1 8 55 78 4

A13 65 75 3.15 10 50 32 4

A14 70 70 3.2 5 45 41 4

A15 75 65 3.4 4 56 53 4

A16 80 60 3.6 3.5 70 23 5

A17 75 60 2.7 12 65 61 3

A18 94 72 2.6 10 50 19 1

A19 78 70 2.5 8 45 10 1

A20 67 68 2.4 15 65 5 2

A21 85 65 2.8 5 55 12 2

A22 70 64 2.9 2 50 15 1

A23 75 62 3 1 60 16 5

A24 80 60 2.65 1 65 5 3

A25 80 58 2.75 1.5 70 45 2

A26 75 60 3.25 2 65 33 2

Table 3 Criterion comparison matrix

Criterion C1 C2 C3 C4 C5 C6 C7

C1 1 0.5 3 2 0.25 0.5 0.2

C2 2 1 3 2 0.5 2 0.3

C3 0.33 0.33 1 0.5 0.25 0.33 0.2

C4 0.5 0.5 2 1 0.33 0.5 0.2

C5 4 2 4 3 1 2 0.5

C6 2 0.5 3 2 0.5 1 0.5

C7 5 3 5 4 2 2 1
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Table 4 The weight of importance of each criterion

Criterion (i) C1 C2 C3 C4 C5 C6 C7

Weight (wi ) 0.09 0.14 0.04 0.07 0.22 0.12 0.32

Table 5 The ranking order of alternatives with the use of VIKOR, TOPSIS, andMOORAmethods

Alternatives VIKOR Qj, v =
0.5

TOPSIS Cj MOORA-rate MOORA-
reference

MOORA-
weighted
reference

A1 1 1 1 17 1

A2 3 5 4 15 1

A3 4 7 6 10 22

A4 12 15 16 8 14

A5 11 19 20 7 1

A6 17 6 7 24 1

A7 2 2 13 19 1

A8 21 11 12 19 1

A9 15 18 19 17 12

A10 18 14 17 17 1

A11 19 10 11 13 1

A12 26 25 24 4 19

A13 24 13 2 2 21

A14 23 24 23 10 25

A15 14 20 18 13 18

A16 5 3 3 15 1

A17 13 9 9 1 1

A18 10 16 14 5 22

A19 22 22 25 5 25

A20 20 4 5 3 14

A21 8 17 15 10 19

A22 25 26 26 19 22

A23 9 8 8 24 12

A24 6 12 10 24 1

A25 7 21 21 23 14

A26 16 23 22 19 14

Discussion and Conclusion

This study was conducted to select two researchers to an engineering faculty and to
compare the findings of the different methods. The findings revealed that the VIKOR
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Fig. 2 Comparative ranking results of VIKOR, TOPSIS and MOORA methods

and TOPSIS methods suggest the selection of the same candidates. However, the
ranking order of the rest of the candidates was considerably different. Moreover, the
MOORA-reference method suggests the selection of entirely different candidates.
Figure 2 illustrates the comparative ranking orders for twenty-six alternatives.

In this respect, although MCDMmethods are useful to assist in decision-making,
they might not always be reliable. It should be taken into account that MCDM
methods might not always give the best results. Several researchers have criticized
the use of MCDMmethods from this perspective [4, 9, 32]. Here, two points should
be mentioned. Firstly, MCDMmethods have been built on linear mathematical algo-
rithms. Decision-making might depend on the conditions, and thus, the use of linear
methods might not fit well in real-life decisions. Individuals might use a non-linear
algorithm when making decisions. Indeed, in real life, the decision-making process
is rather complex. Secondly, the selection of the criteria and the evaluation of the
candidates were based on expert judgments, which can be subjective. Researchers
suggested using fuzzy logic to reduce the subjectivity and deal with uncertainty [3,
15, 23]. However, the use of fuzzy logic would still not solve the problem with
the dynamic and non-linear features of the decision-making process. At this point,
non-linear decision-makingmethodsmight providemore reliable results [10, 25, 33].

However, despite their limitations,MCDMmethods have still been used to support
decision-making due to their simplicity. Future studies might investigate the ideal
selection of MCDM methods for specific conditions.
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16. Korkusuz AY, İnan UH, Özdemir Y, Başlıgil H (2020) Occupational health and safety perfor-
mance measurement in healthcare sector using integrated multi criteria decision making
methods. J Faculty Eng Archit Gazi Univ 35:81–96

17. Kumar D, Sameer SR, Suman KNS (2013) MADMmethods for finding the right personnel in
academic institutions. Int J U- and e-Service Sci Technol 6(5):133–144
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An Overview of Warehouse Operations
for Cold Chain

Cansu Yurtseven, Banu Yetkin Ekren, and Ayhan Ozgur Toy

Abstract Warehouses play a significant role in cold chains as they do for regular
supply chains. Although their goals are the same for both cold chains and regular
supply chains, the operations of cold warehouses are more sophisticated since the
cost of operation is considerably higher due to energy consumption and obsolesce of
products in substandard conditions. Recently, there has been an enormous interest in
the cold food supply chain to reduce food waste occurring along the chain. Hence,
efficient management of cold warehouses becomes an important issue in this direc-
tion. Design and operation requirements in a cold warehouse may be different from
a traditional non-cold warehouse. In this paper, we aim to provide an overview of
cold chain operations, mostly by focusing on cold warehouse operations.We provide
some statistics from a cold chain, design, and technology requirements for cold ware-
houses as well as warehouse operations shaped according to that warehouse features.
It is observed that there are quite different design parameters in cold storage.

Keywords Warehouse operations · Cold supply chain · Cold warehouse ·
Technologies for cold chain

Introduction

Warehouses play a critical role in supply chains. The main purposes of warehouses
are: (i) to store items in order to reduce demand variability for the upper echelon,
and (ii) to decrease transportation lead times for customers. Storing and retrieving
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Fig. 1 Standard warehouse processes [15]

products promptlywithout any errors is desired to avoid anymistakeswhen satisfying
customer demands. The main operations in warehouses such as shipment planning,
order picking, assigning orders to vehicles with limited capacity, and routing of these
vehicles are complex operations and have to be performed effectively. In the planning
process, all of these operations should be considered simultaneously and optimized.
Figure 1 shows a typical flow of operations/processes in a warehouse.

In warehouses, typically first, products arrive at the receiving docks, and they are
unloaded from the trucks in that area. Second, products are sent to the storage area
for their temporary storage. However, sometimes storage of products does not take
place; in this case, products are sent directly from the receiving docks to the shipping
docks that are called cross-docking. Those products stored in the reserve area wait
until an order is received from a customer for their dispatch. The stocking policy of
products may vary according to product type, size, and special requirements of those
products. When a customer order arrives, interior vehicles or automated machines
pick those products from their storage addresses and then send them to the shipment
area where they will be loaded in the transporters.

Warehouses are designed based on the storage requirements of the products they
will be used for. Storage requirements may change for raw materials, semi-products,
or final products. Besides, based on the product types to store, the warehouse design
requirements might vary. For instance, for frozen foods, pharmaceutical products,
cold products, etc. refrigerated warehouses are required to keep the products in
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the right condition. It is challenging in cold warehouses to maintain the right cold
storage temperature for the product inside while keeping personnel and equipment
warm enough to perform at their optimal capacity.

The cold chain industry is growing and improving fast. As in recent trends in order
to profile in the cold chain, customers value convenience, wholesome food, and just-
in-time delivery. Moving away from highly processed packaged foods with a long
shelf life to temperature-sensitive perishable food products requires an adjustment
in the food supply chain. According to Lempert [17], the year 2017 goes down
in history as the most important ever in grocery. He declares that the food world is
changing at an incredible speed, and the industry must evolve to adapt to this change.
He explains that for instance, groceries are now “cool,” and they become industries
attracting talents from the best schools and companies who would not even have
thought about a career in grocery or food industry a few years ago [17].

Recently, it has been observed that the cold storage warehouse capacity has
increased drastically. For instance, it has been reported that in 2018, India had the
world’s largest refrigerated warehouse capacity, weighing 150 million cubic meters
following the United States with 131 million cubic meters. Refrigerated warehouses
worldwide had a total capacity of 616million cubic meters [23]. In an effort to attract
readers on cold warehouses, in this paper, we aim to present a cold warehouse frame-
work study by focusing on what operations, design metrics as well as critical issues
to consider for operating them.

As mentioned, in this paper, we aim to shed light on cold chain operations, specif-
ically by focusing on cold warehouses. We present an overview of operations in cold
warehouses along with the points that should be focused on and improved in order
to decrease the food loss.

Cold Chain

The cold chain includes the production of refrigerated products as well as the storage
and distribution operations of those products throughout the chain. Cold chains are
used in two main sectors: food and bio-pharmaceutical. Both sectors have consider-
ably high revenues. More than $18 billion of the global third-party logistics revenue
was received from the food and grocery market in 2017, whereas the healthcare
market produced more than $17 billion in revenue [22].

Food chain is a recent significant consideration in sustainability due to high
amount of food loss along with the distribution network. According to the Food
and Agriculture Organization of the United Nations, almost 1/3 of the world’s food
was lost or wasted each year [12]. This means that roughly 1.3 billion tons of food
is wasted every year. Chabada et al. [7] claim that two main causes of food waste at
the wholesaler are due to substandard quality and short remaining shelf life of the
products. Effective cold chain management would yield a decrease in food waste,
therefore becoming a field of scientific studies.
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Table 1 Products with
required temperature and
humidity ranges in cold
storage

Product Temperature (°C) Humidity (%)

Chocolate 15–18 50–60

Flower 8–16 70–75

Vegetables 6–8 80–90

Fruits 4–6 80–90

Mushrooms 0 90–95

Fresh meat −2–0 –

Frozen fruits and vegetables −10–0 –

Frozen meat −20 –

Frozen tuna −40–60 –

Management of a food product chain is a challenging issue, especially due to the
perishability property of food, their requirement of variable shelf life, certain storage
temperatures, time for cooling, and specific packaging and logistics requirements.
These products are quite vulnerable to storage conditions. For instance, storing under
favorable temperature conditions and complyingwith the suitable temperature condi-
tions in transportation operations are significant steps to avoid any foodwaste. Hence,
refrigerated (cold) warehouses play a critical role in cold supply chains. Cold ware-
house operations start with receiving of the refrigerated products and continue with
storing them within ideal temperature conditions. Each product type may require a
different storage temperature and condition. Table 1 depicts the ideal storage temper-
atures and humidity ranges for the storage of different product types as an example
[19]. Obviously, when the product variety increases, cold warehouse management
becomes more complex due to different storage requirements of each product type.

As mentioned, cold chain logistics strategies are commonly used for storing and
transporting fresh foods, vegetables, meat, frozen foods, medicines, and drugs, etc.
The main issue in cold chain logistics is the management of temperature-controlled
operations (monitoring, etc.) along the supply chain. Monitoring requires devices
and systems able to track the condition of the cold chain, such as temperature and
humidity, throughout the stages. Cold chain products also require specific equipment
and/or methods for fabrications. For example, vacuum packing is often used for
the packing of meat to extend its shelf life. Unlike any other products, cold chain
products are rarely available for immediate consumption. Hence, the analyses and
requirements might be non-traditional in cold warehouses. Transportation of cold
products requires specific operations aswell as special physical environments, such as
transport terminals, ports, and airports dedicated to cold chain logistics. For instance,
a container in port terminals might be dedicated to refrigerated products. Terminal
facilities have on-dock refrigerated warehouses. A range of transport technologies
is available, and it has been improving for the transportation of cold chain goods.
Other common technologies that are utilized in transportation are reefer vehicles
and containers (maritime containers and unit load devices). They usually require
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Fig. 2 Cold chain process

refrigeration plants with a power generator. Figure 2 shows the cold chain processes
that are closely interacting in a sequential manner [25].

Cold Keeping Areas in Cold Chain

There are a variety of cold storage places in cold chains to keep the products cold
for a period of time. These are designed from individual units to entire dedicated
facilities. Refrigerated containers are the most basic and often the most cost-effective
option for cold storage of small quantities of temperature-sensitive products. They
can also be mobile, providing an extra advantage in flexibility. Blast freezers and
chillers are ideal for companies requiring quickly cooling and storing foods before
they reach the end consumer. In Figs. 3 and 4 show refrigerated container and blast
freezer views, respectively.

Cold chain transportation operations should be designed to keep the ambient
temperature of those cold areas constant. Shipment operations should be managed
such that those temperature conditions are met properly. Otherwise, cold chain effi-
ciency would decrease, and energy consumption, as well as cost, would increase.
For example, route selection is an important issue in the shipment process, in that
case, depending or in winter and summer [20]. In extreme temperatures, companies
should select routes minimizing the number of times the doors should be opened. For
example, there are specialty doors for cold warehouses for both on-site facilities and
transport vehicles helping tomaintain temperatures. The automated high-speed rapid
door is a design for a cold chain that can open when it requires and automatically
closes once the person/forklift/vehicle has passed through.

In the following section, we summarize the technologies that are frequently
utilized in cold chain and cold facilities.
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Fig. 3 Refrigerated container [21]

Fig. 4 Blast freezers [24]
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Technologies Used in Cold Chain

Energy consumption and energy-saving issues have become one of the main consid-
erations in almost all industries. However, because cold chain facilities would require
the highest energy usage due to the refrigerated environment requirements, the factors
eliminating energy loss should be considered carefully. Companies operatingwithin a
cold chain are investing in technologies both forminimization of energy consumption
and waste. Some of those technologies are summarized below.

High-Speed Rapid Door

Increased adoption of newer technologies, including cascade refrigeration systems,
high-speed doors, energy-efficient walls, and automated cranes, etc. have helped the
increased efficiency and decreased operating costs in cold facilities. Every second
that the door remains open longer than it is needed causes losing valuable temperature
conditioned air. There are also a number of specialty doors available for both on-site
facilities and transport vehicles, helping to conserve temperatures. Those automated
high-speed rapid doors are only opening when required, and automatically closing
once the person/forklift/vehicle passes through are magnificent technologies for cold
facilities. A view of a freezer high-speed rapid door for a cold warehouse is shown
in Fig. 5.

Refrigerated Trucks

Temperature monitoring during transportation is crucial in cold chains. Refrigerated
trucks, vans, vehicles, and trailers are used for food, pharmaceutical, and agricultural
transportation. Using temperature monitoring technologies in transportation reduce
losses, save costs, and improve efficiency. Temperature sensors are installed into the
trailer to track the real-time temperature data along each route of each load trans-
ported. These sensors are usually connected to GPS tracking devices. The software
allows us to receive real-time alerts on temperature, whether it falls below or rises
above a certain temperature threshold that the user selects.

However, for some refrigerated vehicles carrying chilled, frozen, or perishable
goods, a reliable temperature monitoring system gives the warning to take immediate
action to protect the refrigerated cargo and reduce losses.

For instance, Fig. 6 shows a truck monitoring system from the Guardmagic
Company. Various data are collected from digital temperature sensors, fuel level
sensors. These are sent to monitoring stations by a network. In monitoring stations,
the received data is analyzed, and necessary reports and graphs are generated.
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Fig. 5 Freezer high-speed doors [4]

Warehouse Management System (WMS)

Today,most warehouses, distribution centers, third-party logistics (3PLs), and fulfill-
ment centers rely onwarehousemanagement system (WMS) technology as the brains
of their operations. Data fromoperational processes flow into thewarehousemanage-
ment software through automated data capture methods such as barcode scanners,
mobile computers, and radio frequency identification (RFID) enabled devices to
track temperature and condition of inventory. The data is then used throughout the
system to track inventory through the progression of warehouse processes. Cold
storage warehouse providers have more complex conditions when handling refrig-
erated and frozen inventory. Combined with the complications of handling food and
pharmaceuticals, this creates the need for a warehouse management system that is
specifically developed for cold storage warehouse management.
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Fig. 6 Refrigerator truck monitoring system [14]

Automated Storage and Retrieval System (AS/RS)

AS/RSs are robotic systems designed to automate storage and retrieval operations.
These systems contribute to cold storage in termsof size requirements, service capaci-
ties, and temperature conservation.High-density and rack assisted storage type allows
deep and long designs that maximize a facility’s cube capacity and minimize the
footprint of a facility [10, 11]. High-density storage provides not only a smaller area
for cooling but also an area that minimizes heat loss. The amount of warmer air
entering the temperature-controlled zone is minimized by automatic storage [18].
This automation system provides energy saving in storage areas. Advanced robotics
can take over the majority of picking operations, filling in the gaps created by insuffi-
cient staffing. Thanks to automation systems, it is possible to prevent the difficulties of
using the labor force in the cold environment. Since staff no longer need to brave the
cold, it significantly improves overall working conditions. Automated solutions also
offer greater speed and flexibility, which can help warehouses get through upticks
in order volume and optimize material flow from day to day. Figure 7 shows a long
deep AS/RS technology.
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Fig. 7 Automated storage and retrieval system in a warehouse [13]

Temperature Monitoring Technologies

As monitoring technologies advanced over time, many application possibilities
opened up the tracking of the temperature of perishable products throughout storage
and transportation in the cold chain. RFID Wireless devices can be installed in cold
storage facilities to control temperature and humidity levels to help meet the quality
standards. In order to provide a comprehensive monitoring solution, this method
consists of wireless temperature and humidity sensors. If any threshold is exceeded,
the related wireless devices can send e-mail or text message alerts. The respon-
sible operator can examine temperature trends and variations over time with the aid
of wireless cold unit tracking and historical data recording, and make adjustments
when necessary [3]. Furthermore, temperature data loggers are used for temperature
and humidity monitoring.

Cold Warehouse Operations

Cold storage warehouse management is a highly specialized discipline that requires
extensive experience in the industry. Operations and logistics managers of cold
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storage facilities are responsible for both ensuring the quality and safety of their
important products and for the protection and well-being of their employees who
operate under these specific environmental conditions [16]. We summarize the main
warehouse operations specifically on the cold warehouse case in the following
sections.

Receiving

Products arrive at a warehouse, and they are unloaded from the trucks at the receiving
docks. However, in a coldwarehouse, receiving operationsmust be quick to avoid any
decline in a product’s shelf-life in cold storage. If the load remains exposed during
the unloading process, or the reefer truck door stays open for a long time, this poses
a serious issue. This problem may directly lead to food waste for the perishability
of products. Also, it can shorten the shelf life of the products. Therefore, high-speed
rapid doors have an important effect on finding a solution to this type of problem.

Storage

Storage is a significant operation in a warehouse that brings many problems and
questions to be answered. The main issues are where the items should be stored, the
types of items should be stored together, what storage policy should be implemented,
how many SKUs should be stored in how much warehouse space, etc. [8]. Since the
storage assignment also impacts the order picking process, its role becomes much
more important. In the literature, possible storage policies are generally summarized
as random storage, dedicated storage, class-based storage, cube-per-order index, and
correlation-based storage [2, 5]. These storage policies should be reconsidered for the
cold warehouses by taking in to account the fixed shelf life of products and different
storage requirements of products.

In cold warehouses, single-deep and multi-deep AS/RS are mostly used. Multi-
deep storage is beneficial for space utilization; hence energy saving takes place.
In single-deep storage, products can be picked from both sides of the aisles with
forklifts. Figure 8 shows a single-deep racking system.

Compared to the single-deep system, a considerable aisle floor space can be saved
in a multi-deep system. Thus, cold warehouse owners usually prefer a multi-deep
system in order to save energy and space in their warehouses. In that system, multi-
products can be stored as lined up in a row by its storage compartment design.
Figure 9 shows a multi-deep racking system.

A pushback racking system is utilized well in a multi-deep storage environment.
In that system, pallet storage can be done from either side of an aisle through a
deep storage compartment. It provides a higher storage capacity than other types of
racking systems [1].
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(a) side view (b) top view

Fig. 8 Single-deep racking system

(a) side view (b) top view

Fig. 9 Multi-deep racking system

When a multi-deep storage system is used in a cold warehouse, the order picking
policy becomes critical. Since there are only one entry and exit point of the pallets,
the correct collection policy should be followed to minimize re-storage movements.
Also, the storage policy should be considered well such that in the shipment, the
product with the earliest expiration date should be retrieved easily.

Order Picking

Order picking system design and control in warehouses are complicated due to its
many critical factors. Since the order picking system is highly dependent on the
storage strategy of the products, the development of integrated optimal storage strate-
gies is very important. Order picking is the most costly activity for almost every
warehouses. Of all the warehouse costs, 55% are estimated to be belonging to order
picking operations [9].
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In the order picking operations, the decision of which strategy and sequence to
pick up the product to decrease their preparation time and operation cost for ship-
ment is critical. The order picking strategy could be order-based, priority-based,
expiration date-based, distance-based, and vehicle-based. Order-based is a strategy
in which products are collected from the warehouse in case of the orders receiving
from the customer. The priority-based strategy is to prioritize the orderswhen picking
the products. In the expiration date-based strategy, the expiration dates of the prod-
ucts are considered primarily for order picking. This strategy is may be useful for
food products having expiration dates. Because traveling distance and time are also
crucial for order picking, distance-based strategies, including expiration date collec-
tion policies, might be beneficial for food warehouses. Finally, the vehicle-based
strategy considers the routes and travelled distance of the exterior vehicles while
making the shipment.

Shipment

A shipment process comprises all processes of transporting products from ware-
houses to customers. If a shipment is not adequately prepared and conditioned accord-
ingly, then the food and energy loss may increase. For example, product assignment
policy for capacitated trucks and route selection are significant operations in ship-
ment operations. In extreme temperatures, companies may prefer selecting routes
that minimize the number of times truck doors must be opened. In road transporta-
tion, refrigerated trucks are mostly used while in ocean transportation, refrigerated
containers and ships are preferred. In cold chain transportation, several methods are
used for refrigerating trucks or containers. These are mostly water ice, dry ice, liquid
nitrogen, and mechanical refrigeration systems, etc. [6].

Discussion and Conclusion

In this work, we aim to present an overview study for cold warehouses in the cold
supply chain. Recently, there is an increasing interest in the efficient operation of cold
chains to reduce food waste as well as decrease energy and operational costs along
with the network. Due to the perishability of foods in cold food chain operations,
temperature monitoring and effective temperature control management are signifi-
cant problems that should be applied correctly throughout the network. Otherwise,
the result would be increased food loss, energy consumption, as well as cost.

With the recent technological development, real-time visibility and tracking of a
chain are possible. These technologies also enable the remote control of operations.
Warehouse design should be reconsidered for the cold chain necessities as well. In
an effort to reduce energy consumption and decrease utilized floor space, cold ware-
houses are mostly designed based on multi-deep storage racks. If storage operations
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in multi-deep storage rack environments are not designed well, then this may cause
non-value-added operations to complete in order picking. Namely, for instance, if a
product that is to be retrieved is stored at the very backside of a multi-deep rack, then,
while order picking, to be able to reach that product, all the other products sorted
in front of it should be taken out. To eliminate such non-value added operations,
optimization of storage processes in such cold warehouses becomes important. As
future work, we aim to develop an integrated optimization procedure considering
both storage and retrieval processes simultaneously.
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Design and Optimization of Automated
Storage and Retrieval Systems: A Review

Zeki Murat Cinar and Qasim Zeeshan

Abstract Automated Storage and Retrieval Systems (AS/RS) are warehouses,
specifically designed for material handling in modern manufacturing systems and
are extensively utilized as distribution centers, due to the advantages of improved
inventory control, cost-effective utilization of time, space and equipment. With the
advent of smart manufacturing in the Industry 4.0 era, the significance of adopting
automation technology in warehousing becomes increasingly imminent. Techniques
and tools are being developed tomanage, control, design, and optimize theAS/RS(s).
Over the years, many researchers have focused on the design, analysis, and optimiza-
tion of various AS/RS configurations. This paper aims to present a systematic liter-
ature review on the research in Configuration design and Optimization of AS/RS,
by classifying the research according to the design objectives, configurations and
optimization algorithms used, in order to highlight and expand the awareness on the
current best practices, progress, and future research directions.

Keywords Automated storage and retrieval systems · Configuration design ·
Optimization ·Warehouse

Introduction

Material handling systems (MHS) have been of interest to researchers over the past
three decades. Material handling constitutes 15–70% of the total manufacturing cost
of a product [39].MHS integrates equipment andother technologies ofmanufacturing
systems. TheAutomated Storage&Retrieval System (AS/RS) is a typical application
of automation technology in modern MHS. AS/RS is specifically designed for the
material handling process and is extensively utilized in modern MHS within the

Z. M. Cinar (B) · Q. Zeeshan
Mechanical Engineering Department, Eastern Mediterranean University (EMU), via Mersin 10,
Famagusta, Northern Cyprus, Turkey

Q. Zeeshan
e-mail: qasim.zeeshan@emu.edu.tr

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
F. Calisir (ed.), Industrial Engineering in the Internet-of-Things World,
Lecture Notes in Management and Industrial Engineering,
https://doi.org/10.1007/978-3-030-76724-2_14

177

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-76724-2_14&domain=pdf
mailto:qasim.zeeshan@emu.edu.tr
https://doi.org/10.1007/978-3-030-76724-2_14


178 Z. M. Cinar and Q. Zeeshan

production, pharmacy, libraries, as well as automotive factories and car parking.
AS/RS is a complex system in which equipment and control systems combined
together. This complex system offers automatically handles, storage, and retrieval
of loads with ideal speed and high accuracy without labor assistance. Although the
AS/RS technology initiated in the late 1970s and its development continued over
the years [54], however, with the requirement of Flexible Manufacturing Systems
(FMS) and the advent of smart manufacturing and Industry 4.0 era, the significance
of adopting automation technology in warehousing becomes increasingly imminent.
Techniques and tools are being developed to manage, control, design, and optimize
the AS/RS. This paper aims to present a systematic review of research in the design
and optimization of AS/RS in order to highlight and expand the awareness on the
current best practices, progress and future research directions.

AS/RS Configurations

AS/RS play an essential role in warehouses due to transportation of loads, especially
for some facilities such as hospital and libraries due tomajor advantages ofAS/RS(s).
Typical AS/RS Configurations are shown in Fig. 1 and work as follows: first of all,
items to be stored are sequenced and allocated to the special bins, containers, or
boxes. The containers with the items inside are taken to the weighting location for
confirming the load weights are within limit requirements. In some cases, different
parameters of loads, such as dimensions, danger level, and fragile status, should also
be checked and tested in a specific station. Thosewho successfully passed all tests are
transported to the Input/Output station. While transportation, testing, and evaluation
processes are being processed, the status of loads is regularly and currently received
by the central computer. The central computer assigns the decision of the next step of
loads, and then the status of loads is saved in its memory. The loads are then moved
to corresponding places with the help of the S/R machine. Upon receipt of a request
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Fig. 1 Typical AS/RS configurations—rectangular and circular
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Fig. 2 Classification of AS/RS(s) adapted from Roodbergen and Vis [46]

for an item, the central computer gives a decision about loads, whether where to store
or from which storage cell to retrieve and then sends a command to the crane to do
the task. The loads are then taken from I/O station by the supporting transportation
system to be transported to its final destination.

Classification of AS/RS(s)

Roodbergen et al. [45] categorized AS/RS(s) into three different essential classes
according to the bin’s arrangement, I/O capacity, and the number of S/R machines
utilized in AS/RS. Vasili et al. [53] categorized AS/RS classes as unit load AS/RS,
deep line AS/RS, multi-load AS/RS, mini-load AS/RS, the man on board AS/RS,
vertical lift storage modules (VLSM), automated item-retrieval systems, multi aisles
AS/RS, Carousel Systems, Mobil rack AS/RS (Fig. 2).

Research on AS/RS

A summary of research on AS/RS(s) is presented in this section. Based on SCOPUS
data searched by “AS/RS” OR “Automated Storage and Retrieval System,” year by
year publication in increase trend and expected to have more than 1277 publica-
tions in the year of 2020 shown in Fig. 3b. Most of the publications are subjected
to engineering (6129 publications) and mathematics (5820 publications), as shown
in Fig. 3c. Figure 3d explains that based on the studied literature, most of the publi-
cations are from China (418 publications) and followed by Germany (1818 publica-
tions). Moreover, the highest publications related to AS/RS searched by affiliation
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and presented in Fig. 3e. Also, comprehensive published work between “Automated
Storage and Retrieval Systems,” “Warehouse systems,” and “Material Handling and
Storage Systems” is presented in Fig. 3a.

Classification of Research

Systematic classification of research according to the design objectives, configura-
tions, and optimization algorithms used in the design and optimization of AS/RS is
presented in Tables 1 and 2.

Roodbergen et al. [45] studied that there are significant benefits such as improve-
ment in efficiency and capacity of storage systems, improvement in quality and
performance, better inventory security. Also, they studied the disadvantages of
AS/RS, such as inflexibility of the system, high capital cost, fixed storage capacity,
lack of visibility. Roodbergen and Vis [46] studied operating requirements of an
AS/RS listed common subsystems: storage structure, S/Rmachine, storage modules,
I/O station, control systems, and RFID systems. Storage structure is the main struc-
ture that accommodates the high weighted loads without significant deflection. The
structure must have sufficient strength and rigidity. S/Rmachine provides transporta-
tion. Storage modules used to carry bins including stored products inside. Pallets,
baskets, bins, containers, drawers are commonly used in AS/RS as storage modules.
The station where the loads are taken in or out of the AS/RS termed as I/O stations.
They are mostly accessed by external handling system that brings the loads into the
AS/RS or takes out of AS/RS.

Vasili et al. [53] studied AS/RS in terms of specifically focused objectives and
requirements, i.e., maximization of storage capacity, throughput, travel time,whereas
minimization of the total cost, carbon footprint, maximization of storage density as
well as improvement on inventory control and safety. Recentlymany researchers have
focused on the design, analysis, and optimization of various AS/RS configurations
[53]. However, there is no author found in the literature focusing on circular AS/RS.

Recently AS/RS are implemented to the automotive factories due to improved
safety, inventory control, landscape utilization, cost and efficiency [12, 15, 20, 49].

A general overview of warehouse control and design haven been studied in the
past years [3, 15, 48, 51]. The clarification of the current developments of the AS/RS
design and design issues are presented by [46]. Sarker and Babu [49] studied the
design aspects of an AS/RS and travel time model of the rectangular type AS/RS. In
his research, Throughput capacity is explained as the inverse of the mean transaction
time that is the expected travel time required for storage or retrieval process and
P/D time. Therefore, the travel time of an AS/RS usually related to the S/R machine
features as well as AS/RS rack configuration. Moreover, Sarker and Babu [49] made
a list of top interesting design problems, as shown: (1) Assignment of the products
to the storage locations in the storage structure. (2) Configurations of the storage
structure (Ratio of length to height), (3) Operating policies for order storage, and
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Table 1 Recent developments in the design and optimization of AS/RS (years between 1976 and
2012)
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Table 2 Recent developments in the design and optimization of AS/RS (years between 2013 and
2020)
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retrieval. According to [9, 46] studied, the following five lists are the most recurrent
assignment strategies for AS/RS warehouses.

1. Dedicated storage requires items to set a fixed storage location. It is also required
to assure storage capacity for each product and for any time in the design phase
by considering product features such as weight and shape [10].

2. Full-turnover based technique considers turnover frequencies to store the
product. Products close to P&D point counted as quick-moving operation
whereas, products far from P&D counted as slow-moving operation. Turnover
frequency is evaluated through the cube per order index (COI) [26, 27].

3. Closest open location Technique requires product storage to empty locations,
which are close to the P&D point. Therefore, storage can be distinguished by
all locations close to R&D point, and empty locations are far from R&D points
[47].

4. A class-based storage technique is utilized to overcome the disadvantages, and it
splits theAS/RS locations into different classes. Based on the product’s turnover
frequencies this technique assigns products into classes [25].

Commonly literature focuses on average travel distance and time for S/R products
[7, 18, 21, 23, 28, 31, 32, 53, 58]. In this context, AS/RS(s) differ from traditional
handling tools such as a forklift. These devices/tools perform disjoint horizontal as
well as vertical movements. However, AS/RS(s) perform concurrent movements in
the two directions [2]. For standard storage locations, the required time for S/R to
complete loading is maximum between the horizontal and vertical time intervals.
Regarding the highlighted difference above the text, travel time is considered as the
KPI metric for AS/RS [40]. Published articles that focus on minimization of travel
time are presented as following. Bozer [8] developed for the first time a model to
define the travel time of anAS/RS [29] proposed a strategy tominimize travel time for
storage assignment. Both authors ignored crane acceleration/deceleration to simplify
their models. Nevertheless, several articles presented travel timemodels, considering
crane acceleration/deceleration [30]. Additionally, the dwell point is studied to mini-
mize the travel time of AS/RS by Van den Berg [52]. Multiple goals are also focused
on travel time. For instance, the operation cost of AS/RS and space requirement is
selected as objective by [57]. Some researchers are studied minimization of energy
consumption of AS/RS as well as minimization of travel time as multi-objective
study such as [16, 30, 52].

Most of the published papers are about manufacturing environments, and a few
papers are highlighted the AS/RS configuration designs as follows; Park andWebster
[43] proposed an approach that synchronously picks the storage size and shape of
storage of AS/RS. Summarily, almost all simulationmodels are addressed to physical
design features, and only a few AS/RS(s) and their configurations are evaluated
in combination with constant input values. Sarker and Babu [49] studied specific
parameters of the physical design of anAS/RS and also defined that size of the storage
bins, baskets or boxes is important to determine storage cell dimensions as well as
expected travel time to a specific location. The shape factor is another parameter
that deals with the AS/RS length and height. It is also used to determine the AS/RS
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structure as the square in time or rectangle in time. The shape factor is known as the
time spent to reach an extreme location in the storage structure. The depth of the rack
is another parameter for physical design and can be a single or double deep rack. The
last parameter is the capacity and the no of S/R machines utilized in the system. As
the number of S/Rmachine increases, faster product storage and retrieval process can
be done. However, for the system performance, the no of S/R machines utilized in
the system should be selected based on on-demand requirements. Lerher and Šraml
[35] focused on the energy efficiency model for mini-load automated storage and
retrieval systems. Crane velocities, accelerations, number of rows, and number of
columns with the required number of cranes are set as design variables. In the paper,
CO2 consumption of the system is evaluated.

Bartlett and Strei [5] studied cost analysis of warehouse facility establishment at
Ford. California. Lerher et al. [36] studied the total cost of an AS/RS and conducted
Pareto optimization design to find optimal investment cost with respect to optimal
travel time and reliability. Zrnić et al. [58] studied a multi-objective optimization
model for minimizing cost, travel time, and energy consumption in an AS/RS.

Barbato et al. [4] identified significant factors affecting the performance of the
shuttle-based storage and retrieval system (SBS/RS) by conducting an experimental
study. Their research includes Tukey’s test that is used to identify design factors,
and then ARENA software is utilized for modeling. Consequently, the results of the
proposed model are obtained by using Minitab software. Barbato et al. [4] research
resulted that:

1. For travel time: SBS/RS design should have a high value of velocities for lifts
and shuttles. Also, the number of bays should be less in the system.

2. For energy consumption: lifts and shuttle velocities should be high, whereas the
number of tiers and acceleration/deceleration of lift should be low.

Bertolini et al. [6] proposed a meta-heuristic algorithm based on simulated
annealing in which retrieval operation performance-optimized. In their proposed
algorithm, a job list is created based upon customer demand, and retrieving perfor-
mance according to missions per hour is evaluated to optimize the performance of
retrieving operation. In order to validate this algorithm, the existing warehouse is
utilized to test and then compared it with the current performance of the existing
warehouse [6].

Ma and Wang [37] studied a single and dual command cycle time model for the
Shuttle Based Storage and Retrieval System (SBS/RS) by considering the motion
characteristics of the system. Different design configurations with four different
velocity options are evaluated by the author. Summarily, it concluded that the dual
command cycle time of SBS/RS decreased by up to 28.3%, and relatively throughput
capacity is increased by up to 1.3% [37].

Rajković et al. [44] presented a new optimization model that contains three objec-
tives; (1)minimization of investment expenses, (2)minimization of cycle time and (3)
minimization of CO2 consumption of the AS/RS(s). Also, author-defined constraints
as; (1) capacity must be bigger than the required capacity, (2) throughput capacity
must be higher than the minimum required throughput capacity, (3) warehouse
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capacity must not exceed the 20% of required capacity, and (4) number of storage
and retrieval machines must be lower or equal to the number of hallways. Based on
these objectives and constraints author appliedNSGA II in order to optimize decision
variables and model resulted that the best configuration has 25.68 acres of forest per
year, cycle time is 26.32 s, and investment cost is 7.01 EUR/TUL.

Ekren [18] carried out a multi-objective optimization solution procedure for the
design of Autonomous Vehicle-based Storage and Retrieval System (AVS/RS) by
considering theminimization of average cycle time and average energy consumption.
ARENA software is utilized by the author to perform simulation and simulation
results presented as following;

1. Cycle time is affected by the footprint shape of the system. Also, the number of
tiers has a direct impact on electricity consumption.

2. For the optimal solution, the number of tiers should be decreased, whereas the
number of aisles increased.

Discussion and Conclusion

This paper presents a systematic literature review on the research in configuration
design and optimization ofAS/RS, by classifying the research according to the design
objectives, configurations and optimization algorithms used, in order to highlight
and expand the awareness on the current best practices, progress, and future research
directions.

Based on the literature review, it is concluded that most of the researchers [1,
8, 11, 17, 18, 33, 34, 38, 42, 50, 53, 55–58] focused on rectangular AS/RS and
some researchers such as [22, 25, 49] focused on square AS/RS. It is observed
that over the years, many researchers have focused on the design, analysis, and
optimization of various AS/RS configurations, as shown in Tables 1 and 2; however,
less research is focused on the Circular AS/RS Configurations. Cinar [12] applied
Genetic Algorithms (GAs) for the configuration design and optimization of Circular
AS/RS with the objective to optimize the throughput, cost, and carbon footprint.

Common objectives from the studied articles found as; travel time optimization,
total cost optimization, carbon footprint optimization. Also, critical parameters for
the design of AS/RS are defined as crane, storage configuration, product types, and
crane features [11].

Most authors [11, 12, 24, 33, 36, 58] used genetic algorithm to obtain optimal
storage systems. Nevertheless, fewer considerations given by authors to the appli-
cation of other optimization algorithms like Swarm Intelligence, Particle Swarm
Optimization (PSO), and Ant Colony Optimization (ACO). Moreover, the applica-
tion of machine learning and deep learning tools needs to be further explored. In
addition, an uncertainty-based design approach can also be utilized to achieve more
robust configurations.

Computer-based models and simulations are critical to the design, development,
and optimization of smart manufacturing systems required for Industry 4.0. [17, 19,
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21, 41] carriedout simulation-baseddesign inorder to obtain optimal storage systems.
Cinar et al. [13]. Virtual reality simulation platforms must be further explored for
the design and optimization of AS/RS. In the context of the 4th industrial revolution,
logistics and storage systems are required automatization and connectivity. However,
there are challenges while implementing those technologies. Cinar et al. [13] defined
the challenges of Industry 4.0 applications and also listed simulation techniques for
smart factories, including logistics and storage systems.

Digital twins (DT) are the key enablers for virtual design and optimization of
smart manufacturing systems required for transformation to Industry 4.0. Recently
many researchers have contributed to the development of DTs for smart production
processes and manufacturing systems. DTs are being applied to manage the perfor-
mance, effectiveness, and quality of a manufacturer’s fixed assets, such as manufac-
turing plants. DTs are also applied to shop-floor control, assembly production lines,
and flexible manufacturing systems to optimize robustness, efficiency, autonomous
failure detection, and production flow control [14]. Digital twin technology must be
utilized for the design of AS/RS(s).

Rajković et al. [44] recommended that their presented model can be modified
to optimize AS/RS with double deep SR machine by adding more variables and
constraints. Ma and Wang [37] suggested having more than two I/O points and
different assignment policies such as class-based storage policy and turnover based
policy in order to understand the impact of I/O separation. Bertolini et al. [6] proposed
an algorithm based on simulated annealing procedure to perform optimization for a
more complexAS/RSwhere the storage compartments are double depth or two cranes
share the same railway as a future study and also suggested that a new algorithm
should be created and optimization can be performed for scheduling.

The scopeof the study is not to include all the available articles about the theme, but
to analyze a significant sample to give understandings about the recent best practices
on design and optimization of AS/RS, assisting researchers and practitioners for
further studies.
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An Experimental Design Study
to Identify Significant Factors Affecting
Tier-to-Tier SBS/RS Performance

M. Kucukyasar and B. Yetkin Ekren

Abstract The aimof this paper is to study a simulation-based experimental design to
identify significant factors affecting the performance of the tier-to-tier shuttle based
storage and retrieval system (SBS/RS). SBS/RS design is an automated warehousing
technology mostly utilized for the storage of mini-loads. SBS/RS has emerged as
a response to the recent order profile with low volume and wide variety and quick
response. Although the traditional design of SBS/RS is comprised of multi-shuttles
each dedicated in each tier of an aisle, there can be different designs in which shuttles
can travel between tiers.We call this design as tier-to-tier SBS/RSwhere shuttles can
travel between tiers by using a separate lifting mechanism located at an endpoint of
each aisle. Note that in this new design, since shuttles are allowed to travel between
tiers, there may be less number of shuttles running in the system. Hence, the shuttle’s
average utilization value might be larger compared to that traditional one where
each tier has a dedicated shuttle. In this work, we study an experimental design
to investigate which factors are statistically significant on a critical performance
metric (i.e., average cycle time per transaction) in the studied tier-to-tier SBS/RS.
First, we simulate the system by using the ARENA 16.0 commercial software and
then implement a full factorial analysis. The results are analyzed in MINITAB 17.0
software.
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Introduction

With the recent increase in e-commerce, the order profile has changed towards more
product variety with decreased volume and short response time. This demand profile
has also created more competitive business strategies. For instance, distribution
centers tend to adopt recent warehousing technologies to cope with that recent order
profile efficiently [4, 7, 8]. Automated storage and retrieval systems play a significant
role in those technologies, one of which is shuttle-based storage and retrieval system
(SBS/RS). An SBS/RS is typically composed of storage racks, storage, and retrieval
(S/R) devices that are shuttles, and lifting mechanisms located at an endpoint of each
aisle in the racking system. There is a dedicated shuttle in each tier of an aisle which
cannot travel between different level of tiers and aisles. These shuttles are tier and
aisle captive shuttles. In that design, due to having a dedicated shuttle in each tier, the
throughput rate is high, while shuttle utilization is low. Lifts are usually bottlenecked
in those designs. In an effort to reduce the total number of shuttles and increased
utilization of them in the system, a new design of SBS/RS where shuttles can travel
between tiers or aisles, etc. may worth studying to investigate how system perfor-
mance is affected. Lerher et al. [11] show that SBS/RS works with a high throughput
rate by reduced cycle time compared to its simulants. They focus on a traditional
tier-captive SBS/RS design in which each tier of the racking system has a dedicated
shuttle. Differently, in this paper, we study a tier-to-tier SBS/RS where shuttles can
travel between tiers by using a lifting mechanism. The advantage of a tier-to-tier
SBS/RS design is that there are fewer shuttles and hence higher utilization levels
compared to a traditional tier-captive design.

Literature studies mostly focus on tier-captive SBS/RS design [4, 12]. One of the
initial works is provided by Carlo and Vis [1]. They propose a heuristic approach for
scheduling of non-passing lifting mechanisms in a tier-captive SBS/RS. Lehrer et al.
[13] study analytical travel time models by considering characteristics of shuttles
and lifts as acceleration, deceleration, and maximum velocity profiles. They study
for both single and dual command scheduling rules in SBS/RS. Ekren [2] studied
simulation modeling for the design of a traditional tier-captive SBS/RS. In order
to evaluate the performance metrics based on pre-defined designs promptly, several
graphs under various design concepts are drawn. Ekren et al. [3] introduced an
analytical model-based tool that can estimate the mean and variance of travel time
of shuttles and lifts as well as their energy consumption values by given parameters
in tier-captive SBS/RS configuration. Recent studies are performed by Ekren [5]
and Ekren [6]. Ekren [5] presents a simulation-based experimental design analysis
to identify significant factors affecting the performance of the studied tier-captive
SBS/RS. Ekren [6] proposes a multi-objective optimization procedure for the design
ofSBS/RS. In that study, asmulti-objectives, simultaneouslyminimizationof average
cycle time and energy consumption per transaction is considered.

In literature, there are few studies considering tier-to-tier SBS/RS studies. One of
the earliest studies is published by Ha and Chae [9]. They compare two operation
approaches called free and non-free balancing. They aimed to prevent the collision of
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Fig. 1 The physical configuration of a tier-to-tier SBS/RS

shuttles by using these approaches. Later, Ha and Chae [10] studied a decision model
to determine the number of shuttles dedicated to each aisle for tier-to-tier SBS/RS.
Finally, Zhao et al. [14] introduced an integer programming scheduling model to
minimize the idle time of lifts and shuttles. However, they only consider the retrieval
process in this study. Differently, in this work, we conduct an experimental design
to find out significant factors affecting the performance of the tier-to-tier SBS/RS.

Methodology

In an effort to decrease the number of shuttles and increase the utilization of shuttles in
the system, we study a tier-to-tier SBS/RS design where shuttles can travel between
tiers by using a separate lifting mechanism located at an endpoint of each aisle.
Shuttles are considered to be aisle-captive,meaning that each is dedicated to a specific
aisle. However, they can travel between tiers within that aisle. There are two lifting
mechanisms serving for each aisle. One is for vertical travel of loads (i.e., totes),
and its capacity is two; one is for vertical travel of shuttles, and its capacity is one.
System assumptions, along with its definition, are given in the following section.
Note that for the modeling purpose, the system is simulated by using the ARENA
16.0 simulation software.
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System Definition

Figure 1 shows the side and top view of a single-aisle of the studied tier-to-tier
SBS/RS.According to that, Lift 1 is dedicated to travel of totes, andLift 2 is dedicated
to the travel of shuttles. Note that there are two storage sides at each tier as left and
right sides at each tier. There are two types of transactions arriving at the system,
storage, and retrieval. Storage transactions are the transactions that shuttles store the
loads to storage addresses. Retrieval transactions are the transactions that shuttles
transfer loads to input/output (I/O) points located at the first tiers to be shipped for
customers.

It is assumed that each storage position (i.e., bay) can hold a single tote. Lift 1
has two separate lifting tables that can travel independently. Shuttles and each lifting
table of Lift 1 have a single tote capacity, and Lift 2 has a single shuttle capacity.

The other assumptions considered in the simulation model are as follows:

• Incoming transactions arrive at the Input/Output (I/O) points at the first tier of
each aisle.

• For storage transactions, first, totes are dropped-off by Lift 1 at the buffers. Then,
they are picked up by shuttles to be stored in their bay addresses.

• For retrieval transactions, totes are dropped-off by shuttles at the buffer locations.
Then, they are picked up by Lift 1 to be released at the I/O points.

• If a transaction is at the first tier, Lift 1 is not utilized.
• The buffers at each tier can hold three totes at a time.
• Dwell point policy of lifts and shuttles is assumed to be the point where they

complete their last process.
• When a shuttle is assigned for a transaction located at a tier different than the

shuttle’s current tier, the shuttle travels to the Lift 2 location immediately while
it also enters the Lift 2 queue to seize it. The two devices travel simultaneously if
Lift 2 is seized before the shuttle arrives at the Lift 2 location.

• To prevent the collisions of shuttles at the same tier, a single shuttle is allowed to
travel within a tier.

• Storage and retrieval transactions arrive with equal mean and probability
distributions. The mean arrival rate follows a Poisson distribution.

• Lift and shuttle acceleration and deceleration delays are considered to be 2 m/s2.
The maximum velocity that they can reach is also considered to be 2 m/s.

• A pure random storage policy is considered.
• Loading and unloading time delays for totes from/onto shuttles/lifts are ignored.
• Distance between two adjacent bays and distance between the buffer locations

and the first bay is equal and 0.5 m in each tier. Besides, the distance between two
adjacent tiers is equal and 0.35 m.

• The weight of a shuttle, Lift 1, Lift 2 and tote are considered to be 40 kg, 60 kg,
60 kg, and 20 kg, respectively.

Table 1 shows the notations that are used in the system model. The simulation
flow charts of the system are given in Fig. 2.
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Table 1 Notations used in
system modeling

Notation Description Unit

C Average cycle time sec/transaction

T Number of tiers of an
aisle

A Number of aisles in the
warehouse

B Number of bays in a tier

Ns Number of shuttles in
each aisle

λ Mean arrival rate Number of
transactions/month

ti i-th transaction at the
transaction queue

s j j-th shuttle

Note that there are three separate queues in the system. They are queues for Lift 1
tables, Lift 2, and shuttles. Each is processed based on the first-come, first-serve rule.
In the simulation model, the transaction selects the most suitable shuttle for itself. In
an effort to prevent the collisions of shuttles, first, the transaction checks whether or
not there is a shuttle running at its targeting tier. If there is, that transaction enters the
queue of that shuttle. If there is not a shuttle at that tier, then the transaction selects
an available shuttle, randomly.

When the selected shuttle needs Lift 2 to change its tier, while it is traveling to the
Lift 2 location, it also enters the Lift 2 queue simultaneously. Namely, while Lift 2
travels to the shuttle’s tier, the shuttle also travels to the Lift 2 location at its current
tier. To summarize, when a transaction selects a shuttle, Lift 1 and Lift 2 are triggered
simultaneously, if necessary. The flow details can also be seen in Fig. 2.

The simulation model is run for forty days with ten days warm-up period. The
warm-up period is determined by the eye-ball technique by checking the average
cycle time per transaction performance metric. Verification is done by debugging
the codes as well as animating the model. The validation is done by checking the
simulation model results by an expert. The performance metric, average cycle time
per transaction, is calculated for the averages of five independent replications. Those
values are given in the following sections with their 95% confidence intervals.

Experimental Design

In this study, we conduct an experimental design to identify significant factors
affecting the average cycle time per transaction. Design of experiment (DOE) is a
statistical technique that analyzes relationships between independent (i.e., factor) and
depending (i.e., response) variables in order to specify significant factors affecting
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Fig. 2 Flow chat of tier-to-tier SBS/RS

the responses (i.e., average cycle time per transaction). Here, cycle time is defined
as the time that a transaction spends in the system. Namely, it is the time between
when it is created until disposed of. In DOE analysis, the factors that could affect
the performance metric are defined to be:

• Number of tiers in each aisle, T
• Number of aisles in the warehouse,A
• Number of shuttles in each aisle, Ns

We consider that the total warehouse capacity is fixed with 12,000 storage posi-
tions. The number of bays is adjusted so that we fix the warehouse capacity to 12,000
bays as in (1). Because of the negative correlation between any twovariables inEq. (1)
when the capacity is fixed, only T and A values are considered as design factors in
the DOE.
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Table 2 DOE for SBS/RS Factor level T A Ns

1 10 12 3

2 20 30 5

T × A × B = 12,000 (1)

A full factorial design is considered in DOE, where simulation is run for all
possible combinations of levels of factors. Table 2 shows the designs for DOE.
Based on that, there will be 23 = 8 combinations in DOE. The arrival rates for each
combination are arranged such that we obtain a 95% average shuttle utilization. In
otherwords, we check the throughput rate capacity of each design at a 95%utilization
level of shuttles, which are the bottleneck in the system.

Remember that there are 8 combinations in the considered full factorial analysis of
DOE.Byfive replications of each combination,we have 40 results to enter inMinitab.
First, we complete an analysis of variance (ANOVA) to obtain significant factors
affecting the performance metric, average cycle time per transaction in the system.
Second, by using the information obtained by ANOVA, we develop a regression
function based on significant factors. Analyses are given in the following section.

ANOVA and Regression Results

Table 3 shows the simulation averages of five replications for each combination
from Table 2 designs. ANOVA and regression analyses are completed based on
those results.

Table 3 DOE results for SBS/RS

Design no T A Ns C

1 1 1 1 71.62 ± 0.75

2 1 1 2 63.17 ± 0.49

3 1 2 1 34.22 ± 0.22

4 1 2 2 35.35 ± 0.05

5 2 1 1 52.28 ± 0.46

6 2 1 2 42.20 ± 0.06

7 2 2 1 35.34 ± 0.19

8 2 2 2 33.83 ± 0.09
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ANOVA Results for the C Performance Metric

Table 3 results are entered in the Minitab 17.0 software to complete the ANOVA.
ANOVA test shows the statistically significant factors affecting the performance
metric. However, ANOVA depends on some model adequacy assumptions. Model
adequacy requires that ANOVA residuals should be normally distributed. They
should have a mean of zero and have a constant variance. If one of them is not
met, then the results are not confidential, and we may need a response transforma-
tion such as inverse, logarithm, square root, etc. In the current model, because there
was a non-constant variance, the model adequacy was assumed not to be satisfied
well. Hence, an inverse transformation on C is applied (e.g., 1/C). The residual
plots are given in Fig. 3 of that inversed transformed results. According to that, the
ANOVA assumptions are assumed to be satisfied well. The ANOVA results in Table
4 are interpreted as follows:

• It is understood that all one-way, two-way, and three-way interactions have a
significant effect on 1/C . This is because, all the p-values are smaller than the
desired α-value, 0.05.

• Since the F-value is the highest one in that factor, the most significant factor
affecting 1/C is observed as A. The reason for this might be when A increases,
the number of lifts in the system also increases.
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Table 4 ANOVA results for 1/C

Regression Analysis for the C Performance Metric

After determining the significant design factors by ANOVA, we develop a regression
function for 1/C to find out how 1/C changes based on the design factors, A, T,
Ns. Regression analysis is a tool that builds a function to find the expected value
of the dependent variable by using independent variables. First, we do ANOVA
and find out significant factors that could be included in the regression. Then, we
develop the regression function by using that information. By that function, one can
estimate the performance metric for different levels of design parameters that are not
already experimented. To check the adequacy of a regression model, the parameter,
coefficient determination, R2 is used. R2 refers to the amount of variability of data.
It is preferred that this value is high. Table 5 shows the Minitab regression analysis
results. In that table, the R2 = 99.97% and large enough to accept it as a good fit
function.R2

ad j = 99.96% is also large and close enough to the R2 value to accept the
function as a good fit.

Table 5 Regression results for 1/C
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Table 6 An example for prediction in regression model

By using the Table 5 equation, for instance, we can make a prediction for an unex-
perimented design that is: 15 tiers, 20 aisles, and 4 shuttles per aisle. The prediction
result is summarized in Table 6 as an example. According to that, 1/C value is
obtained to be 0.0229 s. whose 95% prediction interval is (0.0227, 0.0231) s. The
function also suggests that a warehouse design with an increased number of aisle
and tier works better with a high number of shuttles to reduce average cycle time per
transaction.

Conclusion

In this paper, we study a simulation-based experimental design to identify statis-
tically significant factors affecting the performance metric average cycle time per
transaction in tier-to-tier SBS/RS. We consider three design factors with two levels:
number of tiers per aisle, number of aisles, and number of shuttles per aisle. Ware-
house configurations are designed based on a fixed warehouse capacity. We simulate
each design under pre-defined factor levels under a 95% utilization of shuttles. First,
we complete ANOVA. We observed that all one-way, two-way, and three-way inter-
actions of design factors are statistically significant on the average cycle time per
transaction performancemetric. By using this information, we also build a regression
function to conduct the relationship between design factors and the response. The
function suggests that a warehouse with an increased number of aisle and shuttle
works well to reduce average cycle time per transaction.

As future work, this study can be extended by considering more levels of factors
as well as different performance metrics in the system.
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Abstract Blockchain technology offers important opportunities for the supply chain
management. This paper aims to overview the employment of blockchain technology
in the field of the supply chain. Although the technology has been widely associated
with cryptocurrencies, non-financial applications such as supply chain, power, and
food industry are also promising. Blockchain can provide a permanent, shareable,
auditable record of products through their supply chain, which improves product
traceability, authenticity, and legality in a more cost-effective way. In this chapter,
the potential improvement expectations via blockchain technology for the case of
agribusinesswere discussed. The proposed case for automotivemanufacturing-micro
factory with blockchain technology was also introduced.
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Introduction

The definition of a supply chain is given as “the network of organizations that are
involved, through upstream and downstream linkages, in the different processes and
activities that produce value in the form of products and services in the hands of the
ultimate customer” [1]. Products cross at least one border in global supply chains.
The global supply chains are generally very large scale formations thatmay consist of
complex patterns of production processes, transactions, and knowledge.World global
merchandise exports totaled US$ 19.48 trillion in 2018 [2]. Based on World Bank
data, more than $16 trillion in goods are shipped across international borders each
year, and the yearly cost of global trade is estimated at $1.8 trillion annually (Maersk
Strategy Group, May 2016). Global trade could increase by nearly 15%, boosting
economies, and creating new job opportunities if barriers within the international
supply chain are removed [3].

In a supply chain, ownership of products changes several times among partici-
pants until they are delivered to consumers. For low-added-value products such as
agricultural commodities and certain types of mining commodities, supply chains
function as an aggregation method by which goods are provided by many small-
scale producers to larger-scale supply chain partners for further processing towards
an end-product.

Existing supply chain models begin when two supply chain members, namely
manufacturers and importers, send their products to the next stage of the supply
chain. The next stage, also called the middle layer, includes the wholesaler, which
processes the basic products received by the export, processor, and supply chain. In
the last step, there is a retailer and foodservice that sells products. The main problem
with this model is that the data is encapsulated in elements of the supply chain and
shared less. For example, it is not possible for the consumer to verify the source of
the food to be purchased [4].

Moreover, sustaining operations across a complex chain of resources, activities,
and organizations can be hard for supply chain partners, especially when a large
number of smallholders are involved. According to ISO standard 9000, the trace-
ability concept is defined as “the ability to trace the history, application, use, and
location of an item or its characteristics through recorded identification data”. Lack
of visibility and incentives may cause difficulties for sustainability.

Consumers cannot be sure about the reliability of data in current supply chain
systems. The existing model becomes even more burdensome in the global supply
chain. A reliable system is difficult, even impossible, on a global scale without
building trust. With the advent of blockchain as a disruptive technology for most
processes related to our daily lives, the transition to the use of blockchain technology
[5] has begun to overcome all these challenges of supply chains. Participants and
their roles in a typical blockchain integrated supply chain flow can be depicted as in
Fig. 1. The tipping point for adoption is expected to be 10% of global gross domestic
product (GDP) stored on blockchain ledgers by the expected date of 2027 [6].
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Fig. 1 Participants and their roles in a typical blockchain integrated supply chain flow

In this manuscript, opportunities, challenges, and possible research directions on
blockchain-based supply chain solutions are surveyed. We believe this would be a
starting point and guide for future studies.

Blockchain Background

The original idea and building blocks of blockchain technology are coming from
cryptomoney and date back to the 1980s.Most recently, in 2008December, the article
by an author nicknamed Satoshi Nakamoto titled ‘’Bitcoin: A Peer-to-peer Elec-
tronic Cash System” popularized the blockchain technology. The blockchain concept
consists of a combination of mathematics, cryptology, computer, and monetary
science.

Blockchain technology, in fact, is a type of parallel and distributed computing
architecture [5]. It allows us to eliminate central servers or trusted authorities in the
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digital interactions of partners. Thus, it is classified as a disruptive technology that has
the potential to transform most of the processes in our daily life radically. Simply,
copies of the data, called ledger, are stored on thousands of computers working
together, and all changes to the data are realized by consensus of partners. Every
change made on data is recorded with a timestamp to ensure integrity and trans-
parency. The stakeholders of the system do not have to trust each other. The factors
that ensure the trust among them are that changes on the stored data can only bemade
according to the specified rules, these changes are kept in a ledger whose content
is transparently open to audit, protected by cryptographic techniques, and a copy of
this chain is available to all parties. It becomes possible for digital data to change
ownership like assets in the physical world.

The main consensus protocols and mechanisms used to ensure the trust are Proof
of Work (PoW), Byzantine Fault Tolerance (BFT), Proof of Stake (PoS), Proof
of Authority (PoA) and Proof of Elapsed Time (PoET). The main purpose of the
consensusmechanism is to ensure that proposed change requests are compatible with
the existing status of data and defined rules. Blockchain computers, called nodes,
perform these validations. Cryptography is mainly used to ensure the authenticity
of change requests on data and the immutability of data in the ledger by organizing
modification history as blocks that are cryptographically connected to each other.
Privacy is another important issue in the blockchain. Thus, cryptography is also used
to ensure the privacy of the participants. High availability of the ledger is provided by
keeping the entire ledger at the nodes, not at a center. There are mainly two types of
blockchain platforms namely, public and private according to the accesibility policy.
In a public blockchain, anyone can send change requests to the network and can
operate a node. In a private blockchain, also called permissioned blockchain, both
sending requests to the network and having a node is restricted to a set of actors.

Problems of Supply Chain and Opportunities
with Blockchain

The main objectives of the supply chain are listed as cost, quality, speed, depend-
ability, risk reduction, sustainability, and flexibility [7]. Manufacturing has been
globalized, leads well-defined supply chain management more crucial and valuable.
In today’s supply chain systems, it is difficult for customers to know exactly the
value of a product due to a lack of transparency. In addition, investigating supply
chains is mostly not feasible in case of suspicion of illegal or unethical activities.
Heavy paperwork, process costs, and slow processes are other main challenges of
the supply chain.

A literature survey on the research focuses on blockchain for the supply chain
domain [2, 8–14] shows that the supply chain domain already benefits from
blockchain technology because of its four main features (Fig. 2).
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Fig. 2 Research focuses in literature for deployment of blockchain for supply chain [2]

In order to give an idea how blockchain might impact the needs of supply chain
actors, we quoted Table 1 from literature. It presents Litke et al. [15] summary of
how blockchain responds to the limitations that the actors of supply chains encounter
today.

As a summary, Blockchain technology can benefit in many ways in the supply
chain as it does in many other application areas. Employing blockchain in supply
chain processes provides transparent, decentralized, secure, faster, and low-cost
transactions. By eliminating unnecessary third parties and covering more daily
life processes in digital systems minimizes paperwork. Blockchain establishes
trust among trading partners. Making more detailed data available in blockchain
improves supply chain monitoring ability and safety. This reduces insurance risks.
Smart contracts and automated payments are game-changers. They add efficiency
and remove bureaucracy, especially in insurance, and traceability. They also allow
escrowed payment by keeping money until terms of the deal are met and agreed and
then releasing automatically. Blockchain technology, in fact, providesmissing infras-
tructure the cutting edge technologies need. Thus, increasing focus on providing inte-
gration and cooperation with technologies such as Artificial Intelligence, Big Data
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Table 1 How blockchain can improve the existing limitations of supply chains [15]

Supply chain participants Current limitations Blockchain’s impact

Producer Lack of ability to prove the
origin and quality metrics of
products transparently

Benefits from increased trust of
keep track of the production raw
material and value chain from
producer to consumer

Manufacturer Limited ability to monitor the
product to the final destination.
Limited capabilities of checking
quality measured from raw
material

Added value from shared
information system with raw
material suppliers and
distribution networks

Distributor Custom tracking systems with
poor collaboration capabilities.
Limited certification ability and
trust issues

Ability to have proof-of-location
and conditions certifications
registered in the ledger

Wholesaler Lack of trust and certification of
the products’ path

Ability to check the origin of the
goods and the transformation
/transportation conditions

Retailer Lack of trust and certification of
the products’ path, Tracking of
products between consumers and
wholesalers

Ability to handle effectively the
return of malfunctioning
products

Consumer Lack of trust regarding the
compliance of the product with
respect to origin, quality and
compliance of the product to the
specified standards and origin

Full and transparent view on the
product origin and its whole
journey from raw material to
final, purchased product

Analytics, Cloud Computing, and IoT will help to realize advanced supply chain
systems.

IoT, for example, is already used in the supply chain domain to collect information
about environmental conditions, to verify how long and underwhat conditions a cargo
is loaded on a particular truck or port, and whether it is tampered with or affected by
any incident that violates the shipping guidelines. IoT sensors also help companies
to optimize and improve their supply chain systems. McKinsey Global Institutes
research suggests that “Economic size of IoTapplications globallywill reachbetween
4 and 11 trillion by 2025.1 However, using IoT and blockchain technology together
will leverage systems thanks to the trust level achieved via blockchain technology.
Matching data from the physical and digital world and validating their consistency
will provide more trust between parties and prevent invoice disputes. Thanks to the
robust digital infrastructure of IoT devices and sensors integrated with blockchain
platforms, consumers can track the entire product life cycle throughout the supply
chain.

1 https://www.mckinsey.com/industries/semiconductors/our-insights/whats-new-with-the-int
ernet-of-things.

https://www.mckinsey.com/industries/semiconductors/our-insights/whats-new-with-the-internet-of-things
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As the recent situation by coronavirus pandemic showed the importance of supply
chain infrastructures to communicate with multiple ecosystems. As the existing
supply chain network has been highly affected by Covid-19, thus interoperability
and compatibility seem to be crucial for the global supply chain after this pandemic.
For the purpose, blockchain technology provides disconnected supply chain systems
with low cost and maximum efficiency to interoperate securely [16].

Despite all its benefits, however, blockchain technology is not a “one size fits all”
solution. New problems raise related to blockchain, and other assisting technologies
should also be addressed to realize projects in the supply chain domain. Blockchain-
based supply chain systems need various new legislative regulations. Current
blockchain platforms cannot exactly fit the high level of transaction throughput
requirements of supply chain systems. Supply chains combine diverse participants
with varying interests. Thus, incentives need to be provided, such as efficiency gains,
improved liquidity, and data security tomotivate all participants. Security and privacy
are other important issues. The data security concernswith IoT and lack of commonly
accepted baseline protocol standards for IoT interaction. The current IoT ecosystem is
built on a central model in which IoT devices are identified, connected, and validated.
Thus, there is a need for transformation for blockchain adaptation.

Impact of Blockchain on the Logistics Industry

This subsection highlights the blockchain-based supply chain projects focused on
rather Logistics subdomain.

Supply chain actors and startups focused on providing blockchain-based supply
chain solutions to improve efficiencies and reduce operating costs. There has been a
large number of ongoing projects. For example, Global Shipping Business Network
(GSBN), created by nine ocean carriers and terminal operators, and global cross-
border supply chains by IBM and Maersk collaboration, will be made available for
the ocean shipping and logistics industry. United Parcel Service (UPS) employs
blockchain to combine with the truckload pricing futures market, by enriching the
real-timematching of loads and empty trucks with a data analytics and artificial intel-
ligence. Similarly, Waltonchain is a blockchain/supply chain project to incorporate
both digital and physical elements into one system. It employs IoT devices and RFID
chips to ensure the security, traceability, and authenticity of the business.

Formining and jewelry industries, tracking assets from themines to the consumers
is important. Tracing an asset back to its provenance facilitates proving ownership in
cases of thefts and attesting authenticity. Due to diamonds’ high value, annually, $45
billion is lost to insurance fraud, and 65%of false claims pass undetected. EverLedger
andDeBeers, Jewelry Company, use blockchain to track assets throughout their lives
with the aim of assuring the consumers for buying genuine articles. BHP Billiton,
as the world’s largest mining firm, plans to benefit from blockchain technology for
better tracking and recording data throughout the mining process.
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In addition to samples given, general-purpose, or logistic specific significant
projects in the supply chain domain are summarized in Table 2.

Table 2 General-purpose or logistic specific significant projects in supply chain domain (extended
version of Justin, 2019 [17])

Name/started in Description Partners

VeChain (VET)
2015

Smart contracts to track inventory.
It tokenizes products and tracks
each step through RFID labels as
they navigate through the supply
chain. The system allows us to
view each historical detail of the
product at any point in its lifecycle
in the supply chain. Example of
applications includes cold-chain
logistics, automobiles, medical and
healthcare, luxury and fashion

BMW, Haier, BIOS, BYD, DIG,
DB Schenker

WaltonChain (WTC)
2016

It tracks objects via proprietary
RFID technology. Detailed
information is provided about
locations a product passes, who
handled it, and steps relating to the
supply chain process

Fashionchain, MoneyNet, Huodull,
Mitoq, Freyrchain

Ambrosus (AMB)
2017

Ethereum smart contract-based
supply chain system, including
proprietary IoT devices. It can be
integrated easily into any industry
or market that relies on supply
chain or logistics. Ambrosus
makes food and medicine safer by
combining high-tech sensors and
blockchain technology

BioFirm, Nestle, Cantone Group,
Trek Therapeutics, Crypto Valley
Association

OriginTrail (TRAC)
2013

A process sharing data throughout
the supply chain. Businesses have
an easy and effective way to
exchange data, both in-house and
across borders. A transparent way
to increase accountability and
efficiency

Ferdinand, Perutina, Natureta,
Planika, H-Farm

Modum (MOD)
2016

A startup combining IoT devices
and smart contracts to provide
supply chain data to its clients as it
becomes available in real-time.
Modum users know if their product
has been tampered with and
whether or not they receive
shipments on time

Swiss Commission for Technology,
Institute for Supply Chain
Management, and Communications
Systems Group

(continued)
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Table 2 (continued)

Name/started in Description Partners

Tael (WABI)
2017

A project which develops solutions
for the authenticity of products.
With the anti-counterfeit QR
codes, a consumer can ensure that
a product is valid and has not been
tampered with prior to purchasing.
It is popular in lower regulated
countries like China

Blackmores, Nutrilon, Swisse,
Nature’s Fare

CargoCoin (CRGO)
2018

A project employing smart
contracts to create a secure method
of storage and transfer for
tokenized goods in many different
supply chain industries (shipping
via land, sea, and air). It provides
effective communication between
cargo traders and transporters on a
global scale. This allows providing
a method for sending, receiving,
rejecting, approving, or signing
necessary documentation to all
stakeholders of the supply chain
process

Bancor, H&B, Bitrue, NoBar,
CargoLine

Bext360
2016

Online platform to track goods on
a public blockchain system
throughout each step in the supply
chain. This provides transparency.
Assets are represented as tokens.
and stored on Bext360 network to
manage payments, smart contracts,
and asset tracking throughout the
entire lifecycle

Great Lakes Coffee, Coda Coffee,
Moyee Coffee

ShipChain (SHIP)
2017

A project to provide end-to-end
visibility for all products
transported. The main goals are to
lower costs, reduce theft and fraud,
and reduce transaction times.
Smart contracts are used to shorten
the communication path between
shippers and carriers. On an
Ethereum blockchain, it only
allows authorized parties to view
details of the process

CaseStack, ScanLog, Sweetbridge,
Direct Outbound

(continued)
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Table 2 (continued)

Name/started in Description Partners

CargoX (CXO)
2015

A project using Ethereum
blockchain technology to develop a
cost-effective and smart bill of
lading solutions that can process
from anywhere in the world

TPG Logistics, MakerDAO,
Europacific, Fracht AG, Mana, and
DBA Group

ZetoChain
2018

It is the blockchain-enabled IoT
solution to provide enhanced
security, traceability, and
scalability for food safety via IoT
sensors

Irene Energy
2018

Irene Energy operates a Stellar
blockchain to create transparency
in electrical supply chain
management

Devery
2018

Devery is a decentralized
ecosystem providing developer
tools to utilize
Ethereum blockchain technology
to secure supply chain & product
verification

EverLedger
2016

The platform enables buyers and
sellers of high-value assets to trade
with confidence. Its blockchain
provides a secure record of an
asset’s origin and journey

Shairu & Atit Diamonds, Fred
Meyer and Littman Jewelers

Impact of Blockchain on Agricultural and Food Industries

As summarized in Fig. 3, the Agriculture and Food Industries already take advantage
of blockchain technology in order to get improvement in the various aspects of the
supply chain such as traceability, insurance, finance, transaction, and optimization.

The projects and solutions employing blockchain are listed below as grouped by
categories [18, 19, 13].

Agriculture trade and transactions.

• AgriChain—A blockchain company that focuses on end to end agricultural
processing and reducing intermediaries.

• AgriDigital—A cloud, IoT, and blockchain-based commodity management solu-
tion for the global grains industry. It connects farmers, buyers, site operators, and
financiers through a single platform. They are allowed to contract, deliver, and
make payments securely and in real-time.

• AgriLedger—British social enterprise project that supports farmers’ food origins,
easier access to financing, and storage of transaction data.
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Fig. 3 The areas within the agricultural sector improved by blockchain (Startus Insights 2018 [13])

• AgUnity, FAO, Gates Foundation and International Finance Corporation (IFC)
farming cooperatives run for and by local farmers. Collective bargaining, creating
a network between farmers within which they can agree to share equipment and
resources and helping farmers to select more profitable crops to plant.

• Agroxy- Ukrainian based agricultural product trading system.
• Demeter—A central hub for the leasing and cultivation of microdomains

anywhere in the world without intermediaries, complexity, or the burden of a
large organization.
Agriculture finance and insurance.

• Worldcovr—Developing a product insurance system to protect against loss
of yield by using satellites to monitor precipitation and trigger payments
automatically.

• Trado—A consortium for innovative blockchain supply chain finance structure
• Etherisc—A blockchain company that offers farmers product insurance through

decentralized insurance practices.
• FARMS, Financial and agricultural risk management platform integrated with

satellite sensing for smallholders
Food supply chains.

• One of the biggest retailers in the world,Walmart, is developing blockchain-based
traceability for lettuce participation.

• Walmart is trying to keep track of fresh and leafy greens products back to the farm
by using a blockchain platform developed by IBM.Walmart also uses blockchain
technology to track its meat from China [20]. For this purpose, data such as cold
chain processes and sales dates are stored in the blockchain.

• Global companies like Unilever, Nestle, and Dole also use blockchain for similar
purposes.
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• IBM Food Trust is a blockchain-based use case for cold chain logistics. Food
Trust aims to create transparency and accountability in the food supply chain.

• TE-FOOD—With a Germany-based public permissioned blockchain platform
(2016), customers can track their food all the way to their tables.

• Provenance is a UK startup (2018) to trace food. Consumers are able to get
more information about where their products come from and if something is
environmentally harmful or genuinely safe.

• Ripe, a startup aiming for a transparent digital food supply chain, uses quality
food data to create the Food Blockchain that maps the food journey.

Impact of Blockchain on Automotive Industry and Micro
Factory Concept

The automotive industry has long been considered the locomotive of the global
supply chain. Blockchain-related supply chain use cases are also considerable for
the automotive industry. Figure 4 summarizes the potential application areas for the
automotive industry to use blockchain technology.

Since smart factories enable rapid retooling, small-scale manufacturing facili-
ties may actually have a competitive advantage to produce customized products for
specific local needs, at a local scale. Micro factory concept is a novel production
facility to manufacture new generation electric vehicles.

Local Motors established automobile-building micro-factories across Phoenix,
Las Vegas, and Knoxville and host an open library of vehicle designs to include and
empower communities of global designers, engineers,manufacturers, and automotive

Fig. 4 The areas within the automotive sector improved by blockchain (Startus Insights 2019 [12])
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enthusiasts. It can be claimed that, with the advanced technology, there is a potential
for a decentralized production to democratize the manufacturing function, as the
Internetmakes the information accessible for everyone, designing andmanufacturing
would be more accessible to everybody within distributed manufacturing. However,
weak supply chain infrastructure can lead to high distribution costs.

For this reason, supply chain security is critical for micro factory networks. The
well-defined supply chain for components such as the motor/inverter, tubular SHSS,
electronic board, lights, seats, battery cells, etc. is required. It can be improved by
integrating blockchain technology into the supply chain for future studies.

Each micro factory/country has the capability to create its own brand with
customization according to the demand of its local market. The proposed network
model for micro-factories is the collaboration to make their local brand stronger
and compatible in the already captured automotive industry. Therefore, a globally
distributed network will be established with the replication of micro factories. To
succeed in this highly distributed network, central authority is required. However, it
is not defined in sharing economy concepts developed for micro factories. The distri-
bution of data into the network securely without intermediaries is a challenge of this
model. However, this can be overcome by implementing blockchain technology,
which allows transacting peer-to-peer and trusts each other by using collaboration
and cryptography without a third party [21]. It means all transactions will perform
between related micro factories and engaged suppliers, a central authority to control
and manage the system is not needed. The data of all micro factories distributed
across a global ledger, using the highest level of cryptography. To hack a blockchain
network, someone needs to reach all computers in that network, which is almost
impossible. Thus, blockchain offers a more secure model, which can be adaptable
to the micro factory network. Consequently, this micro factory network consists of a
smart contract between parties that allow them programmatically to define the rules
and steps that should be performed any time and a certain type of event is recorded
in the blockchain.

Blockchain is a simple way of passing information in a fully automated and safe
waywithout the need for third parties since ‘central authority’ does not exist. Besides,
it provides transparency, speed, accessibility, and coherence so that the blockchain
logic fits the business model of micro factory networks.

Discussion and Conclusion

This study suggests that blockchain technology has certainly an important role in
enhancing and fundamentally transforming supply chains in many industries. It will
be expected to create more sustainable solutions for supply chain bottlenecks expe-
rienced today in many industries such as logistics, agriculture, and automotive. By
removing the intermediaries with blockchain-based transformations, the transactions
will become faster and secure thanks to cryptography. Therefore, the infrastruc-
tures are evolving along with regulatory changes, technological advancements, new
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financialmechanisms thatwill facilitate blockchain-based supply-chainmanagement
systems.
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A Strategy for Increasing
the Employment Rate of Graduates
Using a Compact Module

Hatice Camgoz Akdag and Cicek Ersoy

Abstract The aim is to increase the higher education employment rate in the first six
months after graduation at Istanbul TechnicalUniversity. The paper involves different
systems and techniques used, such as; ITU Career and Skill Management System
(KAYS), which is an internship- and job-seeking platform for Istanbul Technical
University students, annual Career Summit performance analysis, workshops, inter-
view simulations, company network, and mentoring modules. Initially, the process
of determining the contents of the Career and Skill Management System platform
has been addressed with a Management Engineering approach. In this process, the
platform at hand was observed, and the details of the inner workings of the system
were noted. Secondly, user groups of the system were interviewed, performance
questionnaires of different activities from different user groups were analyzed, and
the methodology has been determined. New strategies have been set according to
the results, and the student employment rate has been recalculated after six months,
which showed an acceptable increase in the new graduate employment rate.

Keywords Career · Skill · Job · University · Employment · Performance

Introduction

The dynamic change in technology and emerging new jobs with the new generation
of humankind, it has been extensively important to corporate into career and skills
operations as well as student recruitment policies.

Career counselors or career offices use computer software to help students in
finding short-term or long-term internships and full-time or part-time jobs. Students
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now conduct their research on employers electronically, and employers have recog-
nized the importance of attractive and informative websites. Even though companies
have been using independent employee search websites, they have notices the impor-
tance of reaching the university directly and looking for specific students on campus.
This actually decreases the time of the initial recruitment process, which will also
be explained in the following sections.

The management of the entire campus recruiting process is handled electronically
by the ITU Career and Skills Management System called KAYS, managed by the
Career Center of Istanbul Technical University linked directly to the Rector.

Although technology makes employer-student communication easier, it also
requires a significant investment in the career center in terms of equipment and
staff with technical expertise.

This paper will explain a State University Career Center Model in which aims to
increase student enrollment in six months after graduation.

Literature Review

Career counseling is a concept that is defined in six stages throughout its history,
due to the change in business and working life over time. There are six stages in
the development of career counseling in the United States [1]. In the first stage
(1890–1919), placement services were offered for an increasingly urban and indus-
trial society. In the second stage (1920–1939), educational guidance through the
elementary and secondary schools became the focal point. The third stage (1940–
1959) saw the focus shift to colleges and universities and the training of counselors.
The fourth stage (1960–1979) was the boom for counseling, and the idea of work
having meaning in a person’s life came to the forefront; organizational career devel-
opment began during this period. The fifth stage (1980–1989) saw the beginning of
the transition from the industrial age to the information age and the growth of both
the independent practice of career counseling and outplacement counseling. The 6th
stage (1990—present), with its emphasis on technology and changing demographics,
has seen increased sophistication in the uses of technology, the internationalization
of career counseling, the beginnings of multicultural career counseling, and the focus
on the school-to-job transition [1]. TheNational CareerDevelopmentAssociation [2]
defines career counseling as a process of helping individuals develop their lifelong
careers by taking into account the definition of the worker role and the interaction
of this role with other life roles. Generally, career counseling can be defined as the
process of helping individuals to draw a route according to their wishes, interests,
and skills in vocational education andwork life. Even though the terms such as career
counseling, career guidance, career development have different meanings, they are
used in the same sense over time, especially because of their close relationship with
the period inwhich they are used. On the other hand, the terms “professional develop-
ment” or “professional development tasks” was introduced to the literature in Turkey
by the end of the twentieth century, and the beginning of the twenty-first century [3].
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Turkey has taken America primarily as a role model in the consulting career field
after emerging efforts to join the European Union and has started its restructuring
actions according to this model, the relevant standard [3].

Career counseling studies in America date back to the beginning of the twentieth
century. Important names in this area are first mentioned by Frank Parsons, who is
regarded as the pioneer of professional guidance from various sources [4, 5]. Parsons
was entitled to receive this title, especially in the last years of his life.

Pope [1], the developments in the career counseling process in America in the
following six stages:

(1) Job Placement Services (1890–1919): The important features of this period
are the loss of jobs in the agricultural sector about the rapid industrialization
and activities, the increasing demand for workers in the heavy industrial areas,
and the increasing urbanization. At this point, the focus of various developing
institutions is to help individuals who have lost their customers or who do not
have a job at this point.

(2) Educational Guidance in Schools (1920–1939): The increase in the birth rate
in the period following the end of the First World War led to an increase in
school-age children. This situation, together with the increasing labor demand
along with the industrial crisis, and the economic crisis in 1930, led to the
transfer of vocational guidance activities to schools. The studies in this period
are focused on both vocational education and support in the education process.

(3) Education of Universities and Consultants (1940–1959): This period has a
more specific orientation than the previous two. One of the biggest reasons
for this is that after returning from the Second World War, many soldiers have
difficulty in keeping up with social life and work, and after the success of the
USSR in space studies, the US decided to accelerate its technological develop-
ments. This led the American government to establish Advisory and Guidance
Education Institutes, in particular in the fields of science and mathematics, in
order to direct the individuals concerned to university education. The Amer-
ican Personnel Service and Guidance Organization (APGA), which currently
serves as the American Psychological Counseling Association (ACA), was
founded during this period. In this period, in order to bring a new dimension
to vocational guidance, career selection and career issues have been directed
towards a more individual and psychology oriented direction.

(4) Meaningful Work and Organizational Career Development (1960–1970): The
political and social developments in this period, especially young people’s
interests, has shifted to a meaningful, work that would lead to a change in the
world.

(5) Independent Consultancy ofCareer Counseling andRedeployment Counseling
(1980–1989): The period of economic growth in the early 1960s was replaced
by a decline in the late 1970s. This is the transition from the industrial age to the
age of information and technology. Among the major problems created by this
transition are the loss of jobs in the industrial field, the increase in the demand
of employers with technological skills, and the loss of job security. Important
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work during this period included the report Workforce 2000, published in
1987, which will affect career counseling policies in the next 12-year political
process.

(6) 1990—Present: In the late 1980s and early 1990s, career counseling started
to become a working area that shifted to a specific direction periodically and
became an area that served various aspects of society. These aspects range
from the reinstatement of employees in the company’s top positions to helping
homeless people prepare CVs and include social groups that did not have
access to these services and/or did not need them until this time. Another
feature of this period is the rapid developments in technology. Facilitating
communication among individuals has helped to spread and implement career
counseling services more easily. Career counselors in the United States have
now been able to spread their services to different countries through these tools
through telephone and internet access.

Career Counseling in Turkey

Yeşilyaprak [6], the main purpose of the study Psychological Counseling and Guid-
ance in Turkey “to cultivate productive individuals to serve economic development
assistance to choosing a suitable profession to his interests and abilities,” have been
announced. This view is in line with the rapid growth and economic development
approach of the early 1950s, which was the period when the studies were started [7].

(1) 1953–1975: In this process, the first studies in the field of education were
primarily aimed at helping vocational orientation. In this period, the interest,
intelligence, and talent tests were generally taken from abroad were used by
translating and adapting. Studies such as the opening of the Guidance and
Research Centers and the studies such as the initiation of related undergrad-
uate and graduate programs in our various universities are also important
achievements of this period.

(2) 1976–1994: In this period of time, which Yeşilyaprak [6] called “unstable
steps,” studies in the field of central guidance and career counseling are aimed
at reducing the agglomeration of universities by directing the students to the
vocational and technical education institutions suitable for their interests and
abilities or directly to business life. In line with this aim, students were intro-
duced to the foreground, and the process of testing and inventory develop-
ment or adaptation was accelerated. In these years, “Guidance in Education”
has also been considered as a separate area of expertise, and undergraduate
programs have been opened in various faculties of education in order to train
experts in this field. When it comes to adult vocational guidance, studies are
mostly carried out in cooperation with Germany. The Turkish Business Asso-
ciation (TEO) slowly started its operation in conjunction with, in 1992, in five
provinces, depending on the employees’ German Labor Agency of German
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experts trained “Business and Professional Consulting Services” was estab-
lished. The first “Vocational Counseling Center” within TEO (called IŞKUR
in Turkish) was established in 1993 in Ankara.

(3) 1995–2010: As a result of efforts to reduce unemployment in the economic
sphere and directly related to the efforts to enter the European Union in the
political and social sphere, the process has begun to become more system-
atic, more result-oriented with the change observed in attitudes in this area.
Before this point, vocational guidance studies, which were carried out with
the aim of acquiring a profession, gained a new dimension and turned towards
“holistic career development.” This situation has led to various regulations
in both primary and secondary education systems and in general. Apart from
these, Vocational Guidance and Career Counseling activities in universities
have been accelerated. In addition to the publication of the works in these
areas, the publication of field-specific textbooks started in this period.

University Career Centers

The foundation of today’s career centers is based on the professional guidance work
initiated by Frank Parsons at the beginning of the twentieth century and the Central
Guidance Bureau established by Parsons in 1908. Developments in the field of the
career counseling from the process, and after that, both through the example of
Turkey still America, are detailed in a previous section of this study.

In general, career centers can be defined as a part of the management unit of
organizations such as schools and companies with a staff of staff providing various
career services [8]. This section will focus on career centers focused on the planning
and development of students’ careers within the university.

The career development centers in Turkey are much newer. The first output of
the current form career centers in Turkey, in 1980, “Bureau of Employment for
Graduates” with the name of the Middle East Technical University, was established
by the office. In 1988, Bilkent University became the first university to establish a
career center [9]. This progresswas followed by career centers established in different
universities with various names and functions. In addition to these studies, a Career
CenterMeetingwas hosted by theHigher EducationCouncil in 2013. In thismeeting,
it was aimed to increase the awareness and awareness in universities about preparing
students for work-life and effective internship practices. Some schools, including
Istanbul Technical University, were given examples of the services provided in the
career centers.

On the other hand, The Higher Education Counsel called “YÖK” in Turkish has
announced on the official newspaper [10] and has sent it to all universities informing
them that the National Employment Strategy (2014–2023) and Implication Plan
(2017–2019) had come into force on the 7th of July 2017. In accordance with the
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4.6 article of this plan, it was stated that the HEC (YÖK) is the responsible counsel
to improve guidance on job search and discovery techniques at university career
centers.

The good news was that Istanbul technical University Career Center was estab-
lished within the Faculty of Management in 1997–1998 as Career Office. Since its
establishment, it has undergone various processes of change, and in 2013 it was
renamed as the ITU Career Center (ITU Kariyer Merkezi website). It still serves
under this name today. In 2015, ITU Career Center established a platform called
ITU Career and Talent Management System (ITU KAYS) to help ITU students find
jobs and internships.

The career center units of the universities stated that their priority objectives were
to improve the career planning and development competencies of the mentioned
groups. This is followed by studies on the possibilities to be employed, studies on
the problems that can be encountered in business life, scientific studies in career areas,
contributing to regional development with the development of related institutions,
and increasing the respectability and preferability of the university and its members.

As for the purpose of career centers, the services offered by the university also
show changes related to the university. Although no specific study has been carried
out on this subject, it is likely that this change is due to the resources of the career
center, resources such as budget, the primary objectives of the career center, and the
expectations of the management from these centers.

As with all individual-oriented services, the benefits and effectiveness of career
centers in universities depend on themselves. As a result of the researches, no general
study has been found on the interaction rates of students with career centers in the
country, region, or university.

Methodology

As the aim of this paper is to increase the higher education employment rate in the
first six months after graduation at Istanbul Technical University. Career and skill
system electronic platform at hand was observed. The number of applications to job
postings was determined. Secondly, user groups, which are companies registered
to the university system, were interviewed. Performance questionnaires of different
activities from different user groups were analyzed. Also, students one month prior
to graduation were questioned to determine the employment rate before graduation.
The students with no employment were invited to the career center. These students
were counseled, and their CVs were be analyzed and rewritten if needed. Skill and
jobmatches, previous applications, and characteristics of graduates and the culture of
companieswere analyzed before application, and necessary strategieswere applied to
increase the employment rate of graduates. Six months later, the same questionnaire
was sent to the same sample group to figure out whether if there was an increase in
the employment rate.
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Sample and Data Collection

As there were different analysis done in this study, there was also a need for having
different sample groups. The companies with job and internship postings on the
Career and Skill system were selected. ITU KAYS leases the service modules it
provides from Symplicity Corporation (https://www.symplicity.com). Student ques-
tionnaires were distributed to the students who were presenting their graduation
design projects.

As the employment issue deals with complex data input, there were several
different data sets collected.

1. Career and Skill System job posting data
2. Student application data to the above postings
3. Number of company participation to the summit, the number of the company,

stands specifically in which faculty, number of workshops, number of student
participation in each activity.

4. Employer questionnaire regarding the career summit
5. Student questionnaire regarding the career summit
6. Student employment questionnaire one month prior to graduation
7. Student employment questionnaire after six months of graduation.

Analysis and Results

Table 1 shows howmany students applied to job postings in the year 2018. The grade
division is also shown in the table. It is figured out that sophomore and juniors have
the highest application number.

Table 2 shows the total number of applications made within these 1605 students.
Year distribution is shown. It is interesting to see that new graduates are still looking
for jobs almost at the same rate as junior students. Among these 12,546 applications
to total 2017 job postings, Table 3 shows the departmental distribution and number
of applications.

On the other hand, we have also analyzed the type of employer job postings, which
is shown in Table 4.

The University Career Fair was held on 19–22 February 2018. The following
tables show detailed information on participation information (Tables 5 and 6).

Table 1 Number and grade
of students applied to job
postings in the year 2018

Grade Number of students applied to job postings

Prep 37

Freshman 108

Sophomore 269

Junior 346

https://www.symplicity.com
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Table 2 Number of applications of the above mentioned 1605 students

Grade The grand total of applications to job postings

Senior 5263

Freshman 651

Sophomore 1677

Junior 2771

Graduate 2063

Prep 121

Total application to job postings 12,546

Table 3 Departmental distribution and number of applications

Department Application Department Application

Industrial engineering 2587 Geology engineering 55

Electric engineering 1705 Telecommunication engineering 48

Computational science and eng. 1205 Molecular biology 36

Mechanical engineering 975 Ships and ocean engineering 36

Management engineering 908 Architecture 35

Chemical engineering 503 Defense technologies 35

Mathematical engineering 450 Information systems engineering 32

Metallurgical engineering 433 Industrial design engineering 28

Aeronautical engineering 361 Mining engineering 27

Control engineering 327 Textile engineering 26

Physics 228 Nano science 25

Environmental engineering 218 Polymer 24

Astronautica 189 Naval Arch. And engineering 19

Civil engineering 181 Information technologies appl 13

Economics 149 Food engineering 13

Mineral processing 132 Geographical engineering 10

Materials engineering 124 Urban and regional 8

Geomatics engineering 104 Bioengineering 7

Energy science and technology 90 Transport engineering 7

Business administration 80 Disaster and earthquake 6

Metaerogical 77 Coastal sciences engineering 3

Petroleum and natural gas 77 Department name unspecified 878

Mechatronics 72 Total 12,546
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Table 4 Type of job postings

Job type Job applications

Full time 2242

Internship 1536

Part-time 1282

IKZ’18 (ITU career summit) 8984

Total 12,546

Table 5 Number of employers attended career fair and number of touch the talent (TT) activities

Total employer attended to the career fair 2018 168

Number of touch the talent 175

Table 6 Number of employer stands opened in each building

Buildings included in the career fair Number of employer stands opened

MED—general building on Ayazaga campus 28

Electric—electronic engineering faculty + computer and
informatics engineering faculty building

73

Chemical and metallurgical engineering faculty building 24

Mining faculty building 8

Construction faculty building 5

Aeronautics and astronautics engineering faculty building 5

Gümüşsuyu campus (mechanical engineering, textile
technology and design faculty building)

46

Maçka campus (management faculty building)) 38

Taşkışla campus (architecture faculty building) 3

According to McGrath [12], career and job fairs are another way career services
and employers can work together to their mutual benefit. ITU Career fair 2018
was a huge success, with 167 different companies with 230 stand in four different
campuses and nine different buildings. The event was open to freshmen through
seniors as well as graduates with no employment. This is a way for students to find
out more about various employment opportunities. The purpose is for employers is
not only to provide career information but to touch the talent on the campus.

The reason for having the highest employment rate is highly linked to student
application rate as well as the number of stands of employers in the buildings of
those students. This is proved with the employment rate questionnaire results done
just before graduation. Table 7 shows the employment rate for each faculty just prior
to graduation.

After the result of employment status prior to graduation, a new questionnaire was
prepared and distributed among the employer network on the Career Center system.
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Table 7 Employment rate
for each faculty just prior to
graduation

Faculties Employment status before
graduation (May 2018) (%)

Computer and informatics
faculty

52.13

Management faculty 47.77

Maritime faculty 35.29

Aeronautics and
astronautics faculty

34.48

Architecture and ocean
engineering faculty

28.57

Science and letters faculty 27.85

Electric-electronic faculty 25.54

Textile technologies and
design faculty

25.53

Mechanical engineering
faculty

21.71

Chemical and metallurgical
faculty

17.54

Architecture faculty 12.50

Construction faculty 11.55

Mining faculty 9.00

The results showed the strengths andweaknesses of ITUgraduates very clearly. Table
8 shows the results of the employer questionnaire.

According to the results seen above, it was planned to start a talent touch program
and touch the students who are unemployed but accepted as talented as they are
graduates of one of the best three universities in Turkey.

Is it enough for the students to be good engineers when building their career
ladder? For the previous generation, this question might be answered yes, but the
conditions for being accepted to a job nowvary considerably. The twenty-first century
is a period of very different competencies. These competencies include factors such
as the ability to demonstrate effective communication skills, the ability to cope effec-
tively with stress, the ability to work in a team, and continuous development. We
are in a period where we need to keep up with the changes in technology, and this
requires us to be open to innovation and change, to be proactive, open to flexibility in
job descriptions, and to be able to cope effectively with the inevitable stress situations
brought about by the change in our roles and duties. In fact, we see that students do
not want to be just “engineers.” In the career counseling process, many students are
talking about having a number of projects in mind and running their own business
rather than working in a company. Therefore, besides engineering skills, skills such
as organization and management, crisis management and leadership are becoming
increasingly important.
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Table 8 Results of the employer questionnaire (% of agreeing to the statement)

Question Response (% of agree)

Capable of knowing the basic concepts in the professional context and
of being able to evaluate the relationship between them

89.4

The development of ITU graduates (in terms of reputation,
attractiveness and job opportunities in the market)

95.5

Ability to use necessary devices and computers for engineering
applications/analysis/design

95.4

To be informed about contemporary issues 92.3

Ability to communicate in Turkish orally and in writing 90.9

Performance according to other university graduates 89.2

Being aware of professional and ethical responsibility 87.7

Defining the problems related to engineering/professional issues and
taking into account economic factors

86.2

To be able to make evaluations regarding engineering/professional
issues by considering the global and social impact

86.2

To have sufficient knowledge about quality and environmental issues 86.2

Ability to transfer theoretical knowledge to the application 84.9

Being willing to learn and open to innovation (having acquired the
necessity of lifelong learning)

83.9

Ability to communicate in a foreign language (English) orally and in
writing

81.8

Having the design skills to meet the system, product and process
requirements

81.6

Teamwork/working with different people 80.3

I think students should improve their social skills 75

I think students should improve their foreign language skills 25.9

The Career Center decided to be more effective on soft skills as 75% of
employers believed that the graduates are very successful in the technical back-
ground, but soft skills are missing. A new plan was set and immediately applied for
improving the soft skills, which will also increase the employment rate of graduates.
The plan included organizing seminars such as Career Awareness Psychoeduca-
tion, CV Preparation, interview performance simulations, personality tests, logical
reasoning, self-motivation, coping up with Stress and Decision-Making Skills, time
management.

Career counseling services were provided on the subjects such as recognizing the
interests of the students, identifying the areas in which their skills are formed, taking
steps for the career development steps, identifying which areas are more suitable for
them and what skills they should acquire for these areas. Apart from this, necessary
support was also provided in CV preparation and interview techniques.

After six months of all the above-mentioned seminars, workshops, face to face
mentoring, and career coaching, the same questionnaire was sent to the same
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Table 9 Employment rate for each faculty after graduation

Faculties Employment status after 6 months of graduation
(November 2018) (%)

Computer and informatics faculty 82.28

Management faculty 86.51

Textile technologies and design faculty 75.68

Aeronautics and astronautics faculty 70.83

Electric-electronic faculty 63.64

Architecture and ocean engineering faculty 61.11

Maritime faculty 53.85

Mechanical engineering faculty 49.11

Science and letters faculty 45.71

Chemical and metallurgical faculty 41.10

Mining faculty 37.65

Construction faculty 33.04

Architecture faculty 32.50

sample group. The results were satisfying. The table below shows the results of
the employment rate after the six month one to one touch (Table 9).

The comparison and the rate of increase after six months of Career Center semi-
nars workshops, talent touch, one to one career counseling, interview simulation,
etc., the following table (Table 10) has been formed. The average rate of difference
in employment rate after six months has shown almost a 30% increase, proving
that Career Center seminars, workshops, talent touch activities, one to one career
counseling, interview simulation, etc., have helped students be employed.

Discussion and Conclusion

The aim of the paper was to increase the higher education employment rate in the
first six months after graduation at Istanbul Technical University. The importance
of career centers at universities was highlighted. The stages of career counseling
throughout history were mentioned. The introduction of career counseling in Turkey
has been defined. Establishment of university career centers, its stages, and the level
of ITUCareerCenter is touchupon.As the career center units of the universities stated
that their priority objective is to improve the career plan and develop competencies
of students and graduates, several studies, researches and questionnaires were done
to figure out the rate of employment as well as the explanation of low and high
employment rates before and after graduation. No general study has been found on
the interaction rates of students with career centers and their employment rate.
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Table 10 Rate of increase in employment after six months

Faculties Employment status
before graduation
(June 2018) (%)

Employment status after
6 months of graduation
(November 2018) (%)

Increase in
employment after six
months (%)

Computer and
informatics faculty

52.13 82.28 30.15

Management faculty 47.77 86.51 38.74

Textile technologies
and design faculty

25.53 75.68 50.15

Aeronautics and
astronautics faculty

34.48 70.83 36.35

Electric-electronic
faculty

25.54 63.64 38.10

Architecture and
ocean engineering
faculty

28.57 61.11 32.54

Maritime faculty 35.29 53.85 18.56

Mechanical
engineering faculty

21.71 49.11 27.40

Science and letters
faculty

27.85 45.71 17.86

Chemical and
metallurgical faculty

17.54 41.10 23.56

Mining faculty 9.00 37.65 28.65

Construction faculty 11.55 33.04 21.49

Architecture faculty 12.50 32.50 20.00

The average rate of
increase

29,50

In this study, different researches were thrown, such as career and skill system job
posting data, student application data to these job postings, number of companies
attending to the career fair, number of the stands being opened in which building and
which campus, number of student participation to each activity, employer question-
naire, student employment questionnaire just before graduation, student employment
questionnaire after six months of graduation.

The findings show that soft skills are the missing parts of engineering gradu-
ates. In order to support the graduates and increase the employment rate, the ITU
Career Center decided to be more effective on soft skills as 75% of employers
believed that the graduates are very successful in the technical background, but
soft skills are missing. Career Awareness Psychoeducation, CV Preparation, inter-
view performance simulations, personality tests, logical reasoning, self-motivation,
coping up with Stress and Decision-Making Skills, time management educations
were held. After six months, the same questionnaire to the same sample of students
was distributed once again. And the results were strongly positive. The average rate
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of increase in employment rate has been found as 30% overall after the ITU Career
Center employment strategy.

For further implications, in order to increase the interaction of employers and
students or newly graduates, the career fair may be organized twice a year instead of
one.
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Global E-commerce Market
Segmentation by Using Fuzzy Clustering

Basar Oztaysi and Mert Kavi

Abstract Customer segmentation is essential for marketing, communication, and
even operations management activities. E-commerce provides the data required for
novel perspectives to customer segmentation. In this study, we focus on customer
segmentation based on purchase variety. To this end, first, the data is preprocessed,
and the optimal customer number is detected. Then the fuzzy c-means algorithm is
applied, and the segments are formed.

Keywords Fuzzy segmentation · Fuzzy c-means · E-commerce

Introduction

The process of buying, selling, transferring, or exchanging products, services, and/or
information via computer networks is defined as E-Commerce [1]. Starting from the
invention of electronic fund transfer, and the development of internet e-commerce
applications flourished, and various business models have emerged [2]. A standard
classification of E-commerce is by the nature of the transactions or the relation-
ship among the participants. The major types can be listed as business-to-business,
business-to-consumer, consumers-to-business. As mobile technologies emerge and
adapt to social media increases, new e-commerce models such as mobile commerce
and social-commerce have become popular. E-commerce can take different forms in
a company, depending on the technology.

Customer segmentation is the practice of separating customers into different,
meaningful, and identical subsets according to various attributes. For marketing
efforts, it is generally used for gathering insights about the customers and provide
customized actions according to their characteristics. To achieve this, a company
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© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
F. Calisir (ed.), Industrial Engineering in the Internet-of-Things World,
Lecture Notes in Management and Industrial Engineering,
https://doi.org/10.1007/978-3-030-76724-2_18

233

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-76724-2_18&domain=pdf
mailto:oztaysib@itu.edu.tr
https://doi.org/10.1007/978-3-030-76724-2_18


234 B. Oztaysi and M. Kavi

needs to understand the customers’ segments and the properties and desires of
the segments [3]. Companies apply various forms of segmentation, such as value-
based, lifetime period, or demographics based. Also, different sources of data can
be included in the process, and segments can be formed based on demographics and
characteristic properties, and their needs and loyalty levels [4].

Segmentation can be used in three decision levels, strategic, managerial, and
operational level [5].At the strategic level, segmentation is used to assist the corporate
strategic plans and highlight product positions according to diversified ranges of
buyers. At the managerial level, it is used to deal with resource assignments and
targets setting based on customer segments in order to involve the customer groups
into themarketing activities and compose organizational processes considering them.

This study aims to summarize potential segmentation perspectives and apply fuzzy
clustering with a real-world case study. Fuzzy sets proposed by Zadeh [34] provide
tools and operations for handling imprecision and vagueness in real-world problems.
Fuzzy sets have been used for many other real-world problems such as, company
selection Estralla et al. [29] technology selection [6], multi-criteria decision making
Yatsalo et al. [33], public transportation [7], economic analysis [8], and risk manage-
ment [9]. The case study is fromModanisa.com, which is one of the top e-commerce
websites which focus on selling textile products globally.

The remaining of the paper is as follows, in the second section, a brief literature
review is provided, then in the third section, fuzzy clustering is introduced. Section
four presents the real-world application steps and the results of the study. Finally,
the conclusion is given in the last section.

Literature Review

The literature provides various approaches and methods for customer segmenta-
tion, such as demographic-based segmentation, value-based segmentation, propen-
sity based segmentation, life period segmentation. Someof the procedures use heuris-
tics and expert opinions for segmentation, some of them use basic arithmetic oper-
ations. The most popular analytical tool for segmentation is cluster analysis. It is a
data mining technique that assigns data elements to unknown groups with consid-
ering high similarity [10]. The literature also provides various clustering techniques
that can be grouped as partitional or hierarchical algorithms. The partitional methods
focus on grouping the data elements into a predefined number of clusters.On the other
hand, hierarchical methods take advantage of enabling the optimization of a crite-
rion considering the compatibilities of objects within clusters or incompatibilities
between clusters.

In recent years various perspectives on market segmentation have been investi-
gated in the literature. Ahani et al. [11] focus on integrating social media data to
segmentation efforts to propose a market segmentation model and choice prediction
model for SPA hotel market. Liu et al. [12] develop a market segmentation approach
by integrating preference analysis andmulti-criteria decision-makingmethods. In the
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proposed approach, additive value function and pairwise comparison matrices are
used to gather preference data. Then this data is used with the hierarchical clustering
method to form the segments. Lim et al. [13] develop amarket segmentation approach
by using a Bayesian spatial profile regression. By this approach, both spatial auto-
correlations present in warehouse rents and multicollinearity among the known rent
price determinants are handled for segmentation. Diaz Perez and Bethencourt-Cejas
[14] focus on the segmentation of tourists that visit a location and propose using the
Chi-square Automatic Interaction Detectionmethod, which is a multivariate analysis
technique. The results reveal that the proposed approach is superior to the traditional
methods used in the tourism domain. Qin et al. [15] focus on market segmenta-
tion problem for demand-side platforms. In their study, the researchers model the
optimal market segmentation granularity as an optimization problem and form a
mathematical programming model to find the optimum granularity. Huerta-Munoz
et al. [16] addresses a customer segmentation problem from a beverage distribu-
tion firm. Under a given requirement, the researchers try to form customer clusters
where similar customers are involved in. The researchers propose a mathematical
attribute formulation and use a greedy heuristic that iteratively destroys and recon-
structs customer segmentations. Hong [17] proposes a novel segmentation method
by employing the Taguchi method. The Taguchi method is used as a tool to select the
initial seeds. The author compares the results with the results of a Self-Organizing
Map and shows that the proposed method is superior. Oztaysi and Cevik Onar and
Oztaysi [18] propose a user segmentation approach by using twitter data. The author
uses the data from social media and uses a fuzzy c-means algorithm to segment the
users. Oner [19] propose a two steps segmentation approach,in the first step, they use
hesitant fuzzy sets to segment the retail locations, and then in the second step, they
use customer segmentation by adding the results of the first step into the analysis.
Murray et al. [20] deal with a real-world customer segmentation problem where the
existing descriptive variables are not suitable for defining the similarities between
customers. The authors employ datamining techniques and identify behavior patterns
in historical data that involve noise. The authors claim that the proposed results are
suitable for strategic decision-making. In a recent study [21] propose a multi-criteria
decision-making model for determining the approach for customer segmentation.
The authors use Neutrosophic sets to select the most propose approach. Oztaysi
et al. [31] propose a segmentation approach based on customer location data. Dogan
et al. [22] focus on customer segmentation based on indoor customer paths. Oner
and Oztaysi [19] focus on retailer clustering based on hesitant fuzzy sets. Oztaysi
[23] use fuzzy c-medoids clustering for gender prediction.

Methodology

In the domain of segmentation, the clustering procedure is used to define subgroups
of customers who have common properties. Each customer is defined by a data point
in a multi-dimensional space where each dimension represents different properties.
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There are various techniques in the literature which convert input data into clusters.
Chen et al. [24]. From one perspective, these techniques can be grouped as crisp and
fuzzy. The main difference between the two groups is the definition of membership
of an element to a cluster. Crisp clustering assigns a data element into a single specific
cluster, while fuzzy clustering algorithms assign a data element to diversified clusters
simultaneously with a membership degree [25]. In the literature, fuzzy clustering is
used by using two points of view, either considering uncertain data or considering
crisp datawith uncertain clusters [26].One of themost commonly adopted techniques
for fuzzy clustering is the fuzzy c-means algorithm, in which data elements are
assigned to a predefined number of clusters with different membership values [24].

The fuzzy c-means algorithm is based on similarity or dissimilarity measures,
which are extracted from distance measurement such as Euclidean distance [27].
The main definition is the partition matrix, which represents the extracted clusters. A
fuzzy partitionmatrix is defined from [28] with the conditions given in the following:

μik ∈ [0, 1], 1 ≤ i ≤ c, 1 ≤ k ≤ N ,

c∑

i=1

μik = 1, ≤ k ≤ N ,

0 <

N∑

k=1

μik < N , 1 ≤ i ≤ c

Equation (1b) defines the sum of each cluster should be equal to 1, and the
membership degree should be represented with an interval [11].

Fuzzy c-means clustering utilizes an objective function and focuses onminimizing
the objective function to find the appropriate clusters.

J (Z ,U, V ) =
c∑

i=1

N∑

j=1

(μi j )
m
∥∥z j − v2

i

∥∥

whereZ is the set of data elements to be clustered,U shows the fuzzy partitionmatrix,
V is the vector which indicates the cluster centers. As seen from the given formula,
N represents the number of observations, μ denotes the related membership value,
c is the number of appeared clusters, and m is the parameter called fuzzifier that
identifies the fuzziness degree of the final clusters, and fuzzifier parameter can get
values greater than 1. When the fuzzifier parameter equals to one, then the clusters
are formed with crisp clustering. Besides that, z j − vi denotes the distance between
observation j and the center of cluster i.

The minimization of the given objective function comprised of a nonlinear opti-
mization problem that can be calculated with a wide range of techniques such as iter-
ative minimization and heuristic approaches such as simulated annealing or genetic
algorithms. The steps of fuzzy c-means (FcM) clustering algorithm is defined as in
the following [29]:
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1. Initialize U= [uij] matrix, U(0)

2. At k-step: calculate the centers vectors V(k)= [vi] with U(k)

vi =
∑N

i=1 μm
i j .z j∑N

i=1 μm
i j

3. Update U(k), U(k+1)

μi j = 1
∑c

k=1

( ‖z j−vi‖
‖z j−vk‖

) 2
m−1

If
∥∥U (k+1) −U (k)

∥∥ < δthen STOP; otherwise, go to step 2.
The number of clustersmust be determined to reachmeaningful clustering results.

To this end, various clustering tests are accomplished with different cluster numbers.
The results of the tests are compared by using the Xie-Beni index [30], and the
clustering with the lowest value is selected for segmentation.

X (Z;U, V ) =
∑c

i=1

∑N
j=1

(
μi j

)m∥∥z j − vi
∥∥2

c · min
i �= j

∥∥vi − v j

∥∥2

Results

Modanisa.com is one of the leading e-commerce companies located in Turkey,
which focuses on selling textile products to more than 150 countries worldwide.
The company sells 70.000 products of 650 different brands. Segmenting customers
from different countries is very important for marketing activities. While there can
be various segmentation perspectives, segmentation based on purchase variety is
selected for this study. Purchase variety refers to the purchase activities of the
customers based on several categories the purchased, the number of brands they
preferred, and the number of different products they purchased.

The first step of the application is data preparation. The source of the data needed
for the segmentation analysis is purchase transactions. The first step of the application
is the preprocessing step. The purchase transactions include Product Id, customer Id,
quantity data, so Category Id and Brand Id values are added to the transaction table
by using SQL commands. Then by raw data that will be used for segmentation are
formed. A sample data set is given in Table 1.

The next step is outlier detection and normalization. The values in each column
are checked for z values, and the values larger than 3 and lower than−3 are excluded
from the data set. The z scores of the remaining data are used for fuzzy clustering.
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Table 1 Sample dataset used
for segmentation

Customer Id #Categories #Brands #Products

1,000,000,001 23 24 342

1,000,000,002 5 34 167

1,000,000,003 13 45 87

1,000,000,004 8 6 59

1,000,000,005 2 3 26

Fuzzy c-means clustering is used for segmentation. In order to find the exact
number of clusters, various different cluster number parameters are selected, and the
results are compared by using Xei-Beni index (Table 2).

The lower values of the Xie-Beni index refer to better clustering results; thus,
for this study, c value is selected as five, which means in the study, five clusters are
formed. The results can be summarized by the centroid table given in Table 3.

The results present very clear and actionable results. As a summary, Cluster 1
is composed of customers with a very wide variety. They buy from various cate-
gories, brands, and products. Cluster 2 is loyal to some categories; they buy a variety
of products from a very selected number of categories. Cluster 3 is composed of
customers who are loyal to brands and products. Customers in Cluster 4 buy from
different categories, but the variety of products does not change much. The final
cluster, Cluster 5 is composed of customers with focused categories and brands.

Table 2 Clustering
performances by using
Xei-Beni index

Number of
clusters

#Categories Number of
clusters

#Products

2 2.23 × 10−06 9 4.41 × 10−05

3 2.01 × 10−06 10 8.13 × 10−05

4 1.43 × 10−06 11 6.27 × 10−05

5 7.13 × 10−07 12 3.52 × 10−05

6 9.78 × 10−07 13 4.95 × 10−05

7 2.23 × 10−06 14 6.73 × 10−05

8 6.58 × 10−06 15 9.33 × 10−05

Table 3 Centroid table Customer Id #Categories #Brands #Products

1 1.76 1.93 2.02

2 −1,68 0.4 1.78

3 0.36 −2.01 −1.5

4 1.26 0.4 −0.91

5 −0.89 −1.45 0.21
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Conclusion

In this study, a real-world case study is examined, and steps of segmentation by using
the fuzzy c-means algorithm is given. After preprocessing, the data are normalized,
and the outliers are eliminated. A set of c parameter is used for different runs of fuzzy
c-means. Xie-Beni index is used to obtain the best parameter, and the result reveals
that five clusters are best for segmentation.

For further studies, other perspectives of clustering, such as value-based clus-
tering or intention based clustering, can be examined. Besides, other fuzzy and crisp
clustering methods can be used with the same data, and the results can be compared
with the outcome of this study.
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A Review on Cell Balancing Techniques
and Their Complexity Levels

Anas Faisal and Bahadir Tunaboylu

Abstract With the increasing adoption of battery-based energy storage systems,
especially in areas such as e-mobility and on- and off-grid energy storage applica-
tions, techniques to manage these batteries are being developed to address various
application-related challenges. Battery Management Systems (BMS) are used to
provide reliable protection for the connected battery pack. One of the tasks of a BMS
is Cell Balancing (CB), in which the BMS tries to ensure that each individual cell or
cell module has the same voltage level during charging and discharging operations.
This task can become critical in applications involving Li-ion batteries, due to their
sensitivity to being overcharged or deeply discharged. The complexity of a CB tech-
nique, and thus its implementation cost, depends on the battery chemistry and the
sensitivity of the application. Thus, different designs with different complexity levels
are being developed to address the balancing issue. This paper explores the CB tech-
niques found in the literature in the past 20 years and categorizes them based on their
complexity level. Operational and feature comparisons were carried out between the
different CB designs.

Keywords Battery management system (BMS) · Cell balancing · Batteries ·
Energy storage

Introduction

Observing the market, it is clear that the market rules are transforming to accom-
modate energy storage, even when the electricity markets are heavily regulated and
influenced by politics. On the other hand, emerging markets, such as EVs, provide
relatively economically-safer incentives for developing technologies to be used for
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energy storage applications in general. Evenwhen the change in the current electricity
markets is slow, energy storage systems (ESSs) will provide new profit revenues
by addressing challenges produced by an increased adoption of distributed renew-
able energy sources [1]. The chemical deprecation of batteries affects their energy
density and lifespan. This chemical degradation is mainly caused by both operating
the battery under a wide range of thermal conditions and subjecting the battery to
frequent deep charge/discharge cycles. The SOC of a battery pack can be estimated
utilizing a combination of Coulomb counting, open-circuit voltage, and the Kalman
filtering technique to improve the estimations [2].

Battery management systems (BMSs) are control and protection systems used in
battery module designs. In general, a BMS monitors the performance and behavior
of the battery module and then controls the charging, discharging, and possibly other
operations related to the operation and protection of the battery module. The main
goal behind a BMS is to protect the battery module by ensuring that the module
operates in safe and acceptable conditions. This protection protects the main system
by ensuring the safe operation of the utilized battery and can possibly prolong the
lifespan of the battery by slowing down the chemical degradation in the battery
composition. Different applications of BESs can require specific requirements from
the BMS, the most sensitive of which are deep charge/discharge protection, accurate
state of charge (SOC) determination, and state of health (SOH) estimations [3].

In order for the battery to provide the desired voltage output, multiple cells are
stacked in a series string to accumulated voltage. The reason is that designing a
single standalone battery for each voltage output level is technically and financially
impractical. However, the main challenge of these cell strings is balancing, since no
two cells are chemically perfectly identical. Over time and after multiple charge–
discharge cycles, the cells in a string will develop differences in the amount of charge
they hold at a certain time (SOC) and the individual cell’s energy capacity (SOH).
Therefore, cell balancing (CB) becomes the most important and sensitive role of
a BMS. CB operations work on reducing the SOC differences between cells in a
string. This will protect the cells from going through deep charging/discharging
cycles, which protects the cells from chemical harms and prolongs and homogenize
the SOH of cells [4].

Traditionally, BMSs were used in Lead-Acid battery systems to reduce the irre-
versible aging process on the batteries. For dynamic systems with rare stabilization
periods, specific gravity and terminal voltage measurements were inaccurate; there-
fore, the most common method to determine the battery SOC was Ampere-hour
(Ah) balancing. Attempts to calculate and the SOC of Batteries were made. An algo-
rithm was developed to utilize the measured voltage, current, and temperature for
the SOC calculations. However, the calculations were very sensitive to initial current
measurement inaccuracies and thus required frequent periodic calibrations [5]. For
multi-battery systems however, this was done by dividing the batteries into parallel
battery strings, then monitoring and controlling each string individually so as not to
lose the standalone operation capability of power supply systems [6].

Lithium Batteries are experiencing rapid adoption in the markets of both industry
and consumer electronics due to their various chemistries, which can provide high
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power densities, energy densities, long life span, and additional safety if managed
correctly [7, 8]. With the increasing adoption of Lithium and high-temperature
batteries, which are more sensitive than traditional batteries, BMSs were long
expected to adopt and providemore functionalities tomonitor the power flow, control
temperatures, and address safety concerns. These functionalities can include data
acquisition, Communication, Battery state monitoring, safety management, along-
side the typical electrical management [9]. EVs demand more from a BMS, due to
nature rapidly varying charge and discharge conditions as the vehicle accelerates and
brakes in addition to the real-time communication with various systems present on
the vehicle. Furthermore, the thermal management of batteries in EVs is relatively
more challenging due to the uncontrolled and possibly harsh environments in which
vehicles can be operated [10].

Various designs for CB techniques have been developed. The variation between
these designs is the result of not only the technological advancements made over
time but also the fact that different applications require different design characteris-
tics of the CB circuit. These design characteristics are mainly balancing efficiency,
balancing speed, andmanufacturing andmaintenance costs. Balancing speed denotes
how quick the CB response is for balancing a given amount of energy over a specific
time period. Efficiency, on the other hand, measures the amount of energy wasted
during the balancing operation. And Finally, the cost of a given CB circuit depends
on the design complexity and the used components.

This paper provides a review of the CB techniques in the literature. Older designs
are included for two reasons. Firstly, to provide a context for the balancing techniques,
challenges, and tradeoffs. Secondly, recent advancements in the materials and elec-
trochemical compositions of the Li-ion batteries reduced some of the disadvantages
of the older, simpler designs [11]. In addition, the paper also includes published
modifications and upgrades to these existing CB designs and discusses them when
found in the literature. The methodology section categorizes the CB designs into
three main groups based on the criteria discussed in the section. The discussion
section includes a comparison of the advantages and disadvantages of the three CB
categories. Finally, the paper is concluded with our thoughts on the current literature
regarding CB techniques along with future plans.

Methodology

The CB techniques can be categorized depending on the method they utilize to
achieve cell balancing within a cell string. Namely, we group the CB techniques
into three categories: Dissipation, relocation, and prevention. Dissipation techniques
identify the overcharged cells and drain the excess energy into passive electrical
elements such as resisters or power transistors. Relocation techniques divert the
excess charge from the overcharged cell and store it in other cells in the cell string; the
charge route is either direct or through temporary storage elements such as capacitors
or coils. The prevention techniques try to predict and prevent overcharging cells
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Fig. 1 Cell balancing
techniques categories Cell Balancing 

Techniques 

Dissipation Relocation Prevention 

before the cells actually get overcharged. Circuit illustrations are recreations from
their respective cited literature. The three categories are shown in Fig. 1.

Dissipation Techniques

Shunt Resistors

This is the simplest form of cell balancing, and also the cheapest to implement. It
involves using shunt ohmic resistors to dissipate the excess charge when detected
on a cell in a string. This method is relatively simple to implement and cheap to
manufacture.However, the excess charge is dissipated as heat through a shunt resistor.
Thismeans that the excess energy is lost rather than being relocatedwithin the system.
In addition, the generated heat will need to be removed from the system, especially
in temperature-sensitive applications and/or batteries. Such designs can be found in
some commercial battery systems [12]. There are two types of shunt resistermethods;
passive and active. The active method is achieved by adding a switch in series with
the ohmic shunt resister to control the excess energy absorption rate [13]. Figure 2
illustrates an active shunt resister CB circuit.

The shuntingResistor can be replaced by transistors in the common-emittermode.
This eliminates the need for a centralized controller for the series switches by using
comparators to control the base of the transistor and thus control the shunt collector
current [14].

Fig. 2 An active shunt
resister CB circuit
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Controllable Current Sources:

The design utilizes MOSFETs connected in parallel to each cell in the string to
achieve active energy dissipation cell equalization. The method is to operate gate-
source MOSFETs in the saturation region where the MOSFETs behave as control-
lable current sources. A control algorithm is utilized to monitor the cells and identify
the healthiest cell in the respective string. Healthier cells’ online determination is
based on aging estimation algorithms, which in turn is decided by evaluating the
capacity fade and internal resistance of the cells. Once the healthy cell is identified,
the controller uses this cell’s voltage to determine the correct voltage level for the
gate-sources of the MOSFETs that belong to the other cells in the string. Doing
so, the voltage of each cell is changed by controlling the saturation current of its
respective MOSFET, which in turn is controlled by changing the applied voltage on
its gate-source.

The cell equalization is smooth and fast compared to the conventional passive
dissipation methods. In addition, it is more cost-effective compared to the non-
dissipative methods since it doesn’t need additional components such as converters,
capacitors, and inductors to temporarily store the excess energy [11]. Figure 3
illustrates a controllable current source CB circuit.

Fig. 3 A controllable current source CB circuit
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Relocation Techniques

Capacitive Shuttling:

This design stores the excess charge in a capacitor and then redirects this charge
to other less-charged cells in the string. In its simplest form, the design uses the
switched capacitor topology, in which 2n switches and n − 1 capacitors are used to
balance n cells in a string. The design is simple and cheap since it does not require
a centralized intelligent controller. However, the switch count is high, and the cell
equalization time is long [15]. Figure 4 illustrates a capacitive shuttling CB circuit.

The single switched capacitor topologywas developed to speedup the equalization
speed by using a single capacitor for the whole-cell string. Reducing the number of
capacitors reduces the size and cost of the circuit to a certain extent. However, this
design does require an intelligent centralized controller to control the switches and
direct the balancing currents based on each cell’s condition [16].

The double-tier capacitor topology combines the previous two designs for an even
faster cell equalization. Naturally, the centralized intelligent controller is still needed.
Compared to the switched capacitor topology, this design can reduce the equalization
time to a quarter [17].

Modularized topologies for capacitive shuttling were proposed for long cell
strings. This design increases the flexibility of the equalization operation by dividing
the cell string into segments and then combining these segments using additional
capacitors. The main advantage is shortening the equalization times and reducing
the voltages and currents of the switches for long cell strings [18].

An automatic Switched-Capacitor novel topology was developed to address the
main drawback in both the switched and double-tier capacitor topologies. Namely,
to allow the balancing charge to flow from the cell with the highest voltage to the

Fig. 4 A capacitive
shuttling CB circuit
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cell with the lowest voltage directly, rather than having to pass through adjacent
cells first. The main advantage is to speed up the equalization process, especially
for long cell strings. This design does not require an intelligent central controller,
which helps keep the complexity and costs of the design low. A couple of pulse
signal generators with fixed frequency and a duty ratio of 0.5 control the switches
automatically. Themain drawback of this design is the requirement formore switches
since it requires double the number of switches found in the switched and double-tier
capacitor topologies [19].

Energy Converters

Unidirectional flyback topology: The main goal of this design was to eliminate
the individual cell equalizers (IECs) from individual cells and replace them with
a converter for each cell string. A single flyback DC/DC converter with isolated
topology is used to transfer the excess charge from a cell with a higher terminal
voltage to the rest of the cell string. The path for each cell consists of MOSFETs
and diodes. A digital controller in the BMS controls these MOSFET switches with
PWM signals to control the current flow between the cells and the flyback converter.
The design compares the cell voltage to the overall string voltage rather than the
adjacent cells in the string. Thus, ICEs are not required for each cell. However,
the design does require an accurate voltage sensing for each individual cell. This
design is efficient for applications with a single service module; an additional higher-
level controller is required for applications with multiple shared service modules.
The design supports unidirectional current flow only, which forces the controller to
perform the cell balancing during either charging or discharging operations [20].
Figure 5 illustrates a unidirectional flyback topology CB circuit.

Bidirectional flyback topology: This design modifies the selective flyback
converter approach to accommodate bidirectional balancing current flow, which
allows the balancing operation to run continuously. The used flyback converter has

Fig. 5 A unidirectional
flyback topology CB circuit
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twowindings on its secondary side to allow twomodes of operation: pack-to-cell and
cell-to-pack. For 22Ah high capacity Li-ion modules, this design was simulated to
reduce the average active power loss due to balancing operations by more than %50
compared to the passive shunt resistor technique. The design provides high power
transfer efficiency and quick balancing times. However, the use of a transformer
which increases the size and weight of the circuit. The few diodes in use and the
lack of inductors help decrease the production costs of the system [13]. Utilizing a
soft-switching scheme for the switches for the same design can reduce the switching
losses and increase the power transfer efficiency [21].

Ramp converters: Ramp converters are used to reduce the size and weight of the
circuit. In addition, the small transformer design allows for soft-switching and high
switching frequencies [22].

Full-bridge converters:This design is used in high-power applications that require
flexible modularity of battery packs. The design is based on pulse-width modulation
(PWM) full-bridge converter while using the SOC of cells as a control method for
cell balancing. The circuit provides a high degree of control, especially with the
AC-DC conversion capability of the utilized converter. However, the circuit requires
an intelligent controller, which adds to the complexity of the control requirements
and manufacturing costs [19].

Segmentation cell-to-cell converter: This method divides the cells string into
smaller segments and provides two different paths for the balancing current to flow
through.One path is a buck-boost converter and is used to transfer the energy between
two cells in the same segment. The second path is a flyback operation and is utilized
when the two cells are located in different segments. The overall goal of the design
is to allow the excess energy to pass between any two cells in the string. However,
the benefit of two modes of balancing within the same cell string is to shorten the
balancing paths, which leads to faster balancing operations. Planar coupled inductors
were included in the design for high power density industrial applications. To ensure
the accurate driving of the switches, optocoupler isolated high-density driver circuits
were utilized [23].

Direct cell-to-cell converter: An improvement to the segmentation topology was
proposed to avoid the segmentation altogether by allowing any two adjacent cells to
exchange charge through the buck-boost operation rather than limiting this path to
predefined segments. This increases flexibility and, thus, the speed of the equalization
operation without increasing the complexity of the controller [23].

Center-Cell Concentration

This design tries to achieve the balancing capabilities of the bidirectional flyback
designswhile keeping themain advantageof unidirectional designs, namely theuse of
one switch per cell rather than two. Comparing this design to a regular unidirectional
design, this design concentrates the charge transfer in the middle cell on a string
and then distributes the excess charge to the other cells in the string upwards and
downwards from the central cell. The charge is transferred to the central cell and then
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Fig. 6 A center-cell concentration CB circuit

from the central cell to the other cells in the string using three buck-boost converters.
The design manages to achieve balancing speeds similar to a regular bidirectional
flyback design while using a single switch per cell. Reduction of the number of
switches by almost half results in a considerable decrease in the size and cost of a
cell balancing circuit [24]. Figure 6 shows a center-cell concentration CB circuit.

LC Series Resonant Circuit

The design utilizes an LC resonant circuit to store the excess charge from strong cells
and divert it to any other weaker cell in the string and not necessarily an adjacent
cell. Balancing power flow through paths controlled by bilateral switches. The design
utilizes zero-current switching to reduce the power switching losses and electromag-
netic interference. No auxiliary converters are required since no power sources for
the gate drive is needed. As a cell-to-cell balancing circuit, an advantage of this
design over the bidirectional flyback circuit is the elimination of the transformer.
This allows for small-size lightweight implementations of the circuit.

A string of 12 Li-ion cells was built for the experiment. The observed power
transfer efficiencies were 93.2% and 78.9% for balancing 0.56 and 1.94W of power,
respectively. 85% and 61% SOCs were balanced within 92 min, with 1.94 W of
balancing power [25]. Figure 7 shows an LC series resonant circuit CB design.
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Fig. 7 An LC series
resonant circuit CB design

Prevention Techniques

A Converter for Each Cell:

In this design, each cell is monitored and controlled by its own DC/DC converter.
Current equalization is carried out by monitoring the current of each cell, which
in turn is representative of the cell’s own capacity during charging and discharging
operations. Managing each cell’s current ensures that all cells in the string have
the same SOC, regardless of each cell’s individual capacity. If one cell becomes
incapacitated within a string, the string can continue operating in the limp-home
mode, in which the string continues to produce the same voltage but with the reduced
current. However, for the current equalization method to be effective, the capacities
of all cells need to be estimated accurately.

Applications that utilize battery packs with short strings in addition to high-power
applications can utilize this design for cell equalization since several small converters
can sometimes be technically more viable than a single relatively bigger converter.
Other less common applications in which cell strings consist of cells of various
capacities, voltages, and chemistries can also utilize this design since each cell is
monitored and controlled separately [26]. Figure 8 illustrates a converter for each
cell CB design.
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Fig. 8 A converter for each
cell CB design

Estimation Algorithms:

This design uses a typical flyback equalizer in the pack-to-cell mode. However,
the decision to start the balancing is taken before the voltage or SOC imbalances
actually happen. The main goal is to predict which cell is on its way to be deeply
charged/discharged. This is done by estimating the relative capacity of each cell
while utilizing the power to energy ratio. Rather than comparing actual quantitative
values, the algorithm monitors the rate of charging or discharging of each cell and
compares it to the individual cell’s power to capacity ratio. For the algorithm to work
properly, the total energy capacity must be known, and all the series-connected cells
having the same SOC versus open-circuit voltages curves are assumed. A drawback
in this design is the lack of consideration of cells’ initial SOC differences, which can
have a negative impact on the balancing speeds. In addition, the power balancing
circuit is capable of handling a limited balancing current [27]. Figure 9 shows the
flyback equalizer used in the algorithm-driven CB design.

Decentralized Smart Cells:

Ammore complex design for managing each cell individually is the concept of smart
cellmoduleswith internal standalone decentralized control. Themain advantage here
is the modularity of cells that can have different capacities and usage histories. Thus,
the SOC of the cells is synchronized by loading the healthier cells more to make
the degradation of the cells in the string more uniform. Each smart cell has a local
controller, sensing equipment, and switching networks to monitor and control the
cell. The design at hand uses a microcontroller that uses a series inductor to sense
the voltage and then control the duty cycles of a half-bridge switching network [28].
Figure 10 shows a decentralized smart cell CB design.



252 A. Faisal and B. Tunaboylu

Fig. 9 The flyback equalizer
used in the algorithm-driven
CB design

Fig. 10 A decentralized
smart cell CB design
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Discussion

Comparing the operational differences between the three categories, it becomes clear
that dissipative techniques are simpler and cheaper, preventive ones aremore complex
and expensive, and relocation techniques sit somewhere in between.

Dissipative designs might look primitive, have limited functionality, and suffer
some balancing energy losses. However, recent advancements in the materials and
electrochemical compositions of the Li-ion batteries reduced some of the disad-
vantages of these older and simpler de-signs in terms of balancing efficiency and
speed. Furthermore, these simple designs’ lightweight nature provides an important
advantage in applications where weight considerations are a priority.

The prevention methods are used in applications where the battery pack perfor-
mance and lifetime longevity are relatively more important than the financial consid-
erations. Cells will inevitably degrade and lose capacity over time. Therefore, in
applications where replacing the degraded cells has relatively high logistical costs,
investing in such designs reduces the operational costs of such systems in the long run.
This becomes more viable when we take into consideration that such cell balancing
techniques have the ability to manage and control each cell at its individual optimum,
which in turn prolongs the effective lifespan of the cells and reduces the frequency
of cell replacements.

Relocation designs try to strike a balance between the other two categories.
Usually, the proposed designs focus on a certain aspect of the balancing operation
and improve on it. The aspect of focus can be balancing speed, efficiency, or cost.
Since different applications have different requirements and limitations, focusing
on the priority aspect of the design is technically and financially more viable. The
flexibility of these designs is their strength and advantage from a design point of
view. This is the reason these designs are more diverse and common among the three
categories. The main disadvantage of these designs is their reliance on additional
components such as capacitors, coils, and converters, which in turn add their own
weight and intrinsic power losses to the CB design.

Conclusion and Future Work

In this paper, we discussed the principles of cell balancing for cells in a series string.
We reviewed the literature for CB designs for the past 20 years. The designs were
categorized into three groups depending on their balancing method; Dissipation,
Relocation, and Prevention. The advantages and disadvantages of each design were
discussed for each design. Furthermore, updates and modifications to the reviewed
designs were also included in their respective section for added clarity on the design
progression over time. Each design proved its usefulness in certain applications by
matching the application requirements and limitations. Some designs gained useful-
ness with recent advancements in the electrochemical compositions of the batteries,
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which was driven by the recent increase in the adoption of Li-ion batteries in various
applications. The increasing pace of both BESSs adoption and battery chemistry
development will require an equal pace for developments in the CB deigns. Devel-
opments inCB include both developing novel designs and exploring new applications
for older designs.

For the future,we intend to perform simulation performance comparisons between
these designs in light of both the addition of new CB designs and advancements in
battery designs and performances.
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Abstract It is without a doubt that Additive Manufacturing (AM) is to radically
change the way manufacturing processes take place. However, the vast majority of
the extant literature deals with rather futuristic scenarios on the subject. This paper
adopts a more realistic, short-term perspective by stating that new supply chain
models have to be designed in a way adopting AM, but they should still incorporate
Conventional Manufacturing (CM) as the de-facto means at least for a certain period.
To this end, we formulate a new supply chainmodelwheremanufacturers are allowed
to forward their orders to 3D shops. With some mild assumptions, our optimization
model suggests that substantial cost savings could be attained when AM is adopted.
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Introduction

Looking from a sustainable development perspective, technology has often been
regarded as both a panacea and root cause of society’s problems (e.g. [1–4]). Besides
finding solutions to previous problems, many inventions have also created newer
problems. Today, products, services, and processes are renewing themselves through
innovation, even replacing themselves with newer ones.

The recent advances in digital technology and communication networks have led
to companies to be constantly compelled to renew their businessmodels and innovate
in order to survive in the competitive environment. Digital revolution has brought
local competition to the global level and permanently changed the fundamental struc-
ture of various industries. This phenomenon resulted in an increased interest among
nations in global economic competition through technology and innovation.

Businesses have renovated their business models to thrive in the highly digitalized
world by adopting design thinking and lean startup concepts [5, 6]. New ventures that
adopt this perspective could gain competitive advantage over their age-old, estab-
lished counterparts. Through their innovative approach, such companies can disrupt
other companies and even the entire market.

Various industries are to be disrupted by Additive Manufacturing (AM) tech-
nology. In many circumstances, new technologies are replacements of obsolete ones,
and provide small to medium improvements [7]. However, Additive Manufacturing,
also known as 3D printing technology, has the potential to cause the transition of the
entire supply chain and enable the generation of newer production models.

In assessing the impact of AM on manufacturing processes, some scholars
have concluded that AM processes will complement (as opposed to displace) CM
processes [8–10]. Adopting this perspective, [11] have elaborated on new supply
chain structures that incorporate AM. On the other hand, [12] stated that there will
be a reduction in total supply chain costs due to the adoption of AM manufacturing
processes. However, there is a shortage of studies on this subject with practical impli-
cations. Taking this fact as a starting point, this study approaches the subject as an
optimization problem and adopts a practical view tomake production decisions based
on some well-reasoned assumptions.

Accordingly, the study discusses howAMmay help develop newbusinessmodels,
along with the advantages and constraints of AM. Specifically, it analyzes how AM
can change the supply chain models. The cost reduction effect of AM on existing
production processes is taken into consideration to come up with a hybrid model that
incorporates both conventional and additive manufacturing processes. In this regard,
the time to manufacture 3D products is viewed as an additional cost variable. Hence,
an optimization model is designed for balanced production with AM by taking its
distinct characteristics into account.
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Additive Manufacturing

Over the years, many studies on the effects of innovation, digitization and robots on
manufacturing have addressed the disruptive nature of technology in relation to the
way businesses operate (e.g. [13, 14]).

Additive manufacturing (AM), which is also known as 3D printing, has emerged
as a new and disruptive manufacturing technology that has major implications for
companies and industries at large [15]. In fact, the terms “3D printing” and “additive
manufacturing” are used interchangeably for making solid structures layer-by-layer,
depending on the architecture of the digital files [16].

The Additive Manufacturing technologies have such an enormous potential that
the Additive Manufacturing market is projected to grow at a rate of 14.4% by 2026,
to reach USD 23.33 billion in 2026 from USD 7.97 billion in 2018. These figures
have serious implications for revising their business models, that is, their logic for
creating and capturing value. As a hyper-flexible technology that can provide highly
customized and personalized products and production, AM provides a specific set of
opportunities and challenges for developing new business models.

Disruptive Nature of 3D Printers and Its Impacts on Industry

Additive manufacturing (AM) enables restructuring supply chains in terms of lead
time, processes, distribution, investment capital, inventory management and manu-
facturing plant [17]. Additive manufacturing, which is one of the few areas where
both the academic world and the industry has increased interest, is becoming the
main subject of more research day by day. As AM becomes a common method for
the manufacturing of end products, this computer-based technology needs further
analysis and more research [18].

Several manufacturing technologies have been developed for AM during the past
30 years. Fused Filament Fabrication (FFF), Selective Laser Sintering (SLS), Stere-
olithography Apparatus (SLA, also: SL), Direct Light Processing (DLP), Polyjet
Matrix (PJM) (also: Inkjet AM), Inkjet Zcorporation Technology (Zcorp) are among
the mostly used AM technologies. Different plastic raw materials are being used
in these technologies; and with the improvement of production technologies, metal
alloyed end products such as carbon and onyx have begun to be produced in 3D
printers.

The advancement of this technology at such a speed enabled the use of the tech-
nology even in niche markets like space industry and aviation. Today, 3D printers
began to be used in the construction industry and houses printed by 3D printers
have begun to be lived in. New technologies finding domains in such a speed have,
consequently, posed a threat to many industries.

There are various studies in the literature on the use of AM in the manufac-
turing industry and the changes they will create. Silva and Rezende [19] conducted
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a study on the effect of additive manufacturing in logistics. Explaining applications
for different AM techniques, researchers have focused on sectors such as health-
care, aeronautic and aerospace. In terms of logistics, they stated that storage and
transportation will decrease and mass customization will increase. They claim that
additivemanufacturingwill change the logistics industry, and competitive companies
that see the opportunity will work toward this direction.

The Evolution of 3D Printers

Table 1 gives the historical development of 3D printers in the production process. It
can be seen that with the final stage of adoption, Home Fabrication, involvement of
consumers to production processes was introduced. But 3D printers have barely been
integrated into production processes.Development of technology and printers contin-
uously, advancement of production technologies and constraints about raw materials
have limited their industrial adoption. However, in recent years, many companies
have started to incorporate AM into their processes to utilize the advantages of this
technology.

Mellor et al. [20] stated in their research that five basic factors were effective in
the spread of AM applications. These are strategic factors related to personaliza-
tion and business volume, technology considerations linked to machinery-materials
and processes, organizational factors covering changes in the structure of the busi-
ness, operational factors related to product design and production technique, supply
chain factors that enable us to analyze the big picture. In the interviews they made in
the company where they carried out the qualitative study, technology supplier, senior
management, project engineer,maintenancemanager, researcherswho received feed-
back from the factorymanager, they determined that contradictory issues such as cost,
material use-variety, product limit, speed, design, flexibility should be clarified. The
work of [21] was carried out under a more specialized group of materials. It has been
investigated how feasible it is to produce ABS polymers-based products in various
forms with low-cost three-dimensional printers. As a result of the study, it has been
stated that the patient-specific brachytherapy mold design can be used by incorpo-
rating the repeatability features of the materials produced with a three-dimensional
printer within certain physical measurements and usage conditions.

Table 1 Adoption stages of AM technologies and resulting involvement in production

Adoption stage Started Design Tooling Manufacturing Distribution

Rapid prototyping Early 1990s +

Rapid tooling Late 1990s + +

Direct manufacturing Late 1990s + + +

Home fabrication Early 2010s + + + +

Source Rayna et al. (2016)
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Implementing 3D printers to manufacturing processes needs the reconstruction
of business and manufacturing models. The opportunity to manufacture customized
products notwithstanding to mold and standard products imprints manufacturing
capacity and costs. Stocking of products digitally offers unlimited design chances to
manufacturers as well as additional value and advantage to customers. It will change
the nature of design, increase the interactivity between design and production, and
radically localize manufacturing [16]. AM technology will also free designers from
conventional manufacturing processes, and even many scholars argue that design
for production will convert to production for design. Conventional manufacturing
technology and industrial business models in a scale economy cannot compete with
the advantages that customization provides. Offering customized products in a scale
economy houses serious financial constructs.

To compete with new manufacturing technology, conventional business models
need to address advantages and values to offer to customers and approach advantage
saving or advance new advantages from AM disadvantages. Much as new manu-
facturing technology and one economy offers value with co-producing and on-site
production models, a serious shift in cost and revenue structures is in question.

Chen and Lin [22], who carried out a study on the feasibility evaluation of AM-
based smart manufacturing systems, discussed twomain topics, which are “technical
challenges” and “managerial concerns”. Under the title of technical challenges, they
evaluated the criteria of “time spent on product designs for additive manufacturing”,
“limited availability of materials available”, “surface smoothness” and “efficiency”.
Under the heading ofmanagerial concerns, they considered “databasemanagement”,
“linkage with lean manufacturing”, “digital rights”, “e-commerce”, and “globaliza-
tion and deglobalization” factors. The researchers who carried out the study, to make
anAMbasedmanufacturing system feasible, should have a productivity-based struc-
ture that is constantly attracting the attention of customers, connected with different
production networks.

In [23] study, the concept of do-it-yourself (DIY) manufacturing is discussed.
Based on a web platform that shares AM designs with an open source code, they
analyzed how they can affect especially the Toy and Game Market. Using the open
source distributed production model, the findings of this research suggest customers
can generate higher value items for less cost. Eyers and Potter [24] considered Indus-
trial AM systems in their studies. By “Industrial AM” expression, AM systems that
have reached the level that can compete with traditional manufacturing systems and
that canmanufacture the parts and end products required by the sectors are expressed.
Within the scope of the article, the cases with various product groups containing
different process types are evaluated. Cases, considered as competitive elements of
production, it has been evaluated for cost, dependability, quality, flexibility and speed.
Ghiasian et al. [25], provide a system for practice that examines the feasibility of
AM based manufacturing from three perspectives: geometric assessment, generation
of orientation/support building, and resources needed. This study of manufacturing
facilities is applied to 34 different parts of a wide variety of multipliers and valves,
which are made using traditional factory techniques.
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Ahtiluoto et al. [26] present a practical model of viability, analyzing the added
value of using AM for output. In the feasibility model they have created, there
are elements such as structural features of the part, manufacturing time and manu-
facturing cost. The researchers, who created a feasibility index using the specified
evaluation factors, analyzed the validity of the model with sample applications on
four different manufacturing products.

Shift in Cost and Revenue Structures and New Business
Models with 3D Printers

The application of 3D printers in manufacturing systems will threaten many indus-
tries. Storing products not in physical forms but in digital form will allow designing
manufacturing systems free from locations, while bringing about many threats. One
of the major problems about this issue is converting linear, centralized supply chains
to nonlinear decentralized supply chains, and eliminating stocking obligation. There-
fore, thiswill trivialize place components from4P’s (product, price, promotion, place)
of the marketing mix.

Manufacturing products free from locations in local places will accompany new
limitations with new opportunities. Storing products digitally and producing in line
with demand will accompany time limitation as is the case in all manufacturing
processes. Henceforth, there will be a need for particular time to produce the prod-
ucts. This limitation constraints utilizing 3D printers in industry because for each
production there will be the need for unit production time, and customers are obliged
to wait prior customers unit production times, on demand increments. This situation
will affect manufacturing depending on 3D printers and customer experience on high
and unbalanced demand periods.

Awaiting customized products in one economy instead of standard products in
stock in scale economy incorporates time dimension into the marketing mix in new
economic model. There is unit time cost in producing with 3D printers. We think
that for the calculating of this time cost and optimizing AM processes, there will be
a need for mathematical models.

Demands can increase rapidly, in unbalanced, irregular and unexpected ways
in AM processes. Stocking products digitally requires agile and flexible enhancing
ability of production capacity up against rapid demand shocks. This should be the core
fundamental that shapes the AM business models. To ensure flexible manufacturing
capacity, manufacturers do not have so many alternatives.

Manufacturing companies;

(1) may own new equipment by agile investing,
(2) may rent different manufacturers AM equipment and use in manufacturing,
(3) may allow customers to join manufacturing process with their own 3D printers

and make them prosumers,
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(4) may be involved in joint venture with companies having 3D services by joining
3D printer hubs.

Each of the above-mentioned cases have unique opportunities and threats. Thus,
companies should design their own model by choosing or mixing the above-
mentioned conditions. The increasingly blurred line between the roles of users as
consumer and producer (and, in particular, the growing importance of this latter role)
has changed the view firms and academics have of users, who are now often branded
as ‘prosumers’ [27]. Consumers joining the production process will also affect distri-
bution networks. The largest shift in distribution, however, may be the rise of printer
hubs that directly support hobbyist and prosumer needs [16].

After all, by comparison to scale economy, fixed costs in one economy would be
lower, by contrast unit costs in linewith demand increases. Increasing demand rapidly
and unpredictably may affect manufacturing and cost structures. Design, methods
for manufacturing and supply chain are interlinked; and a successful development
in one dimension will require scoping all three dimensions [28]. Thus, in the next
section we will discuss time dimension cost on new manufacturing technology and
try to design a model for network optimization.

Time Dimension in New Manufacturing Technologies

Asmentioned above, storing products digitally inAM technology and on-site produc-
tion has time constraints. The novelty of customization and personalization of this
technology will require design process and additional time necessary depending on
design. It will be illustrated in a basic model of three different customers’ production
process with the same raw material on one 3D printer with three different custom
products.

Production process is discussed in two different time constraints as production
process and design process. The variables of our model are given as follows:

Ci customer i for i ∈ {1, 2, 3}.
tdi design time for customer i .
tmi manufacturing time for customer i .
tli delivery time for customer i .

Ci customer i for i ∈ {1, 2, 3}.
tdi design time for customer i .
tmi manufacturing time for customer i .
tli delivery time for customer i .

As shown in the figure, manufacturing process in 3D printers consists of different
time variables. Accordingly, for customer i delivery time is equal to the sumof design
time and production time as well as delivery time for the customers preceding him.
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Fig. 1 Different time variables in AM production process for three different customers

tli =
i−1∑

j=1

tl j + (tdi + tmi )

For example, the delivery time of customer 3, tl3 depends on the production time
as tm3 and design time as td3 and total delivery time of the former customers prior
orders as given by tl1 + tl2. Therefore,

tl3 = tl1 + tl2 + (td3 + tm3)

As shown in Fig. 1, if a customer does not want to get involved in the design
process and order non-customized pre-designed product as td3 = 0, delivery time as
tl3, depends on the former orders delivery time free from order of customer 3.

As shown above, manufacturers utilizing 3D printers have time, resource and
capacity constraints which impose costs on consumers. To deliver customized prod-
ucts rapidly to customers, agility and flexibility should be essential in the AM
technology business model.

Even thoughmany scholars offer innovative production liberation as opportunities
such as producing with customers, renting 3D printers as a service, because of unbal-
anced demand, there will be an increase in decentralization of production to different
locations. This could be in the form of renting 3D printers as a service customer
getting involved in production processes are not opportunities but imperativeness.

Shifting production to unutilized printers at different locations may accelerate
the production process; solely this will delay delivery time. This is because addi-
tional time will be needed for the transportation of the end product. In this context,
opportunity of the new technology created would be diminished by itself. Thereby,
this situation would create additional value and advantage to customers in delivering
stocked products in scale economy in time and speed dimension.
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A Distribution Network Model Design for the Supply Chain

Additive manufacturing model would enable the decentralization of production,
lowering of production and transportation costs, improvement of product differ-
entiation and more importantly disruption of the standard supply chain.

In the standard supply chain model, we have the following distribution network
design:

Suppliers → Manufacturers → Retailers → Customers.

Additive Manufacturing model would change the supply chain as follows:

3D model creators → Manufacturers → 3D shops → Customers.
Eventually, the supply chain would evolve further where Customers become 3D
shops as well.

As outlined in Chopra et al. [29], a distribution network design should account
for two dimensions: (i) value provided to the customer, (ii) cost of meeting customer
needs.

In this paper, we assume that manufacturers are using predesigned 3D models so
our supply chain consists of manufacturers, 3D shops, and customers only. As the
number of 3D shops increase, transportation costs to the customers become negli-
gible. Accordingly, we focus on production costs as the essential cost parameter.
Each customer submits a demand to a manufacturer for each order type. Each manu-
facturer decides whether to produce each order type in-house or send it to 3D shops.
If a manufacturer produces any quantity, then it incurs a fixed cost. On the other
hand, 3D shops only entail variable costs. We introduce our optimization problem
below:

Indices

I number of manufacturers (i = 1, 2, . . . , I ).
J number of 3D shops ( j = 1, 2, . . . , J ).
K number of customers (k = 1, 2, . . . , K ).
L number of orders (l = 1, 2, . . . , L).

I number of manufacturers (i = 1, 2, . . . , I ).
J number of 3D shops ( j = 1, 2, . . . , J ).
K number of customers (k = 1, 2, . . . , K ).
L number of orders (l = 1, 2, . . . , L).

Parameters

Dkl total demand of customer k for order l.
tikl cycle time of manufacturer i for customer k for order l.
tijkl cycle time of 3D shop j from the dispatch of manufacturer i for customer k for

order l
Ti time capacity of manufacturer i
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Tj time capacity of 3D shop j
cikl unit cost of manufacturer i for customer k for order l
cjkl unit cost of 3D shop j for customer k for order l
Fi fixed cost of manufacturer i.

Dkl total demand of customer k for order l.
tikl cycle time of manufacturer i for customer k for order l.
tijkl cycle time of 3D shop j from the dispatch of manufacturer i for customer k for

order l
Ti time capacity of manufacturer i
Tj time capacity of 3D shop j
cikl unit cost of manufacturer i for customer k for order l
cjkl unit cost of 3D shop j for customer k for order l
Fi fixed cost of manufacturer i.

Variables

xikl production of manufacturer i for customer k for order l
yijkl dispatch of manufacturer i to 3D shop j for customer k for order l
zi = 1 if manufacturer i is open, 0 otherwise

xikl production of manufacturer i for customer k for order l
yijkl dispatch of manufacturer i to 3D shop j for customer k for order l
zi = 1 if manufacturer i is open, 0 otherwise

Our model can be defined by a mixed integer program as follows:

Min
I∑

i=1

(Fi zi ) +
I∑

i=1

K∑

k=1

L∑

l=1

(cikl xikl)

+
I∑

i=1

J∑

j=1

K∑

k=1

L∑

l=1

(
c jkl yi jkl

)

subject to

I∑

i=1

J∑

j=1

xi jkl +
I∑

i=1

yikl = Dkl for all k and l (1)

K∑

k=1

L∑

l=1

xikl ≤
(

K∑

k=1

L∑

l=1

Dkl

)
zi for all i (2)

K∑

k=1

L∑

l=1

(tikl xikl) ≤ Ti for all i (3)
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I∑

i=1

K∑

k=1

L∑

l=1

(
ti jkl yi jkl

) ≤ Tj for all j (4)

xikl , yi jkl ≥ 0 for all i, j, k, and l (5)

zi = {0, 1} for all i (6)

The objective function is to minimize the total production costs, which constitute
fixed costs of the manufacturers and variable costs of the manufacturers and 3D
shops.

Constraint Eq. (1) ensures total demand is met by the manufacturers and 3D
shops. Constraint Eq. (2) says that total production of a manufacturer cannot exceed
total demand provided that it is open. Constraints Eqs. (3) and (4) present total time
constraints of themanufacturers and 3D shops, respectively. Finally, Constraints Eqs.
(5) and (6) represent the nonnegativity of the production and binary variable whether
the manufacturer is open or not, respectively.

Discussion and Conclusion

Additive Manufacturing is in the midst of creating a revolution in design, manu-
facturing, logistics and supply chain to end-users [30]. As AM is becoming more
common in industrial environments, there is an increased need to accurately identify
appropriate production strategies [24]. While AM has made major strides recently,
there are still constraints [17]. The main areas of interest are the variety of materials
that can be used in manufacturing, production speed, capacity, surface quality of the
end product, product design needs for AM and part cost.

AM technology is poised to radically change the way production and distribution
take place. However, many papers on 3D printer revolution fail to adopt a realistic
approach that considers the pros and cons of conventional versus additive manufac-
turing processes, besides the fact that production decision is an optimization problem
for many cases. As such, this paper addresses this issue by developing a model for
a typical challenge that incorporates tradeoffs in the light of different parameters
like variable versus fixed costs, waiting time, quantity, etc. A model is developed to
accommodate different scenarios.

Evidently, Additive Manufacturing is disrupting the standard supply chain in
many industries. In our model, we focus on the minimization of the total production
costs. And we conjecture that some substantial cost savings can be obtained for
many industries. Our preliminary findings suggest that manufacturers with higher
fixed costs are better off forwarding their orders to the 3D shops. On the other hand,
a manufacturer with a lower cost might prefer to keep some of the production in-
house. Our model assumes away transportation costs, which would become even
more transparent as customers themselves become 3D printers. To this end, as a
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future work, we are planning to update the supply chain model accordingly and
investigate further reduction in cost savings. Furthermore, our model can also be
extended to accommodate transportation costs along with the production costs.

The proposed model could be run against real-world data in a specific production
process. Furthermore, the model can be elaborated further to incorporate the distance
between supply chain entities as an additional cost variable.

In conclusion, 3D printer revolution is definitely to change production and supply
chain processes. However, this revolution will not completely replace conventional
manufacturing systems in many instances. As such, models like the one proposed in
this paper are undoubtedly to be developed in order to build such hybrid systems.
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Brain Drain: A Multi-criteria Decision
Model

Ayse Basak Incekas and Cigdem Kadaifci

Abstract In this study, a multi-criteria decision model is proposed to examine the
criteria affecting the decision on brain drain, which is the immigration of highly
educated and competent individuals. Due to the interconnections among the criteria,
the Analytic Network Process (ANP) is selected to model the decision problem
and to obtain priorities. Based on the assessments of twenty-six participants who
immigrated temporarily or permanently to different countries, economic situations,
career opportunities and, political situations are the most important criteria pushing
educated people (e.g., students and academicians) to immigrate. Brain drain has
a significant effect on economic, political, and socio-cultural drivers, especially in
the sending countries, and causes a considerable change in the population. Thus,
the proposed model will be a guide for policymakers to develop effective policies
regarding the mitigation and management of brain drain.

Keywords Migration · Brain drain ·Multi-criteria decision making · Analytic
network process

Introduction

Migration is a process of people traveling to a new place or country in order to
find a job and live there either temporarily or permanently [5]. Migration can be
classified into two groups: internal migration is moving from one place to another in
the same country, while international migration represents moving from one country
to another [44]. Since the primary causes of these types may differ, researchers have
been investigating the criteria affecting internal or international migration decisions
separately.

A. B. Incekas (B) · C. Kadaifci
Industrial Engineering Department, Management Faculty, Istanbul Technical University, Istanbul,
Turkey
e-mail: incekas15@itu.edu.tr

C. Kadaifci
e-mail: kadaifci@itu.edu.tr

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
F. Calisir (ed.), Industrial Engineering in the Internet-of-Things World,
Lecture Notes in Management and Industrial Engineering,
https://doi.org/10.1007/978-3-030-76724-2_21

271

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-76724-2_21&domain=pdf
mailto:incekas15@itu.edu.tr
mailto:kadaifci@itu.edu.tr
https://doi.org/10.1007/978-3-030-76724-2_21


272 A. B. Incekas and C. Kadaifci

Characteristics of sending and receiving places, gravity criteria (i.e., popula-
tion size and density), employment-related criteria such as starting a new career or
labor market conditions, economic criteria, environmental criteria including public
safety, social services, environmental quality, and personal issues includingmarriage,
divorce, birth, retirement, graduation are among the decision criteria for internal
migration ([7, 15, 19, 18, 28, 39], among others).

In the literature, different classifications have been made for international migra-
tion. Themost commonclasses cover labormigration, forcemigration (i.e., refugees),
and free migration (for more details refer to [46]). Even though the most important
groups are economic, socio-cultural, political, and demographic criteria [26], the
determinants of the migration decision change depending on the migration type and
the discipline that the researcher belongs to [8]. Economists claim that there are
push factors forcing people to leave their home countries, pull factors attracting
them to settle, and network factors linking the home country and destination [9].
Better working conditions, public services, employment, higher wages, religious
tolerance can be considered as pull factors, and unemployment, underemployment,
poor economic conditions, poverty, political corruption, disagreement with politics
are the push factors [2, 9, 10, 23, 30, 44]. Sociologists focus on the chain migra-
tion, which starts with an immigrant promoting the receiving country and causing
more people to immigrate to the same area [9, 46]. Personal criteria are examined
by psychologists, and changes in the standard of living and culture are the concern
of anthropologists [9].

Besides fertility and mortality, migration seems like an important factor causing
significant changes in the population. Hence, the concept is attracting researchers
since the 1960s, when considerable movements among countries started [8, 11].
According to theUnitedNations recent report, internationalmigration increases from
153 million to 271.6 million (almost 3.5% of the world population) between 1990
and 2019 [44]. In the same report, after defining migration corridors, it is indicated
that two-thirds of international migrants are hosted by 20 countries [44]. In other
words, while emigration rates are similar, the density of immigration is relatively
high in particular countries, including North America, Western and Eastern Europe,
and the oil-exporting Gulf Cooperation Council (GCC) countries [47]. Note that,
among top receiving countries, the rank of Turkey is increasing due to the refugees
[44, 47]. In 2010 the total migrant stock was 1.3 million and rose to 5.9 million in
2019 [44].

People generally migrate to be a part of the labor force as a production factor [24].
However, there is another type of migration, “brain drain,” which is a human capital
loss [6, 47]. Brain drain can be defined as a region’s loss of highly skilled individuals
due to permanent emigration, which might be reversible [6]. The concept refers to
the migration of highly educated and competent people from developing to devel-
oped countries [11]. The possible consequences of brain drain vary and are widely
discussed in the literature [3, 16]. For instance, the movement of people results in
the loss of talented workforce for the sending countries, and at the same time this
situation creates a “brain gain” through an increase in innovation, economic growth,
competitive advantage and the consumption of services for the receiving ones [6], and
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Fig. 1 The focus of this study

might result in a “brain waste” if the migrants turn out to be unemployed or underem-
ployed [31]. “Brain export” occurs if a countrywillingly sends its citizens in exchange
for remittances, and “brain exchange” can be applied for scholars, researchers, and
students in order to gain mutual benefits [22, 48]. It is always possible to “regain”
emigrated people by providing the appropriate conditions they desire [6]. The brain
regains investigated in the literature as a return intention ([13, 20, 42, 49] among
others).

In this study, a multi-criteria decision model is proposed to examine the criteria
affecting brain drain decision. The set of decision criteria is determined based on a
detailed literature review, and aswill be explained later, theAnalyticNetworkProcess
(ANP) is selected as the appropriatemulti-criteria decisionmaking (MCDM)method
due to the existence of the dependence and feedback structure among the determining
criteria. The graphical representation is given in Fig. 1 to emphasize the type of
migration the model focuses on. Considering the role of the concept in changing the
population of countries and in affecting the economic, political, socio-cultural, and
even environmental drivers, brain drain deserves to be examined.

MCDMmethods are not common in brain drain literature. The internal migration
potential of Serbian municipalities is determined using ELECTRE Tri-C, together
with the Multiple Criteria Hierarchy Process [1]. In another study, a Geographical
Information System based multi-criteria model is proposed to model internal migra-
tion, and Analytic Hierarchy Process (AHP) is used to determine migration potential
[32]. To the best of our knowledge, this is the first study examining the important
criteria which may cause brain drain using an MCDM method.

The remainder of the paper is organized as follows. The theoretical background
of the method is given in the following section. Then, the steps of the application are
provided. Finally, the conclusion and further suggestions are given in the last section.

Methodology

Analytic Network Process, developed by Thomas Saaty, is the extended form of the
Analytic Hierarchy Process [36]. In a hierarchical structure to be examined using
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AHP, a strict assumption is made about the independence of higher-level elements
from the lower level elements as well as about the independence within a level
[37, 35]. The majority of the real-life problems involve dependence and feedback
that makes AHP impossible to be used. So, to deal with these properties, ANP was
proposed. ANP allows the representation of both the dependence within a level and
among different levels, which are the inner dependence and the outer dependence,
respectively [29]. The comparison between a hierarchy and a network is provided in
Fig. 2.

The steps of the ANP method are explained as follows [32–35]:

• Structuring the problem and constructing the model: In this step, the decision
problem is clarified and, the criteria, sub-criteria and, alternatives are determined.
The criteria are grouped into clusters. The structure of the problem is built, and
the dependencies and feedbacks are stated in it. In other words, a network model
is constructed.

• Pairwise comparisons: Decision-makers are asked to compare two elements at a
time considering their contribution to a particular element. A sample question for
pairwise comparisons is: “for a given criterion, which of the following criteria is
more dominant and how much more?”. Saaty’s nine-point scale is used to elicit
the assessments. The elicited individual assessments are aggregated into a group
assessment using an appropriate method (e.g., geometric mean). At this step, the
inconsistency of individual (or group) assessments are checked whether being
higher than the threshold value [34] suggested.

Fig. 2 Comparison of AHP and ANP structures. (adapted from Saaty [34])
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• Obtaining supermatrix: Supermatrix is a two-dimensional matrix where each
element is represented at one column and one respective column. The entries are
the eigenvectorswhich are obtained in the previous step using paired comparisons.
The sum of each column equals the number of comparison sets. In order to obtain
limiting priorities, first, the supermatrix is reduced to a column stochastic matrix
and turns into a weighted supermatrix, then the weighted supermatrix is raised to
its arbitrarily large power.

Application

Brain drain is a type of international migration and symbolizes the movement of
highly skilled people. When the causes pushing (or forcing) people to leave their
home country and immigrate to another place are analyzed, it’s observed that there
are several conflicting criteria to be examined. In the literature, brain drain has
been studied by using different theoretical and empirical methods. However, after a
detailed literature review, a requirement for a comprehensive multi-criteria decision-
making model for brain drain is identified. To address this issue, the purpose of this
study is to offer a tool to examine and prioritize criteria affecting people’s deci-
sions on living abroad using ANP. In other words, a decision-making framework is
proposed to assess the reasons behind the brain drain.

The steps of the application will be explained using the main stages of a decision-
making process: (i) structuring the problem, (ii) constructing the decision model,
and (iii) analyzing the model.

Structuring the Problem

The set of criteria affecting brain drain decision was constructed based on a detailed
literature review.As a result, a list of 24 criteriawas identified as relevant. After a final
examination of the interconnections among those, 18 criteria that are grouped into
four clusters remained (see Table 1). While the career-related set of criteria includes
career opportunities, working environment, wages policy, and employee benefits,
education cluster covers the quality of education, desire to have an international
education, scholarship opportunities, and improving language skills. Government-
related criteria set includes the economic and political situation, restriction of the
fundamental rights and freedom, migrant integration policy, and strategies of foreign
policy. Finally, personal criteria are religious freedom, personal interest in living
abroad, standard of living, social/cultural wealth, and networking opportunities.
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Table 1 The set of criteria

Clusters Criteria References

Career (C) C1. Career opportunities [2, 3, 6, 17]

C2. Working environment [42]

C3. Wages policy [6, 12, 24, 42]

C4. Employee benefits [24]

Education (E) E1. Quality of education [11, 24, 41, 42]

E2. Desire to have an international education [2, 41]

E3. Scholarship opportunities [14, 47]

E4. Improving language skills [9, 21, 25, 47]

Government (G) G1. Economic situation [2, 3, 6, 21, 42]

G2. Political situation [2, 3, 11, 14, 24, 42]

G3. Restriction of the fundamental rights and freedom [6]

G4. Migrant integration policy [24, 39, 47]

G5. Strategies of foreign policy

Personal (P) P1. Religious freedom [14]

P2. Personal interest in living abroad [14, 24]

P3. Standard of living [9, 24]

P4. Social/Cultural wealth [2]

P5. Networking opportunities [6, 24]

Constructing the Decision Model

Since the existence of interconnections among the criteria, ANP is selected as the
appropriate tool for the analysis. In general, the network model may include alterna-
tives, but in this case, the decision model represents only the criteria to be prioritized.
As given in Fig. 3, both internal and external dependencies exist.

To elicit the decision-makers’ judgments, an online pairwise comparison ques-
tionnaire is prepared using an open-source software which is developed at the Centre
for Social Informatics [45]. Participants are asked to perform pairwise comparisons
using the nine-point scale (Table 2) proposed by Saaty [29] to assess the relative
importance of criteria pairs on the affected criterion.

The questionnaire includes 104 pairwise comparisons and 10 demographic ques-
tions. The demographic information of twenty-six participants, who are immi-
grated temporarily or permanently to different countries, is summarized in Table 3.
According to Table 3, 57.7% of the participants are female. The percentage of partic-
ipants who are students is 61.5%.More than half of the participants have a bachelor’s
degree. Half of the participants have less than two years of work experience. In the
questionnaire, participants are asked which country they immigrated to. Germany,
Italy, Sweden, and France are the most frequent answers, which means Europe is
the continent where participants immigrated to the most, with a rate of 61.6%. Other
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Fig. 3 Decision model

Table 2 Saaty’s nine-point
scale [29]

Intensity of importance Definition

1 Equal importance

3 Moderate importance

5 Strong importance

7 Very strong importance

9 Extreme importance

2, 4, 6, 8 Intermediate values

countries are South Korea, Russia, and Iraq, with 19.2%. It has been more than one
year since 65.4% of the participants emigrated from their home country. Lastly, the
return intention is asked, and forty-six percent of the participants indicated that they
are likely to return.

Analyzing the Model

Super Decisions v3.2 software (www.superdecisions.com) is used for the mathemat-
ical computations. The geometric means of 26 different answers of 104 comparisons
are calculated to obtain the aggregated assessments. After entering the aggregated
values into comparisonmatrices, inconsistencies are checked. Note that, even though
Saaty indicated (2008) the allowable limit for inconsistencies as 10%, in this study, the
assessments having lower than 15% inconsistency are accepted as consistent. If the
inconsistency is higher than the present limit, the individual assessments that violate

http://www.superdecisions.com


278 A. B. Incekas and C. Kadaifci

Table 3 Demographic
information of the
participants

Category Frequency %

Gender

Female 15 57.7

Male 11 42.3

Current status

Student 16 61.5

Not student 10 38.5

Education level

Secondary school 2 7.7

Bachelor’s degree 14 53.8

Master’s degree 8 30.8

Doctoral degree 2 7.7

Work experience

<2 years 13 50.0

2–5 years 7 26.9

6–10 years 2 7.7

>10 years 4 15.4

Continent

Europe 16 61.6

USA 5 19.2

Other 5 19.2

Duration of migration

Less than a year 9 34.6

More than a year 17 65.4

Return intention

Probably will return 12 46.2

Probably will not return 14 53.8

the rule are removed. Then, geometric means are recalculated for the remaining
assessments. The limiting priorities are given in Table 4.

According to the findings, the most important clusters affecting brain drain deci-
sions are career and government. “Career opportunities” sub-criterion has the highest
priority in the career cluster, while “Quality of education” has the highest priority in
the education cluster. “Economic situation” is themost important criterion in govern-
ment cluster, and “religious freedom” is the most important one among personal
related criteria.

The limiting priorities indicate that “economic situation,” “career opportunities,”
and “political situation” are the most important criteria with weights of 0.122, 0.121
and, 0.120, respectively. On the other hand, “scholarship opportunities” is the least
important criterion with the lowest priority.
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Table 4 Comparison of the limiting priorities (darker cells represent higher priorities)
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G1 0.122 0.119 0.148 0.139 0.131 0.123 0.107 0.138 0.124 0.117

C1 0.121 0.114 0.136 0.126 0.127 0.119 0.137 0.102 0.128 0.112

G2 0.120 0.124 0.113 0.116 0.117 0.127 0.111 0.108 0.109 0.118

C2 0.111 0.116 0.097 0.111 0.101 0.121 0.090 0.108 0.121 0.124

C3 0.089 0.089 0.075 0.076 0.089 0.081 0.052 0.086 0.116 0.069

G3 0.070 0.076 0.054 0.063 0.060 0.069 0.089 0.080 0.055 0.092

P4 0.064 0.067 0.063 0.067 0.054 0.061 0.100 0.076 0.053 0.093

E1 0.048 0.051 0.046 0.053 0.047 0.050 0.023 0.052 0.052 0.040

P3 0.042 0.043 0.037 0.034 0.042 0.037 0.046 0.042 0.038 0.040

P5 0.038 0.040 0.035 0.032 0.042 0.036 0.041 0.032 0.026 0.036

C4 0.036 0.046 0.030 0.027 0.037 0.032 0.047 0.069 0.036 0.046

E4 0.031 0.027 0.038 0.022 0.044 0.026 0.071 0.014 0.027 0.034

G5 0.031 0.022 0.048 0.061 0.021 0.035 0.012 0.040 0.038 0.021

P1 0.028 0.030 0.025 0.023 0.025 0.031 0.029 0.025 0.025 0.027

P2 0.016 0.010 0.023 0.017 0.035 0.019 0.009 0.002 0.019 0.005

G4 0.014 0.012 0.012 0.012 0.011 0.013 0.024 0.013 0.017 0.013

E2 0.014 0.012 0.016 0.014 0.014 0.015 0.010 0.010 0.011 0.012

E3 0.004 0.003 0.005 0.007 0.002 0.005 0.001 0.005 0.005 0.003

After completing the overall analysis, the participants are classified based on their
demographic information, and for each class, the priorities are calculated separately.
Table 4 represents the comparison of the priorities. The first classification is made
considering the return intention: probably will return and probably will not return.
Similar rank orders for priorities are obtained for both classes. Different from the
overall assessments, “political situation” turns out to be the most important criterion
for people who are not likely to return when the two classes are examined separately.
Classification of participants based on studentship yields quite similar rank orders
to the overall results. It is interesting that “scholarship opportunities” are considered
as the least important factor for both classes.

According to the participants immigrating to Europe, “political situation” is the
most important criterion, while people immigrating to the USA considers the “career
opportunities.” The decision on migration to somewhere else is mostly affected by
the “economic situation.” It appears that people who want to improve their language
skills prefer the USA as well as the ones looking for a social/cultural wealth.

“Working environment” is the most important criterion for the people who have
been staying abroad for over a year. Whereas, it has the third rank for the ones who
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have been staying for less than a year. Instead, “career opportunities” and “economic
situation” have the first and second ranks for newly immigrated people.

Conclusion

This study proposes a multi-criteria decision model to examine the criteria affecting
brain drain decision. Due to the network structure of the decision problem, ANP is
used to obtain the priorities. Among the determined clusters, career and government
were the most important clusters having a significant role in this decision. Political
and economic situations and the restriction of fundamental rights and freedom are the
most important criteria in the government cluster. Career opportunities,working envi-
ronment, and wages policy have the highest priorities in the career cluster. According
to the findings, employee benefits are not important relative to other career-related
criteria. Although not being as important as others, social/cultural wealth and the
quality of education are the prominent criteria in the remaining clusters.

Brain drain causes a human capital loss and will eventually affect the socio-
economic situation, especially in the sending countries. To circumvent the problem
of losing talented and competent individuals, local authorities, and the government
need to develop effective policies regarding the mitigation and/or management of
brain drain [6]. The proposed decision model will guide the policymakers to identify
the needs of skilled individuals planning to immigrate. Even though the required
policies may change depending on the characteristics of the countries, strengthening
the relevant systems in accordance with the findings the proposed model provides
will help to deal with the consequences of brain drain and, at least to reduce the nega-
tive effects. For instance, in the short term, handling the challenges of the political
and economic climate and dealing with employment issues should be the primary
concern. Having the sixteenth rank, migration integration policy is not the primary
concern of the participants. Nevertheless, this criteria deserves to be examined in
detail, because it is directly related to the labor market, education, health, politics,
anti-discrimination, and permanent residency policies [47].

Inevitably, there are some limitations of the proposed approach. The response
rate was low, therefore increasing the number of participants and reanalyzing the
assessments may provide more representative results. Also, the online survey was
distributed to a group of people from different nationalities with different character-
istics, but the majority of the participants are Turkish as expected. Since the char-
acteristics of different countries vary, applying this study to different countries and
comparing the findings will provide a better perspective. Finally, the list of criteria
can be expanded.
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The Effect of Social Media Usage
on Loneliness

Murat Durucu, Ozgenur Tuncer, and Cahit Ali Bayraktar

Abstract This study has been done in order to determine the effect of social media
usage on loneliness perception. At the same time, it has been examined whether there
was a significant difference in terms of loneliness for gender, age, and frequency of
use. One hundred eighteen women and 83 men took part in the study. Social Media
Use Scale [3] and the UCLA Loneliness Scale [11] have been used together with the
Personal Information Form developed by the researcher. Correlation Analysis and
Multiple Linear Regression Analysis have been used to determine the relationships
between variables (social media use and loneliness). The relationship of loneliness
according to gender, age, and frequency of use has been determined used one-way
ANOVA. As a result of the analysis, social integration and emotional connection
factor of social media use scale positively affect the sociality variance of loneliness
scale. Furthermore, the loneliness scale of both factors of social media use scale has
an effect on high human communication. High human communication is influenced
positively by social integration and emotional engagement and is influenced nega-
tively by social routines. At the same time, it was determined that the perception
of loneliness did not differ according to gender and age, but differed significantly
according to the frequency of internet use. The results of the study have shown that
those who use social media for 5–6 h a day differ significantly on asocial variable
compared to those who use less than 1 h or 1–2 h a day.
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Introduction

Nowadays, with the development of technology, the social platforms are increasing
in number; The number of individuals who are members of these platforms and
spend their time in these areas is rapidly increasing thanks to its features such as
being easily updated, multi-use, and open to sharing. With the decline in the age
of using mobile phones, tablets, and computers, the use of social networks such
as Facebook, Youtube, Instagram, and the time they spend in these environments is
increasing. Although the use of socialmedia is seen as beneficial for some individuals
and suitable for socializing, it is increasingly replacing face-to-face communication
among people. Studies reveal the idea that this increase in the use of social media
leads people to loneliness.

According to the 2019 Global Digital Report, the use of social media in the
world increased by 9% when compared to the previous year [23], while in Turkey,
it is explained that an increase of 2% [23]. Professor Dr. Turker Bas emphasized
that this increase sees social media as a tool to get rid of loneliness today, but this
preference has the opposite effect and argued that social media use increasingly
increases individuality, selfishness, and loneliness [20].

While the studies conducted are aimed at proving the accuracy of this statement
in young people between the ages of 16–25, in this study, in order to reveal the
relationship between socialmedia and loneliness in general and to reveal this situation
for people of all ages, the concepts of social media and loneliness an attempt was
made to reveal the relationship.

Literature Review

Social Media

When the concept of social media is examined in the literature, there are many
definitions. Boyd [7] defines web-based environments as social media, which
increase communication between individuals, facilitate the sharing of individuals
with common interests, create a list of friends with everyone’s own personal profile,
and communicate with friends [35].

On the other hand, Hazar [18] describes social media as sites that provide deeper
social interaction, community formation, and collaboration projects, while Belin and
Yildiz [6] refer to online social networks that support the maintenance of existing
social ties and the establishment of new connections [35].

According to Balci and Kocak [5], social media is the medium where the number
of users is increasing, where individuals are messaging with each other, sharing
their videos and photos, and making their own content. These channels are social
networking platforms where users communicate with other users, develop and main-
tain their relationships, give them the opportunity to meet people they already know
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ormeet newpeople, bring together thosewhose ideas are similar, and allow emotional
relationships to form [26].

Social media has different features than traditional media, although it is media in
its name. The most important difference that creates its originality is that any person
can create the content of social media, comment, and contribute [32]. People can
express their instantaneous opinions on social media, and they can discuss new ideas
and come up with new ideas. It can even share various photos, videos, and find jobs.
In short, it enables individuals to live in the real world in a virtual environment [19].

Mayfield (2010) lists the features of social media as follows:

• Participants: Social media encourages participants and gets feedback from each
interested user.

• Openness: Most social media services are open to feedback and participants.
These services instill courage on issues such as voting, commenting, and sharing
information. These rarely set barriers to transportation.

• Speaking:While traditionalmedia is about broadcasting (content transfer or infor-
mation to the audience), social media is better in terms of enabling two-way
speech.

• Community: Socialmedia allows communities for a quick and effective formation.
Communities thus share what they are interested in, such as their favorite photos,
political values, favorite TV shows.

• Connectivity: Most types of social media do connected things; other sites allow
researches and links to any subject related to people [32].

The foundations of the historical development of social media were laid in 1991
with the opening of the world wide web (WWW) to the public. With the interest-
oriented forums that started to occur in the late 1990s, the individual has now started
to actively share his views with other individuals. However, it can be stated that the
history of modern social media, where the user can be more effective, started in 1997
with the SixDegrees site, which offers the opportunity to create profiles, list friends,
and then review their friends’ lists. The LiveJournal site, launched in 1999, is built
on blogs that can be renewed continuously. Thanks to this network, users started
to be effective in following each other, creating a group and interacting with others.
Wikipedia was launched in 2001, and after 2003, as a result of the growing interest in
social media, a significant number of applications such asMyspace, Linkedln, Photo-
bucket have been included in the network. Flickr and Facebook in 2004, Yahoo! 360,
and Youtube in 2005 and Twitter in 2006 were among the noteworthy applications
in social media [19].

With the increase in internet usage, the number of individuals entering social
media has increased in the world and in our country. Morgan Stanley, who conducted
research on social media entry rate in 2004, found that reaching 50 million users was
38 years for radio, 13 years for television, and 5 years for internet [19].

Examples of social media that affect people and spend most of their time are
Facebook, Twitter, Instagram, and Youtube.

Facebook was founded in 2004 for Harvard University students. Facebook, which
also included schools around Boston, covered all Ivy League schools within two



286 M. Durucu et al.

months and all schools in the United States in the first year. The site provides users
with opportunities to make new friends, share their photos, thoughts, and personal
information. The site, which receives income from advertisements and sponsors, is
free for users [32].

Launched in 2006, Twitter is a software that allows the possibility of a 140-
letter speech act, in which these speech acts are defined as “tweets.” Reasons for
using Twitter; chat and dialogue feature can be explained as enabling solidarity
and exchange with certain users, enabling self-expression and self-communication,
updating and controlling status, sharing information and news, marketing, and
advertising [32].

Instagram is a photo-sharing application that was founded in October 2010 by two
entrepreneurs named Kevin Systrom and Mike Krieger. The Instagram application,
which has achieved significant success by exceeding the number of 100 million
subscribers in a short time, is very popular and was purchased by Facebook for an
enormous fee of $1 billion in 2012. It is possible to say that the number of users
exceeded 500 million in 2016 [15].

Youtube was first established in 2005, and it was a social media platform that
allows video uploading, sharing, and user interaction purchased by Google in 2006.
Youtube, which is a combination of the words “you” and “tube,” means “your TV”
or “your channel.” Thanks to this platform, each user has become both a content
producer and a consumer [29].

Loneliness

Loneliness in the literature: it is the psychological aspect of a person who lives alone
or despite living with the community in his/her social environment for any reason.

According to Ponzetti [28], loneliness is an unpleasant subjective psycholog-
ical condition that occurs as a result of the difference between the individual’s
existing social relationship and the desired social relationship [27]. According to
Cacioppo et al. [9], loneliness is defined as a complex series of emotional experi-
ences, consisting of negative emotions and cognitions experienced by the person’s
lack of social and personal relationships [14].

Loneliness is a very serious problem that increases the complexity of life within
time and negatively affects people’s life. Loneliness is usually physically alone in
society and can be seen at certain times in individuals, regardless of age, gender,
and social status. Therefore, the main reason for loneliness is the lack of social
relationships and the low level of satisfaction with these relationships [36].

Seyyar and Genc [30] examined loneliness in three ways. The first is objective
loneliness, in which the person is isolated from the social relationships he/she needs.
The other is the subjective loneliness that the individual experiences, despite not
being alone, because he/she is unable to catch the intimacy and close behavior he/she
expects from his/her environment. The last one is conscious loneliness, where even
one chooses loneliness with his/her own consent [16].
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Loneliness has gained a distinct quality with themodernization of life. Facilitating
the communication of people with rapidly changing and renewed technology causes
the concept of togetherness to decrease gradually. Thus, individuals can communicate
virtually with technological tools. Relationships established in this way are now
considered routine for everyone. Although people are social entities, as they use
virtual uses, they become more and more isolated in daily life. This situation is
called dialectical loneliness. In this way, people are doomed to be alone. In this
study, loneliness is considered as dialectical loneliness [34].

Relationship Between Social Media and Loneliness

Socialmedia platforms such as Facebook, Instagram, Twitter, which have entered our
lives rapidly with the spread of the internet today, can cause negative effects besides
positive effects on individuals. Even though individuals, especially young people,
see these social networking channels as ideal channels to socialize for reasons such
as sharing information, expressing themselves and having a good time, it has been
a matter of debate how individuals can socialize because it causes them to get away
with themselves, their family and the society they live in. In fact, internet games,
chat in the virtual environment, long phone calls quickly drag individuals towards
individualization, loneliness, and unmanned communication.

Sucu [33] argues that internet games, which have become a social activity, both
reduce social distance and destroy social contact. While the use of social media and
games played on social media change the perception of reality of the real world, it
also conveys the communication forms of individuals to virtual environments [27].

Aktas and Cayci [2] believe that people can communicate with people whom they
are afraid of even talking in their lives, in social networkswhere communication is not
mandatory, they can improve their relationships, and they will not be alone. For this
reason, they believe that people spend a lot of time in social networking media, and
this leads to the development of the concept of “sofalising” (being so lonely while
socializing) derived from the word sofa and socialising [1]. Sofalising causes the
realization of people’s real-life relationships, the existence of a new communication
process that depends on symbols, icons, and signs. Alongwith these, the socialization
process is also changing. Going to traditional culture-based visits, going to parks,
cafes, and associations is replaced by social media [26].

Cayci and Karagulle [10] argue that individuals who spend most of their time
in social networks in order to socialize are also alienated from their cultural values
and identities, especially their families and their environment. Individuals who share
online on these networks become unfamiliar with this new environment they interact
with, and become alien to itself and its environment over time, allowing them to
replace their own cultures. Digital environments are far from the reality due to
their structure and create dependency on technology and screen in users. Due to
social networking channels, while the individual becomes alone in the crowds, alien-
ation problems for themself and their environment also arise. Kara and Ozgen [22]
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Fig. 1 Conceptual model for the study

state that the individuals involved in friendship relationships created through social
networks are different individuals from their real characters, and that they make
friends based on artificial and misleading characters created in line with their own
wishes. Friendshipswith this unrealistic character can also affect individuals’ real-life
social relationships and cause situations such as making their relationships difficult
[26].

Diker and Tasdelen [13], although social networking channels are considered as
the media used to eliminate the problems such as loneliness, stress, and depression,
in some cases, it makes users addicted when they are used toomuch, and as a result, it
can cause behavioral and psychological disturbances and also self-anxiety in young
people. Also, they say that it can create changes in the closure, dissatisfaction, and
emotional states. Ocal [25] says that individuals socialize on social media and move
away from their real lives [26].

Conceptual models and hypotheses in Fig. 1 have been introduced by taking into
consideration the literature studies conducted to determine the relationship between
social media use and loneliness.

H1: The use of social media has an impact on loneliness.

Methodology

The study tried to find an answer to the question of whether social media channels
used in society have an effect on the perception of loneliness. In this context, it has
been acted with the assumption that there is a significant relationship between the
use of social media and the perception of loneliness and that it positively affects.

Sampling

The study population consists of individuals with membership to any social media
platform in Turkey. The sample of the study consists of 201 people. Attention has
been paid to ensure that there is diversity in people who applied the survey and not
to focus on a certain audience.
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Data Collection

The study was carried out with the application of a questionnaire prepared to deter-
mine the role of the social media use of individuals on their perception of loneliness.
Since it offers the opportunity to reach a large audience in a short time, an internet
questionnaire was preferred in the study. In addition to the SocialMedia Usage Scale,
the UCLA Loneliness Scale, and the Personal Information Form, the questionnaire
includes three questions that measure whether people meet with people they meet
on social media in their external environment.

UCLA Loneliness Scale is a Likert type self-evaluation scale that helps to deter-
mine the general degree of loneliness of the individual. The original of the scale has
a grading between “I NEVER experience this situation” (1) and “I experience this
situation FREQUENTLY” (4) with a total of 20 items, 10 items of which are positive,
meaning that they do not contain semantic loneliness, 10 items are negative, meaning
semantically only individuals. The highest score that can be obtained from the scale
is 80, and the lowest score is 20. High scores indicate that individuals experience
more loneliness. Questions 1, 4, 5, 6, 8, 10, 15, 16, 19, 20 in the scale were asked
as inverse questions. The validity and reliability studies of the scale in our country
were carried out by Demir [11]. It is observed that the UCLA Loneliness Scale was
used in many studies conducted in the world and in our country about loneliness.

Social Media Usage Scale was developed by Jenkins-Guarnieri et al. [21] and
adapted to Turkish by Akin et al. [3]. The scale ranks between “I totally disagree”
(1) and “I totally agree” (6). High scores indicate a high level of social media use.
1–6 questions are explained as integration and emotional connection. 7–10 questions
are explained as integration with social routines. The 8th question is the inverse item.

The personal information form consists of 8 questions about the participants’
gender, age range, occupation, educational level, marital status, employment status,
which social network they use the most, and how often they use social media.

The data collected within the scope of the research were analyzed using SPSS
20.0 Package Program.

Findings

In Table 1, according to the statistical findings regarding the participants’ gender,
age, current working status, occupation, educational level, marital status, the most
preferred social media platform, and time spent in social media; 58.7% of the partic-
ipants are women, and 41.3% are men. It was determined that 31.3% were between
the ages of 18–24, 55.2% were working, 22.4% were students, 45.3% were univer-
sity graduates, and 68.7% were single. In addition, the majority of 201 respondents
prefer to use Instagram with 60.2, and 38.3% spend 1–2 h a day on social media
platforms.
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Table 1 Distribution of participants’ demographic information

Variables Frequency %

Gender Women 118 58.7

Men 83 41.3

Age Younger than 17 9 4.5

18–24 63 31.3

25–29 47 23.4

30–39 32 15.9

40–49 26 12.9

50–59 21 10.4

Over 60 3 1.5

Current occupation Employed 111 55.2

Unemployed 90 48.8

Profession Housewife 13 6.5

Student 45 22.4

Engineer 32 15.9

Retired 15 7.5

Other 96 47.8

Education level Primary school graduate 6 3

High school student 10 5

High school graduate 28 13.9

University student 46 22.9

University graduate 91 45.3

Graduate student 10 5

Graduate level 10 5

Marital status Merried 63 31.3

Single 138 68.7

Most preferred social media platform Facebook 27 13.4

Instagram 121 60.2

Twitter 24 11.9

Youtube 22 10.9

Diğer 7 3.5

Time on social media Less than 1 h/day 33 16.4

1–2 h/day 77 38.3

3–4 h/day 49 24.4

5–6 h/day 26 12.9

More than 6 h/day 14 7

1–2 h/week 2 1
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Table 2 Cronbach’s alpha values of scales

Scales Item Cronbach’s alpha

Social media usage scale 10 0.84

UCLA loneliness scale 20 0.873

Meeting outside with people you meet on social media 3 0.852

Normal distribution was examined for both scales used in the study. Indeed, skew-
ness and kurtosis values indicate whether the data show normal distribution. The fact
that the z statistics found by dividing the skewness and kurtosis values by the stan-
dard error is less than 1.96 for α = 0.05 and 2.58 for α = 0.01 is evidence of the
normal distribution of data [12]. According to this, all the data in the study are less
than 2.58 for α = 0.01, that is, it is possible to say that it fits the normal distribution.

Reliability analysis is the analysis of the consistency of the answers given. Cron-
bach’s alpha coefficient, which is a measure of the internal consistency of the items,
is used to explain the homogeneous structure of the items. As Cronbach’s alpha coef-
ficient approaches 1, it is interpreted that the items in the scale are consistent and
measure the same feature (Yildiz and Uzunsakal [12]. According to this,In the study,
the results of the reliability analysis of using social media, loneliness, and meeting
with people you meet in social networks in real life are given in Table 2.

When the reliability analysis results are examined in Table 2, it is seen that the
reliability coefficient of all scales is α = 0.70 and above in general. Accordingly,
it is understood that the scales are at a reliable level. Since the sub-dimensions in
the scales are not defined in the literature, Cronbach’s Alpha values were interpreted
over the scales in general.

Factor analysis is a method of obtaining a small number of conceptually mean-
ingful variables by bringing together many related variables [8]. Factor analysis was
applied because there were many questions measuring the same subject in the study,
and its sub-variables were not fully expressed in the literature.

Firstly, the KMO criterion expressed in Table 3 was examined in the scales. The
result is good for values between 0.7 and 0.8 (Karaalioglu 2015), that is, the sample
size in the research is sufficient for factor analysis.

According to Table 3, it is seen that Barlett test significance level values are 0.00.
The Barlett Sphericity test was found to be significant because this value was less
than a 5% margin of error. The data set is suitable for factor analysis.

Table 3 Kaiser–Meyer–Olkin values and barlett’s test significance of scales

Scales KMO Barlett’s test reliability

Social media usage scale 0.834 0.00

UCLA loneliness scale 0.896 0.00

Meeting outside with people you meet on social media 0.732 0.00
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Table 5 Distribution of social media usage scale to factors

Rotated component matrix

Component

1 2

SMED3- I am disappointed when I have never been able to use social
media

0.824

SMED4- I get nervous when I can’t connect to social media 0.779

SMED1- I feel disconnected from my friends when I can’t connect to
social media

0.719

SMED5- I prefer to communicate with other people mostly through
social media

0.668

SMED2- I wish everyone used social media to communicate 0.656

SMED6- Social media plays an important role in my social
relationships

0.643

SMED7- I like to check my social media account 0.734

rSMED8- I don’t like using social media 0.732

SMED10- I reply to others’ social media posts 0.656

SMED9- Using social media is a routine part of my daily life 0.564

As a result of the factor analysis, according to Table 4, 2 factors with an eigenvalue
greater than 1 (λ > 1) were selected for the SocialMedia Usage Scale. Thus, 55.090%
of the total variancewas explainedwith two factors instead of the initial ten variables.

Factor rotation was performed to interpret the factors. While performing factor
rotation, the Varimax method was preferred. As a result, the alternating factor loads
matrix obtained from 10 items, and two factors are shown in Table 5.

According to the distribution of the questions seen in Table 5, the first factor was
named as social integration and emotional connection, and the second factor was
integration with social routines.

Four factors with an eigenvalue greater than 1 (λ > 1) were selected for the UCLA
Loneliness Scale. Thus, 60.898%of the total variancewas explainedwith four factors
instead of the original 20 variables. The factor loads matrix obtained by the Varimax
rotation is shown in Table 6.

According to Table 6, the factors included in the questions were examined, and the
first factorwas named as sociality, the second factorwas high human communication,
the third factor was popularity, and the fourth factor belonged to the society.

Three questions that question whether or not they meet with the people they meet
on social media in real life in external environments were merged in 1 factor as a
result of factor analysis and named as the interview factor. Accordingly, factors were
obtained for all scales with ‘Main Component Analysis.’

As a result of the correlation analysis, a significant relationship was found
between the social integration and emotional connection independent variable and
the sociality dependent variable according to 1% significance level, and between the
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Table 6 Distribution of UCLA Loneliness Scale by Factors

Rotated Component Matrix

Component

1 2 3 4

YLNZ18- There are people around me, but they are not
with me

0.781

YLNZ17- I am unhappy with this degree of being
closed in me

0.740

YLNZ14- I feel isolated from other people 0.728

YLNZ12- I think my social relationships are weak 0.679

YLNZ11- I feel pushed out of the group 0.672

YLNZ7- I’m not sincere with anyone anymore 0.668

YLNZ13- Nobody really knows me well 0.645

YLNZ3- There is no one I can apply to 0.562

YLNZ2- I do not have any friends 0.557

rYLNZ20- There are people I can talk about 0.808

rYLNZ19- There are people I can talk to 0.791

rYLNZ16- There are people who really understand me 0.788

rYLNZ10- There are people I feel close to 0.699

rYLNZ6- I have something in common with the people
around me

0.535 0.498

rYLNZ5- I feel like part of a group of friends 0.504

rYLNZ15- I can make friends whenever I want 0.755

YLNZ9- I’m an extrovert person −0.648

rYLNZ8- My interests and ideas are shared by those
around me

0.620

rYLNZ4- I don’t feel like I’m alone 0.742

rYLNZ1- I feel in harmony with the people around me 0.479

social routines independent variable and the high human communication dependent
variable.

Multivariate linear regression analysis was performed to estimate the effect of
social media use on loneliness. The stepwise method has been applied to explain the
model with the least number of variables. First of all, regression analysis between
social integration and emotional connection and independent variables of social
routines and sociality dependent variables was examined. As a result of this analysis,
the Durbin Watson coefficient is between 2.220 and 1.5–2.5, so there is no problem.
VIF value is below 5.3, and tolerance is above 0.10; There is no collinearity. Regres-
sion equation was found to be significant with R2 = 0.094, although its explanatory
level was low (F = 20.749; p < 0.01). Social integration and emotional connection
argument make sense. According to the results of the analysis, the objectivity is
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‘0.307 sbutduybag’. When social integration and emotional connectivity increases
by one unit, nobility will increase by 0.307 units. In other words, only the social inte-
gration and emotional connection independent variable have a positive, meaningful
effect on the sociality dependent variable.

According to the result in the regression analysis between social integration and
emotional connection and independent variables of social routines and high human
communication, Durbin-Watson is in the desired range with 1.916. There is no
collinearity in terms of VIF and tolerance values. Regression equation was found
to be significant with R2 = 0.053, although its explanatory level was low (F= 5.531;
p < 0.01). Both independent variables are meaningful for the model. According
to the result of the analysis, high human communication is 0 −0.170 srutinbut +
0.154 sbutduybag. When the integration with social routines increases by one-unit,
high human communication will decrease by 0.170 units, when social integration
and emotional connection increase one-unit, high human communication increase
by 0.154 units. In this case, integration with social routines negatively affects high
human communication, and social integration and emotional connection positively
affect high human communication.

As a result of regression analysis for popularity and community-dependent
variables, no significant effect was detected.

The frequency and asociality of the participants using socialmediawere compared
with ANOVA analysis, and a statistically significant difference was found (p =
0.000). Tamhane’s T2 test, which is one of the multiple comparison tests, was used
to compare that the average frequency of using social media is different from each
other. According to the results of the analysis, the average of people who spend 5–6 h
a day on social media and those who use social media less than 1 h a day and 1–2 h
a day are statistically different from each other. Accordingly, the lowest average of
nobility is those who use less than 1 h of social media per day, then 1–2 h of social
media per day. The highest average of nobility belongs to the participants who use
social media for 5–6 h a day.

It was determined as a result of ANOVA analysis that the education level and age
of the participants did not make a significant difference in the sociality.

Independent sample t-test between gender, marital status, and employment status
variables, and nobility and high human communication could not be applied since
the data did not conform to the normal distribution. As a result of theMann–Whitney
U test, a significant difference could not be reached. So, the H0 hypothesis was not
rejected.

As a result of all these analyzes, the use of social media has an effect on loneliness,
albeit low. The social integration and emotional connection factor of the social media
use scale positively affect the sociality variable of the loneliness scale. Also, the
loneliness scale of both factors of the social media use scale has an impact on high
human communication. Social integration and emotional connection are positive.
Integration with social routines negatively affects high communication. There was
no effect on the variables of popularity and community ownership. The hypothesis
given in the study is evaluated as partially accepted.



296 M. Durucu et al.

Results and Discussion

Social media platforms provide positive developments such as the loss of importance
of time and space unity, enabling communication with one end of the world, easier
access to information, globalization and the expansion of the established social rela-
tionship network, but according to another segment, it reveals problems such as the
feeling of loneliness of the individual [31].

This studywas carried out by applying an internet questionnaire to 201participants
to determine the role of people’s social media usage on their perception of loneliness.
Survey application; It includes a total of 41 questions, including the Social Media
Usage Scale, the UCLA Loneliness Scale, the Personal Information Form, and three
questions about the participants’ questioning in which environment they met with
the people they met through social media.

In the literature, it is seen that the number of studies on this subject is quite low. It
is possible to say that the reason for this is the evaluation of the positive reflections
of social media and the idea that it may be negative occurred in new people. For this
reason, it was aimed to investigate the claim that the use of social media isolates
people and to create a source for the literature.

In the research, the data were transferred to IBM SPSS.20.0 (Statistical Package
for Social Sciences) program, and analyzes were carried out. Correlation and regres-
sion analysis were used to evaluate the hypothesis in the study. In addition, the
suitability of the data for normal distribution, reliability of the scales and factor anal-
ysis, independent sample t-test, and Mann–Whitney U test and ANOVA analysis are
other applied analyzes.

As a result of the analysis, the data fit the normal distribution. The scales used
are reliable, according to Cronbach’s alpha values. As a result of factor analysis,
a total of 33 scale questions were reduced to 7 factors. Social media use scale as
the first factor, social integration and emotional connection, and the second factor
as integration with social routines; The four factors of the UCLA loneliness scale
were named as sociality, high human communication, popularity and community
ownership. Finally, the three questions that were asked whether people met in social
lifewith the people theymet through socialmediawere combined under the interview
factors.

With the increasing use of tablets, computers, and smartphones and internet access
opportunities, the number of members using social media is also increasing. 100%
of the participants use at least one of the social media platforms. As stated by Solmaz
et al. [32], social media has become an important part of our lives. The fact that all
of the participants in the survey use social media is proof of this.

The majority of the participants prefer to use Instagram with 60.2%. High school
and university students who participated in the survey also stated that they prefer
Instagram the most. In the study of Ozsari and Karaduman [27], it was stated that
60% of the education faculty students prefer Facebook compared to other sites.

38.3%of the participants spend 1–2 h a day on social media platforms. In addition,
99% say that they visit social media platforms during the day, even if it is less than
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1 h a day. Similar to the study, Solmaz et al. [32] stated that the participants spend
an average of 1–3 h a day on social networks.

As a result of ANOVA analysis, no statistically significant difference was found
between age and factors of the UCLA loneliness scale. Yenturk and Baslevent [37]
and Yalcin [36] achieved similar results in their studies.

In the ANOVA analysis, the frequency of the use and sociality of the participants
was compared with the Tamhane’s T2 test and the average of those who spent 5–6 h a
day on social media and those who used social media less than 1 h a day and 1–2 h a
daywere found statistically different from each other. The highest average of nobility
belongs to the participants who use social media for 5–6 h a day. The study supports
the meaningful relationship that Bozkurt (2018) finds between lonely social media
users, especially 5 h a day,In other words, as the duration of the participants’ use of
social media increases, their loneliness increases. Ayazseven and Cenkseven Onder
[4] conducted a study that supports this statement in the literature. Considering that
the excessive time spent by the participants on social media during the day indicates
internet addiction, they stated that there is a relationship between internet addiction
and loneliness.

According to the study of Ayazseven and Cenkseven Onder [4], there is also no
significant difference between the frequent use of socialmedia and gender.According
to the results of this study, no significant difference was found between the frequent
use of social media and gender.

Bozkurt (2018) states that women use social media longer than men; however, he
stated in his study that he could not achieve a significant relationship between gender
and loneliness. This result of Bozkurt (2018) is similar to the result of this study.

As a result of the correlation and regression analyzes applied to test the main
purpose of the study, a lowand statistically significant relationshipwas foundbetween
the sense of loneliness of social media use. It is possible to say that the hypothesis is
partially accepted. Dogan andKarakus [14] found a low and statistically insignificant
relationship between the use of social sites and loneliness. They have reached a
conclusion that supports the work of Guven and Kovanlikaya [17]. But it differs
from the result of this study as statistical significance. Similar to this study, Yalcin
[36] found that there was a significant relationship between loneliness levels with the
presence of Facebook, Instagram, and Twitter accounts of students who participated
in the study.

As a result, social media platforms appeal to the emotions that people actually
want to be. Even though people have the feeling that they are lonely thanks to these
networks, they will be faced with the fact that they are alone again when they turn
off the phone and computer. This will make the feeling of loneliness even stronger.



298 M. Durucu et al.

References

1. AkinciYukselN (2017)YeniMedyanin veSosyalAğlarinYaşamimizaSoktuğuYeniBirYaşam
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(32):470–480

9. Cacioppo JT, Ernst JM, Burleson MH, McClintock MK, Malarkey WB, Hawkley LC, Spiegel
D et al (2000) Lonely traits and concomitant physiological processes: The MacArthur social
neuroscience studies. Int J Psychophysiol 35(2):143–154. https://doi.org/10.1016/S0167-876
0(99)00049-5
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A Children Retail Company’s
e-Commerce Warehouse Optimization

Burcu Altuntas, Meryem Bulut, Miray Turhan, Bahadir Tunaboylu,
and Selim Zaim

Abstract The efficient and well-designed warehouses can provide critical advan-
tages for retail stores. They also play a crucial role in the achievement of supply
chain management. Nowadays, warehouses have become centers where fast access
to the customer is provided apart from the storage and protection of the goods. The
objective of this study is to find the more efficient and useful warehouse design of
A Children Retail Company, which is used for e-Commerce. The best place for the
products will be determined by using a combination of such tools like the Pareto Prin-
ciple, ABC Analysis, Technical Drawing, Simulation, and 5S Model. The optimum
layout determined from the analyses enables more efficient work for warehouse
employees, and orders to the logistics department are faster and more accurate for
the facility. Moreover, an automation system is proposed with the barcode scanning
and packaging part for the orders to simplify the existing complexity of the process.
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Introduction

As the internet use increases dramatically, and virtually all individuals are capable of
shopping with quick clicks online with many benefits. Companies need to satisfy this
rising demand by proper reallocation of time and resources in this critical process.
An optimum designedwarehouse is a key element in a successful supply chain. In the
past, the warehouses were used with the sole purpose of protection and storage of the
goods, but now it hasmore nuanced purposes.Delivering the products to the customer
has to be fast in order to achieve customers’ satisfaction, save time and money. To
deliver the products faster, a correctly-designedwarehouse is necessary. In this study,
a company is selected, which is a retailer company targeting a customer segment of
0–14-year-old children. When the company was established, it only offered products
from a physical store. Then it started to sell the products online to catch the trend and
has created an e-commerce warehouse. In the meantime, online sales were increased
very fast before the company could carry out any optimization in the warehouse.
Therefore, the aim of this study is to perform theCompany’swarehouse optimization.

There are many problems and complaints coming from the customers and
employees, which mainly stems from the warehouse. While the main complaints
from employees are related to having to carry heavy loads regularly, unknown loca-
tions of inventory, and inefficient ergonomic conditions, customers’ complaints are
about missing or late product delivery. Figure 1 shows the ratio of the collection of
orders.

As seen from Fig. 1, The Company can collect just 33% of the orders in a day,
which means that The Company is unable to satisfy 67% of the orders. There are
many more problems, which The Company faces. After receiving the information
about the problems from The Company, the warehouse was further to verify these
issues. The critical problems are determined and analyzed using Fishbone Diagram
(Ishikawa Diagram, Fig. 2), which is provided below.

Fig. 1 The ratio of collected
and cannot be collected
orders

67% 

33% 

Number of Orders that cannot be collected

Number of Orders Collected
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Fig. 2 Fishbone diagram

From the diagram, it is seen very clearly that The Company uses its warehouse
very inefficiently. Therefore, the study’s goal is to make an efficient and optimum
layout for e-Commerce Warehouse by considering the ergonomic necessities. At the
end of this study, a new layout for warehouse planning was offered to The Company.

Methodology

After the literature review conducted by examining the past studies, the methods
that would be convenient for the study were determined, and all were implemented.
Figure 3 briefly shows the steps and methods. There are many more methods that
can be used for warehouse optimization, but these methods are not appropriate to
be implemented for this particular warehouse. For example, Linear Programming
Formulation is widely used for the warehouse design. Hung and Fisk [4] reveal
that this formulation gives the optimal size warehouse when the demand fluctuates
and space in the warehouse available changes frequently. Although this method
provides the optimum warehouse design, it is not achievable to implement in The
Company’s e-Commerce warehouse because the space and warehouse area are not
sufficient to change over time and employees in the warehouse are not qualified
professionals so that they may not be able to manage this method every month or
season. Another calculation that is important for the warehouse design is Inventory
Turnover Rate. However, since The Company’s system is not well-functioning, this
calculation cannot be implemented for the warehouse.

FishboneDiagrammethodwas used to determine the problems of The Company’s
e-Commerce warehouse, as stated in the introduction. Then, all the necessary infor-
mation was gathered, like the sales amount, etc. When The Company’s warehouse
was visited, ergonomic conditions of the work environment are observed. According
to literature, there should be a controlled range of temperature and humidity levels



306 B. Altuntas et al.

Fig. 3 Methodology design

to have good ergonomic conditions for the employees. OSHA (Occupational Safety
and Health Act) suggests a temperature level in the range of 20–24 °C and humidity
control between 20 and 60% [1, p. 1]. However, in The Company’s warehouse,
there was no temperature and humidity control, which means the temperature and
humidity levels are unknown. Therefore, in this study, the suggestions were made on
adding these devices to the new warehouse design. On the other hand, there were no
problems with the lighting system and security-warning against a fire disaster. The
warehouse has adequate firefighting equipment and fire exit. In the study, precise
measurements of the halls of the existing warehouse were performed because there
was very limited data, just the data of the square meter of the warehouse, no visual
drawing, etc. Therefore, the warehouse drawing in AutoCAD 2020 was generated,
which is seen in Fig. 4.

Another issue from observations in the warehouse is that the orders are given for
packaging after being taken from the cabinet and the chaos in the packaging process.

As seen from Fig. 5, although 84% of the orders’ cash transactions are made, 16%
of the orders are waiting in the packaging area for cash transactions even though
these orders are collected. For analyzing that process, a flow chart was drawn to
understand the packaging process inmore detail. The processes here were as follows;
the collected products were left behind the packaging personnel. The packaging staff
did not have their own space, so there were boxes that looked quite complicated
around. Therefore, the boxes of packaging staff could be mixed up. In addition,
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Fig. 4 The company’s e-Commerce warehouse AutoCAD drawing

Fig. 5 The ratio of orders
collected and cash
transaction

84% 

16% 

Cash Transaction Number

Pending Cash Transaction Number

although some orders consisted of bulk parts (like 2–3 parcels), some parts could
be lost due to confusion in the packaging area. In addition, the employees leaving
the orders they collected in the packaging area closest to the collection area caused
an unequal workload among the packaging personnel, as seen in Fig. 6. All these
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Fig. 6 Current packaging and cargo area

resulted in a mixed environment, lost time, and decreased employee motivation.
Furthermore, the study noticed that the orders were moved unnecessarily a few
times. Heavy manual labor, repetitive handling, awkward postures, and previous or
existing injuries or conditions are all risk factors for developing Musculoskeletal
disorders [3, p. 2]. For all these problems, a Conveyor System was suggested as a
solution, as shown in Fig. 7. The suggested system in the packaging area provided
some gains that are listed as; reduction of the number of processes, decreasing the
walking distance, the collection time, and the number of sending wrong products to
the customer. Also, the ergonomic conditions of the employees are improved.

The last issue of the study is the storage of food products. Food is an important
product because it can causehealth problems to thepeople becauseof outdated,wrong
storage conditions such as temperature, etc. The study realized that the food was not
stored in suitable places, for example, a place susceptible to dust under the stairs. In
addition, products are not stored according to the expiry date. Some complaints were
discovered, such were about the delivery of outdated food products. For controlling
an outdated problem, many companies use First in First Flow. Manohar and Appaiah

Fig. 7 Suggested packaging and cargo area
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[5] summaries FIFO as “The component which comes first has to dispatch or issue
first.” (p. 5632). Therefore, the study suggested new cabinets, which are using FIFO,
with these new cabinets system, first in products will stand at the front of the shelf
so the expiry date’ early product will go to the customer.

For placing the products in an efficient way, ABC Analysis and Pareto Principle
are some of the widespread methods so that the study used these analyses. According
to the sales amount of category-based products, the methods are shown in Table 1.

As seen from the above table, the most sold three products in a year are clothing
products, followed by the diaper, toy, etc. According to these rates, available products
are decided and then will be placed in the possible nearest place to the product

Table 1 ABC analysis and Pareto principle

Category Sales
amount

Rate (%) Cumulative rate
(%)

ABC
analysis

Pareto
principle

Top knitting Hidden 29 29 A

Set knitting Hidden 13 42 A

Bottom knitting Hidden 12 53 A

Diaper Hidden 7 61 A

Toy Hidden 7 68 A %20

Cosmetic Hidden 7 75 A (A)

Foot textile Hidden 4 79 A

Top weaving Hidden 3 82 B

Baby’s bootle and pacifier Hidden 2 84 B

Breast-feeding Hidden 2 86 B

Underwear Hidden 2 88 B

Bottom weaving Hidden 2 90 B

Set weaving Hidden 2 92 B

Baby food and nutrition Hidden 2 94 B %80

Bathroom and toilet Hidden 2 95 C (B and C)

Tool accessory Hidden 1 96 C

Shoe Hidden 1 97 C

Baby carrier Hidden 1 98 C

Hat-scarf-glove Hidden 1 99 C

Sleep group and home
textile

Hidden 1 99 C

Accessories and room
decoration

Hidden 0.3 100 C

Maternity clothes Hidden 0.1 100 C

Books-stationary-school
supplies

Hidden 0.1 100 C

Total 100
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packaging area. To make an efficient warehouse layout, one of the predominant aims
is decreasing distinction in the warehouse’s areas.

Heragu concludes that experts should make an evaluation and determine the prod-
ucts,which have highermobility. Then, since those products remain for a short period,
they should be positioned near to inbound and outbound processes. Heragu called
this area as “Forward Area” and “Reserved Area” for the storage of less frequent
products [2, p. 317]. The Pareto Principle was first looked at in order to select the
forward area. This principle shows that 20% of the products covered 80% of the
products sold in the last year. In addition, the ABC analysis, it is seen that the prod-
ucts belonging to the 20% ratio are those belonging to the group A. When the group
A product in the ABC analysis is examined in more detail, it is seen that the top
three categories are textile products. However, in ABC analysis, the selected diapers
for the forward area because the diapers have a larger volume than textile products.
Textile products that are the top three categories were placed in the nearest location
to the packaging area according to the design of the warehouse. Thus, the employees
will have used less distance when collecting the products, and the transportation of
the diapers with a large volume will be easier for the employees. It will be close to
the packaging area. After making all observations and calculations, a new design is
suggested shown in Fig. 8.

By looking at ABC analysis, the most selling products are placed near to each
other and packaging area to make the order-picking process more productive, the
categories’ priorities are seen in Fig. 8 with A, B and C letters. As observed, in the
current warehouse, there are not enough spaces between the cabinets, which make
hard the transition between the products. Therefore, the length of the cabinets has

Fig. 8 Category placement according to ABC analysis in suggested warehouse layout
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been shortened such that the workers who collect the orders are less likely to come
across. Other changes, suggestions, and the pros and cons of the new layout will
be examined more in upcoming titles, Current and Suggested Warehouse Layout
Comparison Part and Simulation Part.

Results

The advantages and limitations of the proposed redesigned-warehouse layout are
analyzed as compared to existing warehouse design in different aspects.

The first comparison between the proposed and the existing layout is category-
based products square meter calculation, which is provided in Table 2.

According to the above comparison, the new m2 is larger than the old one. By
placing the products in a productive way, the capacity increase is achieved, which is
almost 14% more than the current layout.

Another comparison is the distance traveled from one end of the warehouse to the
other for the left side of the warehouse. In the current warehouse layout, the cabinets
are placed in a row with no space, while in the suggested layout, there is a space
between the cabinets, which facilitates the transition between the products. As seen
from below Fig. 9, in the current warehouse layout, the distance traveled from one
end of the warehouse to the other for the left side of the warehouse, which is the

Table 2 Category-based
products square meter
comparison

Categories Current m2 Suggested m2 Number of
cabinets

Diaper 82.9 87.99 45

Textile 233.89 239.62 1015

Maternity clothes 13.68 16.68 15

Toy 64.19 67.32 34

Baby’s bootle 5.2 7.92 4

Breast feeding 5.12 7.56 4

Baby’s food 5.1 9.12 16

Cosmetics 9.95 12.06 9

Bathroom and
toilet

23.14 23.76 12

Tool accessory 16.42 24.06 11

Sleep group and
home textile

7.32 8.52 10

Baby carrier 10.65 11.88 6

Book 3.12 3.43 1

Shoe 10.59 13.92 8

Total 257.38 294.22 1190
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Fig. 9 Distance traveled from one end of the warehouse to the other (for the left side of the
warehouse)

green line in Fig. 10, is 4.169 cm and in suggested warehouse layout, it is 3.204 cm,
which is very less than the current one. With the addition of the spaces, the distance,
and in the meantime, the collection time of the orders will be able to be reduced.

On the right side of the warehouse, while in the current warehouse layout, the
distance traveled from one end of thewarehouse to the other is 4.374 cm, in suggested
warehouse layout, it is 3.091 cm, which is again very less than the current one. In
the current layout’s right side of the warehouse, the same ‘no space’ problem is
available like the left side of the warehouse. In addition to that, the cabinets are
all placed horizontally. In the suggested layout, with the addition of the spaces and
placing some of the cabinets horizontally and some vertically, the distance is again
decreased.

Fig. 10 The process of the order-picking model for current warehouse layout
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Fig. 11 The process of the order-picking model for suggested warehouse layout

In Simulation Part, Simio 10.174 program is used for visualization and to illus-
trate the total time of collecting an order. The order samples were taken from The
Company. For example, aworker takes an order,which includes diapers, topweaving,
and maternity clothes shown in Fig. 10. The worker starts walking from the order-
taking area to the locations of the products one by one, collects the products, and
finally goes to the packaging area.

The distances between the order-taking area, products, and packaging area were
entered by looking at the distances from the AutoCAD program for both currents
shown in Fig. 10 and suggested warehouse layout shown in Fig. 11. Then, which one
has less product collection time will be determined. The worker’s speed is assumed
to be 1.4 m/s, which is the average person walking speed. In this model, the service
time of product categories 1, 2, and 3 is the time of finding the product and putting in
the product collection vehicle. Since there is a terrible event, Coronavirus condition,
the study could not visit the warehouse again to calculate the exact service times,
but as observed, finding textile products, diapers and toys is harder to find so that the
study made assumptions accordingly. As it is revealed in Comparison Part, finding
products is easier with the suggested layout, which means the service times are less
in the suggested layout. However, since the study’s aim of the simulation is to find
if the product categories are placed in the right places or not, the same service times
were given for both current and suggested layout.

As seen from the results, the total order collection time is 145 s in the current
layout and 103 s for the suggested layout. Since the products are replaced according
to their categories, the order collection time is decreased. Another point that plays a
role in reducing that time is about the packaging area, where the orders are collected.
In the current layout, the orders are collected in the middle side of the packaging
area like a red arrow in Fig. 12. With a new conveyor system, orders can become
together in the nearest place possible to the product area like green arrows Fig. 12.
It can save 777 cm within walking distance.

By looking at ABC analysis, the most selling products are placed near to each
other and packaging area in order to fasten order-picking time. Undoubtedly, it is not
possible to obtain better results from all of the orders made up of a combination of
different products. In the current warehouse, there is no such systematic placement.
Therefore, in most cases, the suggested layout is more advantageous than the current
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Fig. 12 Collection points of orders

one, especially the orders that contain A and B group products and the orders that
include just one group product.

Discussion and Conclusion

On average, e-Commerce warehouse employees are able to collect 2113 orders per
day. Below orders (1, 2… 8) shown in Table 3 are the examples of these orders,
which include different combinations of the products. By looking at ABC analysis,
the possibility of the orders and according to these possibilities, order quantity per
day is found as follows:

Collecting 2113 orders for these eight orders takes 44.8 h in the current warehouse
layout and 40 h in suggested warehouse layout, which means that everyday new
warehouse design can save 4.8 h of work to The Company if one worker tries to
collect all orders. The e-Commerce warehouse’s employees work five days a week.

Table 3 Total saving with suggested layout

Orders Possibility (%) Order quantity
per day

Current layout’s
time (h)

Suggested
layout’s time (h)

Saving (h)

Order 1 11 227 6.6 4.0 2.6

Order 2 17 359 5.4 9.9 −4.5

Order 3 22 471 11.5 8.5 3.0

Order 4 12 247 4.2 2.7 1.6

Order 5 11 224 5.9 5.5 0.4

Order 6 9 182 3.2 3.7 −0.6

Order 7 16 336 6.5 4.4 2.1

Order 8 3 67 1.4 1.3 0.1

Total 100 2113 44.8 40.0 4.8
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Sort
•Excess and messy boxes

•Confusion in the 
packaging area

Set-in-order
•Materials needed
•Warehouse design

Shine
•Delivering clean 

products to customers
•Clean working

environment

Standardize
•To ensure the con nuity 

of the established 
system

•Crea ng a specific order

Sustain
•Performance efficiency
•Con nuous control of 

the system

Fig. 13. 5S Model

Then, the saving is 115 h for a month and 58 days for a year, which will be worth to
change the layout.

During the optimization process, 5S Model regulations (Sort, Set-in-Order, and
Shine) are implemented shown in Fig. 13. After all improvements, it is necessary
to ensure the continuity of these processes. Therefore, one employee from each
department will be selected to follow the new system.Within this process, the system
controls by the manager at certain periods and monitoring the performance of the
employees will significantly contribute to this process.

Theobjective of this study is to offer a newdesign forTheCompany’s e-Commerce
warehouse, which ismore profitable than the current design by decreasing time for an
order to giving Logistic Department and providing an environment for employees to
operatemore ergonomically and happily. In the beginning, the warehouse was visited
to detect the problems by making a Fishbone Diagram and collect necessary data
fromTheCompany to demonstrate the problems numerically. After that, in this study,
measurements of the hall warehouse from the length of the cabinets to the length
of the spaces were made and illustrated in the warehouse drawing in AutoCAD.
Then, the most critical process, with Flow Chart Diagram, was determined, which
is happening in Order Collection and Packaging Area, and the study has suggested
a conveyor system to that process to solve the conflict.

ABC Analysis and Pareto Principle were implemented to offer a more profitable
layout. By that, the most selling products are aimed to be placed near to each other to
fasten the order-picking process. Forward Area’s product was determined by looking
at ABC Analysis. After all these analyses, the new warehouse layout’s drawing was
made with the AutoCAD program, and with the Simio program, the saving was
revealed. The final step was implementing the 5S Model to standardize all these
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improvements. To sum up, in this study, The Company’s e-Commerce warehouse
problems were solved, and new and more efficient design was proposed.
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Churn Prediction in the Payment
Services Industry: An Application
at Token Financial Technologies for IoT
Devices

Dicle Aslan and Umut Asan

Abstract This paper presents a study on churn prediction in the payment services
industry. Churn prediction is crucial in preventing customers from switching to
competition and also in keeping and developing relationships with the customers.
Previous studies mainly focus on the problem of churn prediction for customers.
Using machine learning algorithms, this study, for the first time, predicts churn rates
for IoT devices and, thereby, generalizes the concept to the usage of devices.A dataset
on POS devices provided by Token Financial Technologies—a company that aims to
develop a churn prediction system—was used for the analyses. The methods Naïve
Bayes, Generalized Linear Model, Logistic Regression, Deep Learning, Decision
Tree, Random Forest, and Gradient Boosted Trees were applied. The experimental
results show that the best predictions are obtained by the algorithms Random Forest
and Fast Large Margin. According to experimental results, battery life has a signifi-
cant effect on the device churn as well as lifetime value of device has a major impact.
The predictions helped Token Financial Technologies to save more than 60% of the
usage of EFT-POS devices from potential churns by changing batteries and EFT-POS
devices in the last quarter of 2019.

Keywords Churn prediction · Fintech ·Machine learning · Payment services · IoT
devices

Introduction

In recent years, dynamic market conditions, change in customer expectations, entry
of new competitors with better offerings made it harder for companies to survive. To
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retain and increase their customers, companies need to define newbusiness strategies,
objectives, and tactics. Gartner Group statistics show that almost 80% of the future
revenue of companies will come from 20% of the existing customers like the Pareto
principle [14]. Bain and co. also reports that an improvement of 5% in customer
retention, might increase the profitability by 75% [14].

Customer Relationship Management (CRM) is a strategic approach to manage,
maintain, and improve customer relationships and create loyal customers for the
products or services. CRM as a tool provides more information about customers’
needs and preferences to create a strong relation [1].

It is essential to note that customer acquisition is much harder and costly than
customer retention. More effort, money, and time are required for customer acqui-
sition. Attracting and bringing new customers to your business from the competi-
tors is not an easy task for the companies. Therefore, customer retention is crucial
to surviving in a competitive market. Studies in the literature show that customer
acquisition is almost 20 times more expensive than customer retention [17].

A considerable number of studies have been conducted both in theory and prac-
tice about customer churn analysis, in terms of retention and prediction. Customer
retention shows the company’s skill to sustain its customers. After acquiring
new customers, companies should implement customer relationship management
systems to satisfy and retain these customers. Customer retention also involves
actions and strategies to grow the existing customer base. Retention activities,
such as improved customer services and relationships, well-defined, and successful
onboarding processes, also facilitates the creation of loyal customers.

Customer churn prediction is a major instrument in customer retention. Churn
refers to the loss of customers who switch to competition or cancel their subscription
[11]. Customer churn prediction helps to detect customers who are likely to leave
the system. Customer churn is a major problem for companies under economic
constraints. For this reason, churn analysis and prediction, widely studied in the
literature, have become a critical issue for industries in recent years.

Customer churn (attrition) might be voluntary or involuntary [12]. In voluntary
churn, customers prefer terminating the relationship with the brand and company.
The voluntary churnmight be the results of customer dissatisfaction, new competitive
offers, regulations, and so on. Bad customer experience, as a critical issue, may
influence only a one-time purchase decision or a long-term relationship with the
customer.On the other hand, involuntary churn, also known as passive churn, happens
without any action taken by the customers to cancel their subscription. Customers
experiencing involuntary churn are likely to continue preferring the same brand or
company.

Customer churn analysis requires companies to analyze historical data to be able
to predict the probability of customer churn. It enables companies to cluster their
existing customers according to their characteristics (demographic, psychographic
and geographic), preferences, and risk levels (high risky customers, risky customers,
moderate customers, low risky customers, very low risky customers for churn) and,
thereby, to predict whether they will leave or not the company. The analysis helps
ranking customers from the most to the least likely to churn before customers switch
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to competition or cancel their subscription. Especially attractive customers who are
likely to churn may receive a direct incentive or customized service plan to stay.
Therefore, it is crucial to implement CRM programs that allow us to predict potential
churns and develop customer retention strategies to improve the total lifetime.

In theory and practice, customer churn analysis and prediction are often performed
in subscription markets such as telecommunications, insurance, banking, and retail
market, since subscribers might switch to another provider easily. Moreover, limited
research has been conducted on churn analysis in the business to business context.

Token Financial Technology is a subsidiary of Arçelik, which is a leading brand
of Turkey’s durable consumer goods market. Having more than three decades of
experience, Token provides value-added retail and payment services/solutions for
the Fintech ecosystem. Token, which is the leader in the payment industry in Turkey,
operates more than 550,000 active payment terminals and 600,000 applications,
including banking, meal card, and other retail applications. Therefore, churn analysis
for IoT devices is a crucial task for Token.

To the best of our knowledge, in the literature, there is no study reporting a churn
analysis in the payment services industry. Furthermore, churn analyses have mainly
focused on consumers. This study predicts for the first-time churn rates of POS
devices and generalizes the concept to the usage of IoT devices by merchants in a
business to business context. Since merchants might have more than one EFT-POS
(Electronic Funds Transfer at Point of Sale) device, the analyses have been performed
for each device. The machine learning methods Naïve Bayes, Generalized Linear
Model, Logistic Regression, Deep Learning, Decision Tree, Random Forest, and
Gradient Boosted Trees have been applied in an experimental framework.

The remainder of the paper is structured as follows: In section two, past studies on
churn prediction are summarized. In the next section, the methodology is presented.
In section three, device data history and the application of the methods for churn
prediction are examined. In the next section, a discussion of the experimental results
and the performance of each method is presented. Concluding remarks and further
research directions are provided in the last section of the paper.

Literature Review

A considerable amount of research has been devoted to customer relationship
management in general and churn prediction and retention in particular. Previous
studies have examined customer churn in two different ways. While one group of
studies tends to improve the performances of churn prediction models, the other
group focuses on the reasons for customer churn and the ways to satisfy customers
with improving retention strategies [5].

Especially, telecom and banking industries have been widely analyzed to predict
customer churn. In the literature and business, machine learning techniques have
been mostly applied in order to predict churners. In these studies, prediction models
have been commonly evaluated using the area under the curve (AUC) and top decile
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Table 1 Review of studies in the literature

Author Year Technique(s) Dataset

Au et al 2003 DMEL 100,000 records and 251 variables

Hung et al 2006 Decision tree, neural
network

160,000 subscribers with 14,000
Churns

Dasgupta et al 2008 Social network analysis
(SNA), J48 decision tree

60 GB data, which contains voice
calls, SMS, etc

Lu et al 2014 Boosting algorithms 7000 customers with 70 variables

Farquad et al 2014 Support vector machine
(SVM)

Business Intelligence Cup data
(2014)

Vafeiadis et al 2015 ANN, SVM, DT, NB, LR,
Boosting algorithm

5000 records

Coussement et al 2017 Data preparation treatment
logistic regression model

30,104 customers with 1361 churns

Amin et al 2017 Just-in-time customer churn
prediction (JIT-CCP)

5784 samples and 250 variables

Caigny et al 2018 Logit Leaf model 14 different data sets

Zhang et al 2018 PVTREE (Profit model
based on decision-tree)

30,748 customers

lift (TDL). Especially large datasets are preferred to yield more accurate predictions.
Previous studies reviewed in this article are summarized in Table 1.

Most of the studies in the literature model customer churn as a classification
problem. For example, [2] apply the evolutionary learning (DMEL) technique to
predict the likelihood of subscribers’ churn accurately under different churn rates.
Hung et al. [13] try to find the best data mining technique and show the effectiveness
of the techniques in making accurate churn predictions in the wireless telecommu-
nications market. In another study in the telecommunications industry, Coussement
et al. [6] show that data preparation techniques significantly improve the prediction
performance of logistic regression by 14.5% for AUC and 34% for TDL. These
findings support the arguments of [21] that 50–80% of data mining effort should
be devoted to data preparation, which helps to increase the data quality and thereby
the model performance directly. Data cleaning, removing bias from the data set,
imputation of missing values, and transformation operations are carried out in this
phase [10]. Feature selection and finding relevant features as part of data preparation
are also critical issues in churn prediction. The common features that have deliv-
ered accurate churn prediction in the mentioned studies are customer demographics,
billing information, contract/service status, call detail records, and service changelog
(see also Azeem et al. [3]).

In recent years, hybrid and ensemble models, which combine methods in order to
achieve higher accuracy in churn prediction, are studied. In a recent one, [17] compare
the state of the art machine learning techniques for customer churn prediction in
the telecommunications industry. According to the results of the study, boosting
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improves the techniques’ performances and boosted Support VectorMachine (SVM)
obtained the highest accuracy (approximately 97%) and F-measure (over 84%). Lu
et al. [15] also use boosting algorithms to enhance prediction and show that the
suggested algorithms enable better separation of churn data. Caigny et al. [5] develop
a new hybrid algorithm named as Logit Leaf Model (LLM) that is based on decision
trees and logistic regression. They showed that the performance is significantly better
than the plain versions of the techniques. Farquad et al. [9] also proposed a hybrid
approach to improve the performance of SVM in churn prediction. In this study, first,
the feature dataset is reduced and, then, used in the SVM model, and then rules are
extracted using Naïve Bayes Tree. Amin et al. [1] use a cross-company dataset that
enables historical data by developing an ensemble-based JIT-CCP model to increase
the accuracy level of churn prediction.

Dasgupta et al. [7] show that the effect of the social relation to be a potential
churner and Social Network Analysis (SNA) method’s results have powerful to
predict the churn. Zhang et al. [20] propose a novel classification method, PVTREE
based on profit-maximizing decision tree model and shows that increase profit
whereas common performance indicators being the same.

The current study presents a first attempt to analyze churn data for POS devices
in the payment services industry. Therefore, an important and challenging issue is to
determine the most important features influencing the churn rates of POS devices.
To address this issue, both widely used and advanced machine learning techniques
have been applied. The choice of the methods and measures used to compare the
performance of these methods was based on the review of the literature.

Methodology

The methodology used in this study is depicted in Fig. 1. As seen from the diagram,
the initial step of the methodology consists of data collection and data preprocessing.
This step is often the most time consuming and challenging one since an accurate
prediction of churn behavior requires high-quality data and relevant features. In the
next step, widely used and advanced machine learning algorithms have been applied
using RapidMiner. Naive Bayes, Generalized Linear Model, Logistic Regression,
Fast LargeMargin, Deep Learning, Decision Tree, RandomForest, Gradient Boosted
Trees algorithms are suggested to predict the churn rates of devices. Finally, common
measures are used to evaluate and compare the performances of the suggested
methods.

Data Collection, Preprocessing and Modeling

Adataset on POS devices provided by Token Financial Technologies was used for the
analyses. The company offers three different models, and each device has a unique
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Fig. 1 Flowchart of the methodology

identification number. The dataset contains historical records of 8557 devices with
a churn incidence of almost 50%. In the data preprocessing stage, incomplete and
irrelevant parts of the data were identified. Expectation–Maximization was preferred
to impute missing values, and boxplots were used to detect outliers.

The dataset includes the following five independent variables (features): Device
Lifetime Value (LTV), Number of Active Applications in Device, Number of Passive
Applications in Device, Number of Total Applications, Battery Life. The dependent
variable in this study is Churn Decision (see Table 2). While all five independent
variables are metric scaled, the target variable Churn Decision is nonmetric scaled
and has two categories: active and churn.

To avoid problems of overfitting, the original dataset was split into a training set
(60% or 5134 customers) and test set (40% or 3423 customers). The distributions of
the features are given in Figs. 2, 3, 4, 5, 6 and 7.

Figure 2 shows the number of active and churn devices in the dataset as 4298
and 4259, respectively. Devices described as churn are no longer used, and banking
applications are deleted from these devices.
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Table 2 Features in the dataset

No Feature Scale

1 Device lifetime value Metric

2 Active app number Metric

3 Passive app number Metric

4 Total app number Metric

5 Battery life Metric

6 Decision (active/churn) Nonmetric (Binary)

Fig. 2 Active/churn devices in the dataset

Fig. 3 Number of active applications in the dataset

Fig. 4 Number of passive applications in the dataset
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Fig. 5 Number of total applications in the dataset

Fig. 6 LTV of the devices in the dataset

Fig. 7 The battery life of the devices in the dataset

Figure 3 shows the number of active applications on devices in the dataset. Almost
80% of devices have one application. The remaining devices in the dataset havemore
than two applications (at most ten).

Figure 4 presents the number of passive applications on devices in the dataset.
Figure 5 shows the total number of applications on devices in the dataset.
Figure 6 presents the lifetime value (LTV) of devices in the dataset. LTV presents

the total amount of time of the applications installed on the devices. LTV differs from
the number of times a device application is used.
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Figure 7 shows the battery life of the devices in the dataset. Most devices have
more than 3.5 years old battery life. In fact, the batteries of the devices in the market
owned by Token Financial Technologies are more than three years old. Battery life
was calculated by considering the device installation date.

In order to build and analyze the classification models and measure their perfor-
mance, the software RapidMiner was used. The software is one of the world-wide
leading open-source platforms for data science and machine learning [16].

Machine Learning Algorithms

Naive Bayes, Generalized Linear Model, Logistic Regression, Fast Large Margin,
Deep Learning, Decision Tree, Random Forest, Gradient Boosted Trees algorithms
were suggested to predict the churn rates of devices. The parameter settings used
for each algorithm are shown in the tables given below (Tables 3, 4, 5, 6 and 7).
Parameters were set to default values provided by the Software.

Table 3 Decision tree parameters

Parameters Value

criterion Gini

splitter Best

max_depth None

min_samples_split 2

min_samples_leaf
max_leaf_nodes
min_impurity_split

1
None
None

Table 4 Random forest parameters

Parameters Value

n_estimators 100

criterion Gini

max_depth None

min_samples_split 2

min_samples_leaf
max_leaf_nodes
min_impurity_split

1
None
None
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Table 5 Logistic regression parameters

Parameters Value

penalty ‘l2’

dual False

tol 0.0001

C 1.0

intercept_scaling
max_iter
solver

1
100
‘lbfgs’

Table 6 Gradient boosted trees parameters

Parameters Value

loss ‘Deviance’

learning_rate 0.1

n_estimators 100

subsample 1.0

criterion
min_samples_split
min_samples_lift
max_depth
tol

‘friedman_mse’
2
1
3
0.0001

Table 7 Deep learning parameters

Parameters Value

activatin
hidden_layer_size

maxout
3

hidden_dropout_ratios 0.5

epochs 1e3

rho
epsilon
distribution function
momentum_start
momentum_stable

0.9
1e−4
auto
0.5
0.99

Results

TheMeanDecrease of Impurity, also knownas the impurity-based feature importance
measure, is used to find out the impact of each attribute on the accuracy of the
model. The results of the analysis show that battery life has a significant influence
on the churn decision. The devices which have lower LTV might tend to be potential
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Table 8 Weights of the attributes in the dataset

Attribute Weight

Battery life 0.35

LTV 0.28

Number of active applications 0.22

Number of passive applications 0.12

Number of total applications 0.03

churners. Past records on the number of active and passive applications on devices
also demonstrate an influential impact on the likelihood of churning.

Table 8 shows the weights of each attribute having an effect on the churn decision.
In the evaluation phase, the performances of the suggested algorithms are

evaluated and compared to each other.
Figure 8 shows the resulting Receiver Operating Characteristic (ROC) curves of

the algorithms.
The ROC curve shows the proportion of true positives to false positives, and the

area under this curve (i.e., AUC) represents the performance of a model in distin-
guishing between classes [4]. The algorithmwith a larger area under the curve works
better. In this study, Fast Large Margin and Random Forest algorithms produced the
best results.

Figure 9 shows the results of the Random Forest model. According to the model,
if LTV is greater than 132.6 and the number of active application numbers less than
or equal to 0.5 and the total application number is less than or equal to 11.5 and
battery life is greater than 5.7, this device will be churn.

Figures 10, 11, 12, 13 and 14 shows the results of each algorithm with respect
to the following performance measures: accuracy, precision, recall, F-measure, and
specificity, respectively. The winning approach is highlighted in green.

Accuracy is the proportion of the total number of correct predictions and shows the
correct classification rate. The accuracy value of each algorithm is given in Fig. 10.
Random Forest approach has the highest accuracy level as 87.9%.

Precision, which describes how good a model is at predicting the positive (i.e.,
churn) class, is the proportion of correctly predicted positive cases to the total number
of cases predicted as positive [8]. The precision of each algorithm is given in Fig. 11.
Fast Large Margin approach has the highest precision level as 90.1%.

Recall (Sensitivity) describes the proportion of the number of correctly predicted
churns to the total number of churns that occurred; i.e., it gives the rate of correctly
predicted churns (see Fig. 12). Random Forest approach has the highest recall level
as 89.3%.

F-measure is the harmonic mean of precision and recall (see Fig. 13). If an algo-
rithm is optimized to increase only precision or recall and disfavor the other, the
harmonic mean tends to decrease. But it takes the greatest value when both precision
and recall are equal to 1 [18]. Random Forest approach has the highest F-measure
level as 88.1%.
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Fig. 9 Random forest model result

83.9% 86.6% 86.7% 86.3% 87.2% 87.0% 87.9% 84.4%

Accuracy

Fig. 10 Accuracy performance measure results

82.1% 89.2% 88.7% 90.1% 90.0% 86.8% 87.1% 87.6%

Precision

Fig. 11 Precision performance measure results
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87.0% 83.5% 84.4% 81.8% 84.0% 87.3% 89.3% 80.2%

Recall

Fig. 12 Recall performance measure results

84.5% 86.2% 86.5% 85.8% 86.9% 87.0% 88.1% 83.7%

F-Measure

Fig. 13 F-measure performance measure results

80.8% 89.8% 89.2% 90.9% 90.5% 86.6% 86.6% 88.6%

Specificity

Fig. 14 Specificity performance measure results

Finally, specificity measures the proportion of real negatives (i.e., active POS
devices) that are correctly predicted as negative (i.e., active). Fast Large Margin
approach has the highest accuracy level as 90.9%.

To summarize the performance measure results, Table 9 shows the best algorithm
with respect to each performance measure.
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Table 9 Performance results of the algorithms

Performance Measure Algorithm Values (%)

Accuracy Random forest 87.9

Precision Fast large margin 90.1

Recall Random forest 89.3

F-measure Random forest 88.1

Specificity Fast large margin 90.9

Random Forest performs better on Accuracy, Recall, and F-measure, while Fast
Large Margin on Precision and Specificity, instead. Random Forest approach is the
winner since optimizing the Recall measure is more important in our setting than
optimizing Precision. In other words, discovering a new potential churn is more
important than precisely recognizing a true churn instead.

Conclusions

Since customer acquisition is very costly in terms of time, money and effort, churn
prediction, and customer retention strategies have become a crucial issue for the
companies in recent years. Especially telecommunications, banking services, and
insurance companies tend to predict the potential churns in advance to offer new
competitive strategies and tactics that will help to keep their profitable customers.

In this study, after preparation of the dataset of POS devices, we applied
common (e.g., Decision Trees, Logistic Regression) and advanced (e.g., Random
Forest, Gradient Boosted Trees) machine learning algorithms to predict the churns.
The Random Forest algorithm achieved around 88% of accuracy and F-measure.
According to the results, the battery life among the other attributes has a significant
effect on the reason for the churn as well as LTV has a major impact.

One contribution of this study to the literature is that it is the first attempt to
predict churn behavior in the payment services industry. Another contribution is
that analyzing churn data for POS devices adds value to the literature in predicting
the likelihood of merchant churn. Thanks to the study, in the last quarter of 2019,
Token Financial Technology saved more than 60% of the usage of EFT-POS
devices from potential churns by replacing the battery and device. Replacement with
high technology batteries and devices guarantee that merchants keep the banking
application(s) on the devices.

For further research, expanding the feature set to include transaction values,
number of service & part requests, the total amount of failure requests might increase
the performance of the suggested algorithms. Also, to further improve the perfor-
mance, it is planned to use advanced ensemble methods. Finally, for Token Financial
Technologies, retention strategies will be integrated into the churn prediction system
to achieve less churn rates for the current devices. For our payment services sector,
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the complaints and relations of merchants could be crucial, and because of this, we
plan to add this effect in the next step with Social Network Analysis method.
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Virtual Reality: A Possibility for Training
Operator 4.0

Mohamad Fallaha, Orhan Korhan, and Qasim Zeeshan

Abstract As technological advancements have led to the onset of industry 4.0, there
must be a shift in the organizational frameworks, wherein manufacturing propensi-
ties and the traditional workplaces must transform to adopt a systemwherein humans
and machines can work together towards a rise in productivity and flexibility. These
recent developments call for an up-gradation of the traditional operator to Operator
4.0 or Smart Operator as there has been a rise in a typical, unique work relation-
ships which will require interactions between the operators and machines. These are
challenging circumstances for engineers and operators as they must enhance their
skills and abilities to keep up with the changing trend. Smart operators will also need
to update their cognitive skills parallel with the innovations in the field of virtual
reality and wearable technology equipment, as the equipment’s augment the abilities
of the Operator 4.0. This article aims to (1) Highlight the cognitive ergonomics skills
required by operator 4.0 for Virtual Reality VR applications (2) Demonstrate how
VR can be used to train future operator 4.0 to do his future tasks (3) Suggest how VR
application in manufacturing can be improved for operator 4.0. The methodology
in this research involves the usage of Virtual Reality to simulate a factory setup
emulating Industry 4.0 factory. Based on the feedback of the participants, the effi-
ciency of VR in training workers in the manufacturing industry can be determined.
Also, this exercise can aid designers in avoiding Graphical User Interface issues and
further develop the system to maximize efficiency and to provide a positive user
experience.
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Introduction and Background

The aim of the I4.0 concept is to integrate lots of consumers’ daily life aspects into the
elements of the value chain process, where this integration leads to one sole system
[7]. I4.0 permits new ways of cooperation amongst software systems, machines, and
humans. This phenomenon is called the Industrial Internet of Things, Services, and
People (IoTSP) [5]. The main elements of industry 4.0 are Cyber-Physical Systems
(CPS), Internet of Things (IoT), Big Data, Artificial Intelligence (AI), Intelligent
Factories.

Operator 4.0 comes as the human factor within the Industry 4.0 paradigm.
Researchers agree that there are eight different types ofOperator 4.0, as demonstrated
in Fig. 1. This article focuses more on the Virtual Operator type.

All types of Operator 4.0 must have the skills to cooperate with robots and
also work aided with machines whenever required, through human cyber-physical
systems (H-CPS), advanced human–machine interaction technologies, and adaptive
automation. According to [13].

The concept of Operator 4.0 has arisen to achieve a balanced interaction between
machines and humans, and apart from the physical and organizational ergonomics
skills required by Operator 4.0, cognitive ergonomics skill comes as the most impor-
tant factor. Since it is related to human exchangewithmachine constituents.Cognitive
ergonomics typically affect mental activities, e.g., memory, reasoning, perception,
and response, which occurs as a result of the exchange between humans, and diverse
basics of the system [6].

Fig. 1 Operator 4.0 types.
Adapted from Ruppert et al.
[15]



Virtual Reality: A Possibility for Training Operator 4.0 337

Table 1 VR applications in manufacturing systems

VR application Details

Virtual prototyping VR prototyping is a method used to test
different product designs before manufacturing.
This way is much cheaper than making a
physical prototype [2]

Virtual Assembly (VA) Virtual assembly facilitates design faults
allocation process for designers as they are able
to take a closer look at product parts during the
assembly process virtually [11]

Virtual Manufacturing (VM) It is virtually manufacturing a product within
the simulation of a virtual factory. This Virtual
Manufacturing technique utilizes processes for
manufacturing a desktop VR system for
Computer-Aided Design (CAD)

Virtual training Virtual training is used instead of traditional
training with simulation technology so each
type of operator can focus on their own field
comfortably [12]

Virtual reality approach in immersive design The combination of VR tools and CAD
software facilitates the work for designers to
make immersive designs

Virtual reality approach for hierarchical path
planning

For this to commence, a tool capable of swiftly
testing the product throughout the PLM using
VR is needed [3]

Virtual Reality in Manufacturing

Based on a study that is conducted by Aniruddha Talekar [1], virtual reality has many
applications related to manufacturing, as demonstrated in Table 1.

Virtual Reality and Operator 4.0

Virtual Operator can apply all applications mentioned in Table 1 since VR allows
operators to fully involve themselves, experience, and interact with cyberspace that
provides insights within virtual and augmented reality or directly communicates with
a personal digital assistant on topics such as man and machine interactions which
fulfill safety standards. [8].

One of themain important aspects of VR inmanufacturing is that it provides oper-
ators training with the necessary supportive information that usually cannot be found
in thework environment. Such information can be described as expectedmaintenance
activities, warnings on unexpected dangers, machine productivity, unforeseen risks
that might happen, suggestions for increasing productivity, etc.
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VR is a magnificent tool; however, it does necessitate more cognitive effort when
communicating as opposed to talking face to face [14].

Cognitive Ergonomics Skills Required by Operator 4.0
for VR

According to [4], the modification of cognitive functions occurs by age; this
necessitates a vital need for rehabilitation programs in this aging society.

VR can ameliorate the trustworthiness of neuropsychological analysis by placing
intricate test stimuli under constant manipulation and accurate measure of partic-
ipants’ reactions. The legitimacy of the measurement of different cognitive areas
could increase due to the capability of the VR technology to quantify responses
more discreetly. These cognitive domains comprise visuospatial abilities, execu-
tive processes, and an enhanced level for problem-solving, attention, and memory. A
second approach to this is to directly analyze performance in a simulated human envi-
ronment. Thus, VR provides the possibility for cognitive analysis within a simulation
of real-world practical testing spaces whose sole goal is to enhance the ecological
legitimacy of neuropsychological analysis [9].

The required cognitive skills for operators for using VR technology are shown in
Table 2.

Based on the important role of VR in manufacturing in processes such as design,
assembly, and prototyping. VR can be used to train Operator 4.0 through 3D simula-
tions. To further understand how training can be done with VR, a survey is conducted
with university students. The survey involves a virtual simulation of a factory where
students have full control over machines.

Table 2 Cognitive skills required by Operator 4.0 within VR

Skill Explanation

Memory The individual is requested to gradually remember
responses occurring at a specific time, settings on
gauges, locations of tools, and behavioral patterns to
accomplish several duties

Sensory processing: visual and auditory Touch, taste, and smell are extremely crucial senses to
humans, and difficulties pertaining to audition and
vision are relevant in day to day operations. A VR
space would be beneficial when addressing these
difficulties

Higher cognitive functions The ability to solve problems, conceptual and
organization thinking, executive functioning and
critical thinking, and more
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Virtual Simulation Design

A built model was used from Game4automation Company, which is specialized in
making 3D Simulation shareware frameworks of automated systems. The simulation
engine for this project is Unity game designing software. Game4automation provides
all required elements which will power up a digital twin with Unity software—
software that is needed in the creation and animation/programming of 2D, 3D, VR,
and AR environments. Although the 3D simulation is available, it still required some
programming to work with the VR kit. Figure 2 shows the user interface of the Unity
Engine in VR modeling.

As demonstrated in Fig. 3, the experiment’s 3D environment includes five main
sections, control box, conveyor belt, sorting machine, product container, and a 5-
axis robot. The control box is mainly a power supply which is used to power up the
production line. The Conveyor belt is mainly used to move the product, which is the
beverage-can to a specific position. The sorting machine then moves and picks the
product from the conveyor belt to the blue container. Lastly, once the blue container
is full, the 5-axis robot holds the container and empty’s it.

As the machines are communicating with each other as it is in the I4.0 Smart
factory, the Operator 4.0 job is to only observe and control the machines once neces-
sary. Basic on/off controllers are available for all the machines, so it facilitates the
worker’s ability to understand the relation between the machines. As shown in Fig. 4,
a tablet is added to the 3D simulation. The tablet allows operators to control the
machines, get notifications, and see warning messages.

As shown in Fig. 4, the green-colored button controls the conveyer, yellow-colored
button controls the gantry, and the red-colored button controls the five axis robot.

Fig. 2 VR modeling inside the Unity engine. Adapted from Medium.com (2019)
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Fig. 3 Game4automation 3D simulation

Fig. 4 Virtual reality simulation

Experiment and Task

The experiment can be demonstrated as a series of steps that the operator/participant
has to take in order to complete the task. Each participant is requested to fill a survey
questionnaire related to the task right after finishing the steps in Table 3.

All selected volunteers were above 18 years old. Participants were divided into
three groups, bachelor, masters, and PhD (see Table 4). 10 participants of each group
participated, which made 30 participants in total. The age range was between 20 and
40 years (average of 30 years). To ensure the validity of the survey, prior to doing the
experiment, participants were asked if they had any medical injury that might affect
their ability to participate, such as physical or mental injuries. Half of the participants
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Table 3 Steps to complete the experiment tasks

Steps Details Importance

Step 1 Wear the VR apparatus and confirm that
the vision of 3D simulation is clear. Then it
is proven that the participant is ready for
the next step

• Ensure the comforts of the participant
and avoid unnecessary distractions

Step 2 The participant is requested to move inside
the factory’s 3D simulation (e.g., forward,
backward, rotation… etc.)

• To ensure the participant’s ability to
observe the surroundings

• Allows participants to sense the reality
of the situation

Step 3 Find the tablet, on top of the control box,
hold it, and check for any notifications

• Assists the operator to further understand
the status of the machines

Step 4 A warning appears on the tablet
(unplanned change) for one of the
machines about pressure loss, and the
operator is required to turn off all machines
and visually observe if anything is wrong

• Understand the operator’s situational
awareness level

Step 5 After concluding that machines are in good
working conditions, the operator is
required to turn on all machines

• Assists in observing the memory level of
each participant. Which button controls
which machine

Step 6 Put the tablet controller back to its place
and end the experiment

Table 4 Participants’
classification table

Degree level Age range VR Experience

Bachelor 20–26 60% gaming experience in VR
40% no previous experience in VR

Masters 22–31 30% gaming experience in VR
70% no previous experience in VR

PhD 28–40 20% gaming experience in VR
80% no previous experience in VR

were below or equal to 25 years old, and the other half were above 25 years old. Any
participant who has mental disabilities, eyesight weaknesses, or any other physical
disability that might affect the results of the research were excluded.

A total of 30 volunteers did the experiment. Statistical Package for the Social
Sciences (SPSS) version 23 was used to analyze collected quantitative data. Partici-
pants answered all the questions. Excluding participants names from the data analysis
part, the data analysis included mainly numerical values except for the last question
which was related to any suggestions for future developments.
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Fig. 5 Results of survey
question 1

0%

20%

40%

60%

80%

100%

Agree Totally Agree

Q1. The considered time is generally enough for me to 
perform my tasks

Survey Questionnaire

The survey was planned based on the CompleXity Index method (CXI). This method
aims to assist production companies to identify and reduceworking complexities that
could affect operators’ performance [10]. The questionnaire includes ten questions
that are presented using the Likert scale. The scale range is from 1 (Do not agree at
all) to 5 (Totally agree).

The questionnaire was divided into two main sections. The first section has ques-
tions related to the task and operation. The first question was related to the time limit
given to participants to do the task, three questions related to the warning message
(unplanned change), and a question related to whether participants felt any stress
during the task.

The second section of the questionnaire was mainly related to the software design
of the tablet controller, starting from the icon shapes and functionality to the general
design of the software.

Results

All participants agree that the given time given for them to perform their tasks
during the experiment was enough (see Fig. 5). The rest of the results of the survey
questionnaire are all shown in Fig. 6.

Discussion

According to the survey results, all of the participants agreed that the considered
time (5 min) for the given task was enough for them to learn and complete the task.
However, some participants exceeded the time limit given to them. In Fig. 7, an
analysis of the effect of unplanned changes to participants’ stress and time duration
to complete the task was made. The word stress here refers to the participant not
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Q2. My task operationwas affected by 
unplanned changes such as (new 

instructions, or machine disturbances)

30% Do not agree at all
7% Don't agree
23% Not sure
17% Agree
23% Totally agree

Q3. During unplanned changes, there is 
enough time for me to perform my task

10% Not sure
30% Agree
60% Totally agree

Q4. During unplanned changes it was still 
easy to find the information needed to 

continue the task

7% Don't agree
7% Not sure
33% Agree
53% Totally agree

Q5. During my task performance,  Ifelt 
stressed and/or frustrated

60% Do not agree at all
7% Don't agree
20% Agree
13% Totally agree

Q6. There are many different icons in the 
interface

27% Do not agree at all
13% Don't agree
10% Not sure
17% Agree
33% Totally agree

) Q7. Many icons are similar to one 
another in function

63% Do not agree at all
7% Don't agree
13% Not sure
17% Agree
23% Totally agree

Q8. This user interface is well-designed 
regardingthe given task

3% Not sure
40% Agree
57% Totally agree

Q9. This software interface is well 
ergonomically designed for the specified 

task. 

3% Do not agree at all
3% Don't agree
7% Not sure
40% Agree
47% Totally agree

a b

c d

e f

g h

Fig. 6 Data elaboration for a Survey question 2,bSurvey question 3, c Survey question 4,d)Survey
question 5, e Survey question 6, f Survey question 7, g Survey question 8, h Survey question 9
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Fig. 7 Unplanned changes and stress analysis



344 M. Fallaha et al.

knowing how to deal with the warning message. Although a brief tutorial was given
to all participants regarding the task. Only 25% of all participants agreed that their
taskwas affected by thewarningmessage highlighted that they felt stressed.Amongst
the oneswho highlighted, they have been stressed.Nearly 65%of them requiredmore
time to complete the task. This gives an idea of how stress could affect the operator’s
learning ability and cognition at the working place.

Less than 50% of participants who were above 25 years old highlighted that
they felt stressed while performing the task, as shown in Fig. 8. These participants
required more time to complete the required task, as well, whereas more than 50%
of participants who were less than or equal to 25 years old highlighted that they were
stressed. But it took less time to finish the task.

Although some of the participants could have used VR before, it did not show
a major effect on the time duration a participant required to complete the task. The
stress in this task can be caused by the warning message, tablet software design,
where participants could not remember which button controls which machine, or the
3D environment.

Figures 8 and 9 show how the age factor made an impact on the time required
for participants from different age groups to fully learn how to operate the virtual
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Fig. 8 Age analysis for participants above 25 years old
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Fig. 9 Age analysis for participants below or equal to 25 years old
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factory. That can be described as a result of age over cognition. However, although
it took older participants more time to learn the task, they were still able to complete
it.

In general, all participants agreed that such an application is a useful method to
teach futureworkers on how to perform their tasks in a smart factory.As for the survey
question that asked about any comments and future proposal on how to improve this
application, the list below sums up important comments by participants:

• Add visual assistance, such as comments on the screen, for better instructions.
• Audio assistance for better understanding.
• Extend it to a complete production line.
• Add a seat for better physical ergonomics.
• Positive comments by participants:
• Workers can have their training before starting their jobs.
• It can be implemented in the education system.

Conclusion

The concept of smart factory systems can be easily presented through innovative tech-
niques that are manifested in simulation, learning in action, and the VR. Moreover,
these innovative techniques can further promote future development in the field.

Through research, the required cognitive ergonomics skills for Industry 4.0 and
VR inmanufacturingwere identified in the literature. Furthermore, with the designed
VR experiment, it was possible to show how VR can be used to train future workers.
Such application could help Operator 4.0 to adapt to new industrial paradigms such
as Industry 4.0. 30 students from the faculty of engineering participated in the survey.
Participants’ feedback on the survey questions showed important findings. One of
those findings is that age had its effect on the learning duration of participants indeed.
However, in the end, all of the participants were successfully able to complete the
given task. This shows that older workers can have equal chances to be hired in the
future if they had sufficient training.

Moreover, participants’ feedback regarding the experiment helped in finding out
the required improvements to the application model regarding the VR environment,
user interface, and task instructions.Hence, the application usedwas useful to analyze
how VR in manufacturing could be progressed to make similar applications more
convenient, particularly that the experiment needed workers’ physical and mental
interaction with the machines and tools required to control the machines.

According to participants’ responses, the experiment reinforced thesis goals in
the following:

• Design a manufacturing environment which assists Operator 4.0 to learn and have
a visual-based training on a 3D based production line.

• Search on different methods Operator 4.0 would interact with a VR training
program and study the ergonomics of the software user interface.
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• Observe the type of communication that can be achieved between Operator 4.0
and machines through technologies like IoT and CPS.

This paper showed the impact of implementing new technologies such asVR in the
education and training of future operators. Adapting such techniques in educational
curriculums like engineering departments can be the first step to prepare current
engineering students on the evolving Industry 4.0. Furthermore, Future factories
‘human resources sectors must be involved with the improvement of the human asset
through teaching, learning, and qualifying worker, rather than just being responsible
for recruiting workers.
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Transition from AC to DC Powered
Homes

Bahadir Tunaboylu, Tolga Erkmen, Selim Zaim, and Fatma Serra Ciftci

Abstract Increasing electronic appliances in residential buildings have caused
researchers to study direct current (DC) powered systems in homes. In this paper, we
state a scenario that a home with traditional alternating current (AC) powered appli-
ances are replaced with DC devices. The questions which devices can be replaced,
how much savings in terms of energy and electric bill is provided, what are econom-
ical, technical, social and environmental problems in this AC-DC transition and
which system between DC and AC for residential buildings are much preferable
based on the AHP method are answered in the presented study. Results show that
74.126-percentage cost saving in the electric bill is provided. However, the problems
that nonexistence in some residential DC devices in the market, immaturity of DC
system in terms of technical issue, added system costs, less information about DC
by experts and related people, and a public bias that DC is unsafe to exist. In this
study, based on these defined advantages and disadvantages of DC and AC system,
criteria and sub-criteria have been determined for the analytic hierarchy process
(AHP) method. By way of AHP, the result that DC system is much preferable than
the AC system for residential buildings has been reached.
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© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
F. Calisir (ed.), Industrial Engineering in the Internet-of-Things World,
Lecture Notes in Management and Industrial Engineering,
https://doi.org/10.1007/978-3-030-76724-2_26

349

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-76724-2_26&domain=pdf
mailto:fatmaserra.ciftci@uskudar.edu.tr
mailto:ciftcifatmaserra@gmail.com
mailto:bahadir.tunaboylu@marmara.edu.tr
mailto:selimzaim@izu.edu.tr
mailto:tolga@ecolandinstitute.org
https://doi.org/10.1007/978-3-030-76724-2_26


350 B. Tunaboylu et al.

Introduction

From past to present, people pay attention to the fact that it is benefitting from energy
resources in the most efficient way. Especially in terms of electricity production, it
is a considerable fact that using renewable sources such as solar energy is eco-
friendly.When solar energy is used as an electrical source, electricity is generated as a
direct current (DC). However, electrical appliances in our homes are AC (alternating
current)-powered. So, when the direct current comes from the solar panels to the
loads, it has to be converted to AC. This conversion means power losses. Power
losses mean too much-consumed energy. It causes our electric bills to increase. In
order to change this situation, researchers have done many studies about using direct
current directly without conversions. They have found that DC is efficient for data
centers, commercial buildings, appliances such that LEDs, laptops, smartphones. In
terms of residential buildings, there have been studies in some countries such as the
USA and Japan.

In our presented study, a case is evaluated for a residential building in İstanbul in
Turkey. In this case, all electrical appliances are discussed in terms of replacement
to DC-powered ones. Some advantages are energy savings and cost savings in the
electric bill, and some disadvantages that are financial, technical, and social problems
are defined. Based on these defined benefits and problems, criteria, and sub-criteria
for the projected AHP method have been identified.

The presented study’s difference fromother ones is asserting the preferable system
between DC and AC system in residential buildings by way of benefitting fromAHP.

Literature Review

If we think about designing sustainable houses, villages, or cities, the fact that bene-
fits from DC rather than AC comes to mind for the electric system. In the future,
when smart grids become widespread, DC systems may be implemented. Because
direct current goes in a fixed direction, while alternating current shifts direction,
the number of power converters of DC systems is fewer than the number of power
converters of AC systems. It can be given as the main advantage of DC systems.
It provides cost and energy savings, which becomes more of an issue in terms of
sustainability [1]. In reference to Wunder, DC distribution eliminates fifty percent
of power conversion losses and seventy percent of volume and weight in internal
switch-mode power supplies. According to Denkenberger, when market growth of
DC products happens in the advancing years, then their cost will decrease. There-
fore, direct current distribution will be cost-effective for zero net energy buildings
[2]. Also, DC distribution does not bring the problem of harmonics and reactive
power. In addition, according to the research, AC distribution has more negative
impacts on health when compared to DC distribution. If we proceed to mention the
advantages of DC systems, the efficiency of DC-DC converters for home electrical
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appliances ( HEAs) can be given. Correspondingly, direct current electrical power
is used in many fields. For instance, many systems of renewable energy, such as
wind turbines and photovoltaic solar systems, generate DC electrical power. Elec-
trical devices in homes such as computers, laptops, and TVs use DC electrical power.
Also, sensitive electrical appliances in space and naval operations benefit from DC
distribution. In addition, DC is a secondary power supply for energy storage systems
[3]. When the economic feasibility study was done for using DC circuits in LEDs
and fluorescents in commercial buildings, it was seen that it could reduce the total
unsubsidized capital costs of the system. However, it is important that this system
should be grid-connected and solar photovoltaic [1].

To continue to mention about fields where DC electrical power is used, DC is
beneficial in buildings with large battery capacity. In this process, batteries are used
as sources ofDC.Also,motorswith changeable frequency drives operate internally in
DC. Moreover, systems of DC distribution have been asserted and put into practice
in data centers. In this way, 7–28% of electricity has been saved for the 380 V
DC distribution system by comparison with the 208 V AC distribution system. In
addition, according to a comparison between DC distribution systems at varying
voltage levels and AC distribution system at 230 V AC in terms of the economic
and technical situation, the distribution system at 326 V DC was the optimum from
among the systems at 48, 120, 230, 326 V DC [4].

Whenwe look at the side of residential buildings in terms of direct current, a study
in 2016 uses 120 homes that have AC distribution in Texas in order to understand
DC circuits technically and economically. Totally, there are ten scenarios. In the
first case, DC distribution is given to all loads. In the second one, it is applied to a
lighting circuit. Thirdly, DC distribution is given to a condensing unit. In the fourth
and fifth cases, it is applied to PEV charger and refrigerator, respectively. All 5 cases
are applied with and without storage. So, the total number of scenarios is ten. Also,
all of the ten scenarios include solar PV. According to the results of the study, when
there is battery storage, then energy savings is between 14–25%. When there is not,
then it is between 9–20%. To observe the economic results, converting all equipment
to DC equipment makes the levelized annual costs of electricity double. However,
only one scenario is cost-effective. It is transforming air conditioning condensing
units to direct current. Thus, costs are decreased, and the energy savings of 7–16%
is produced in that case. Averagely, for each home, a PV array makes the levelized
annual cost go up from $1200 to $2300. Also, the added costs of the solar array,
bidirectional inverter, and DC devices are $770, $380 and $900 respectively and
averagely. The financial advantage arising from PV generation and conversion to
DC makes electric bill decline as approximately $950. However, it is too few in
comparison to the added costs. When DC distribution is given to all loads, then
the median of annual saved electrical energy per home is approximately 1400 kWh
/yr without storage. When storage happens, then it is 1900 kWh/yr. Most of these
energy savings is because of air conditioning condensing units. They produce savings
of between 1100–1200 kWh/yr by oneself [5].

When we think about DC equipment installations for new constructions and reno-
vations in residential buildings, according to King and Brodrick, new constructions’
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cost is half of the renovations’ cost. So, their claim shows that new constructions are
more cost-efficient than renovations [2].

With reference to a techno-economic analysis of DC power distribution in
commercial buildings, if an onsite solar systemhas a large capacity of battery storage,
then this DC system can be financially advantageous. In this analysis, two different
climate regions which are Los Angeles and San Francisco, three types of build-
ings which are office, restaurant and retail, two different market conditions that are
current and future, six types of configurations ( 50% PV and no battery, 50% PV
and 50% battery, 50% PV and 100% battery, 100% PV and no battery, 100% PV
and 50% battery, 100% PV and 100% battery) are used. Therefore, this techno-
economic analysis of DC power distribution has 72 ( 2*3*2*6) different scenarios.
In the future market scenarios, the electricity tariff, which is currently applied in
Hawaii, is benefited from. Since the fact that there will be increasing penetrations
of solar generation in the future, Hawaii, where takes higher insolation, is observed.
Again, in future market scenarios, the question of how electricity will be priced in the
future is answered according to electricity price trends to the annual electricity bills
in U.S Energy Information Administration’s Annual Energy Outlook. Also, in this
study, the PV capacity of the San Francisco buildings is higher than the buildings’
PV capacity in Los Angeles because San Francisco has less sun exposure than Los
Angeles in a year. Thus, balancing annual PV generation and load is provided. In all
72 scenarios, the voltage level for HVAC, refrigeration, and lighting is 380 V in the
modeled DC building, while the voltage level for electronics and other plug loads is
48 V. In conclusion, for the current market scenario, offices and restaurants having
DC systems and battery storage have positive life cycle cost savings and payback
periods of four years. When they have maximum battery storage, then the buildings
with DC systems have a lower first cost than the same buildings with the AC system.
Then, it creates instant payback periods. On the contrary, in most scenarios, when
buildings with DC systems do not include battery storage, then they have negative
life cycle cost savings and long payback periods. For the future market scenario,
there will be improvements in converter efficiencies for AC systems as much as
DC systems, and the DC systems have lower efficiency savings. To look at another
conclusion of this analysis, if PV generation and load match with each other, then it
will make efficiency savings and economic advantages increase [2].

Methodology

In this presented study, 4-person residential home is considered with conventional
AC distributed appliances. Its location is in Istanbul in Turkey. According to the
wattage values gained from the labels on the devices and user manuals, total weekly
energy consumption is found as 373,293.85 Wh, as can be seen in Table 1.

So, daily energy consumption:

= 373293.85/7
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Table 1 Energy consumption with the conventional AC devices in the presented home

Device as brand
and model

Operating
time as (h)

Device
wattage (W)

Number in
home

Operating
days per
week

Weekly energy
consumption
(Wh)

Air conditioner
samsung
Ar24nsjxbwk/sk

4 2319.375 1 7 64,942.5

Television
samsung
ue40f6340ss

5 122 1 7 4270

Washing machine
siemens
wm12t48str

3 2100 1 2 12,600

Dishwasher
siemens sn
258I06jt

2 1300 1 7 18,200

Stove
siemens hr
746545t

3 910 1 7 19,110

Refrigerator
siemens
kg57np00ne

24 1230 1 7 206,640

Combi boiler
Arçelik dgk y 24
db

14 180 1 7 17,640

Coffee maker
blue house bh 295
tc

1/6 800 1 7 933.3

Kettle
fakir armilla

1/2 2200 1 7 7700

Toaster
siemens tg23331v

1/2 2000 1 2 2000

LED Bulb
Era light ea10

6 10 6 7 2520

Iron
Philips gc 9240

3 2400 1 1 7200

Laptop 1
Hp pavilion dv6

2 120 1 7 1680

Laptop 2
Hp 250 g6

2 45 1 7 630

Wireless modem
netmaster infinity
401

24 9.5 1 7 1596

(continued)
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Table 1 (continued)

Device as brand
and model

Operating
time as (h)

Device
wattage (W)

Number in
home

Operating
days per
week

Weekly energy
consumption
(Wh)

Hairdryer
philips hp 4876

1/6 2000 1 7 2333.3

Vacuum cleaner
dc29 db origin

1 1400 1 2 2800

Iphone
7 Plus

3 5 1 7 105

Samsung
note 5

3/2 12.5 3 7 393.75

Total 373,293.85

= 53327.69Wh/day

= 53.32769kWh/day (53327.69/1000 )

Thus, monthly energy consumption:

= 53.32769 ∗ 30

= 1599.8307kWh/month

Since the sale price of one kWh electricity is 0.14336486 TL in Istanbul,
the monthly electric bill of the presented home is approximately 229.36 TL (
1599.8307*0.14336486). Additionally, operating time and operating days of the
devices are defined based on the household. The projected scenario is that elec-
tricity of the home is produced from photovoltaic cells and produced DC electricity
is not converted to AC electricity thanks to DC-powered appliances.

From Existing AC Devices to Prospective DC Devices

When the market is examined for DC-powered appliances, the table of devices that
can be substituted for existing AC-powered devices is given (Table 2).

So, decrease in weekly energy consumption is:

309419.1 − 32712 = 276707.1

So, decrease in daily energy consumption is:

276707.1/7 = 39529.6Wh/day

= 39.5296 kWh/day
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Table 2 Weekly energy consumption with substituted DC-powered devices [6–17]

Power consumption
(W)

Power
consumption of
corresponding
AC-powered
device (W)

Weekly energy
consumption
(Wh)

Weekly energy
consumption of
corresponding
AC-powered
device (Wh)

DC air
conditioner

545.75 2319.375 15,281 64,942.5

DC television 49 122 1715 4270

DC washing
machine

320 2100 1920 12,600

DC
refrigerator

72 1230 12,096 206,640

DC coffee
maker

150 800 175 933.3

DC kettle 150 2200 525 7700

DC iron 150 2200 450 7200

DC hairdryer 300 2000 350 2333.3

DC vacuum
cleaner

100 1400 200 2800

Total 32,712 309,419.1

Thus, decrease in monthly energy consumption is:

39.5296∗30 = 1185.888 kWh/month

Since sale price of one kWh electricity is 0.14336486 TL in Istanbul, decrease in
monthly electric bill of the presented home is:

1185.888∗0.14336486 = 170.015TL

Therefore cost savings percentage is:

Saved cost/Original cost∗100
= 170.015/229.36∗100 = 74.126%

The applied AHP model is presented in Fig. 1 (Theodorou 2010) (Figs. 2, 3, 4).

Results

Based on the proposed AHP method, three decision-makers have taken their votes
for determining their preferences about two alternatives, which are DC and AC
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Fig. 1 The proposed AHP method

Fig. 2 The first decision maker’s voting
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Fig. 3 The second decision maker’s voting

Fig. 4 The third decision maker’s voting

systems. At the end of this technique, the same result has been reached for the three
decision-makers separately. The first result for the first decision-maker is:

0 57295937
0 42704063  =   

DC

AC

It means that the DC system, which has a percentage of 57.3, is much preferable
than the AC system, which has a percentage of 42.7.

The second result for the second decision maker is:

0 83222531
0 16777469   =

DC

AC
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It means that the DC system, which has a percentage of 83.22, is much preferable
than the AC system, which has a percentage of 16.78.

The third result for the third decision maker is:

0 5018381
0 4981619            =

DC

AC

It means that the DC system, which has a percentage of 50.2, is much preferable
than the AC system, which has a percentage of 49.8.

Totally, these three separate results create a consensus in terms of the experts’
decision. As a result of the AHP method, it can be said that the DC system is much
preferable than the AC system.

Discussion and Conclusion

In the presented study, based on a scenario that a residential building with conven-
tional AC devices turns into a residential building generating its electricity as a direct
current from solar PV panels and using it directly by DC electronic devices without
converting it to AC, potential advantages such as energy-saving and low electric bill
and potential problems such as maturity problem, high technology cost, and low
public acceptance have been defined. Thanks to literature and these defined advan-
tages and problems, criteria and sub-criteria are determined for the proposed AHP
method. With this method, three decision-makers have reached the same result that
the DC system is much preferable than the AC system.

Direct current can be produced from eco-friendly renewable energy sources such
as solar energy,wind energy, and hydropower.Also, it causes a reduction in electricity
bills thanks to decreasing power conversions. However, for a long time, alternating
current has been used so that electricity can be transmitted to long distances. It has
a broad market in terms of its own devices. It has been tested and applied for a long
time. Nevertheless, in the future, when detached and nature-friendly houses become
widespread, when houses produce their own electricity and when technology cost of
DC system gets low by way of a growing market of DC devices and when experts
have enough technical information about DC system, the most preferred current
system maybe DC, as our decision-makers in the presented study have indicated.

This study may be an inspiration for people who want to study on the topic of
direct current in residential buildings. They may benefit from the proposed AHP
method with more criteria than the criteria of this study. They may diversify these
used criteria in the study, and also, they may benefit frommore decision makers than
decision-makers of this study.
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Analysis of the Relationship Between
Organizational Justice and Job
Satisfaction in the Airline Industry

Elif Okan and Cahit Ali Bayraktar

Abstract The purpose of this study is to determine the relationship between orga-
nizational justice and job satisfaction. For this purpose, three main components of
organizational justice,which are distributive, procedural, and interactional justice and
three main components of job satisfaction, which are internal, external, and overall
satisfaction, have been analyzed. Organizational justice means employees’ percep-
tion of job applications in workplaces, and recently it has been seen as a critical term
that can produce valuable results for employees and organizations. Though there
have been many studies in international literature about the relationship between
organizational justice and job satisfaction, there is only a limited number of studies
in the national literature. To the best of our knowledge, this is the first study that
searches the relationship between organizational justice and job satisfaction in the
airline industry. For this purpose, we conducted a survey involving 101 pilots. As a
result of statistical analysis and data interpretation, a positive relationship was found
between organizational justice and job satisfaction. The highest level of relationship
was found between procedural justice and external job satisfaction.
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Introduction

Employees need to have job satisfaction in order to contribute to the profitability and
efficiency goals of the firms that they work for. The factors that affect job satisfaction
have been categorized into three different sub-topics as internal, external, and overall
satisfaction [1]. Moreover, it has been stated that the characteristics of the job, salary,
improvement, and development opportunities’ and working conditions also have a
direct effect on job satisfaction [2]. Organization justice refers to the employee’s
perception of the means used in the work environment. Organization justice has
been studied in the areas of human resources and organizational behavior, and it
has a major role in performance assessment, career management, and performance
management [3].Organizational justice is vital for the quality ofwork-life and needed
for building a healthy work environment.

Organizational Justice

According to Al-Zu’bi [4], organizational justice includes the employee’s perception
of fairness related to social and economic interactions in the organization that they
work for and employee’s relationship with their managers and colleagues. Organiza-
tional justice is classified into three different sub-categories, which are distributive,
procedural, and interactional justice.

Distributive Justice

According to Çakmak [5], distributive justice refers to the perception of fairness
towards the distribution of organizational outputs such as rewards, punishment, and
promotion. Outputs can be distributed based on equality, need, or contribution, and
employees can perceive distributional fairness by comparing their shares with others.
According to Özdevecioglu [6], essential of distributive justice is the employee’s
belief that they get their shares fairly. However, the importance of the procedure
used in the distribution has changed the focus from distributive justice to procedural
justice.

Procedural Justice

According to Özler [7], procedural justice is the level of perception about the proce-
dure and policies used in the determination of organizational elements such as salary,
promotion, working conditions, and performance assessment. According to Keklik
and Coskun [8], while distributive justice is about the results of distribution, proce-
dural justice is more related to the means of distribution. Therefore, transparency
of the distribution process, the behavior of the participants, and the reliability of
the authority who makes the decision become extremely important in improving
the perception of procedural justice. According to Al-Zu’bi [4], there is a positive
relationship between the perception of fairness of organizational process and proce-
dures and the feeling of job satisfaction. The employees who have the perception of
distributive justice feelmoremotivated to accept the solutions required by procedures
and processes, and their attitudes are likely to be more positive.
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Interactional Justice

Interactional justice refers to the fairness level of attitudes and behaviors of
the managers when they apply the procedures and make them accepted among
employees. Interactional justice is more about the relationships among individuals
during operations [9], s.40). Greenberg gave a new dimension to the interactional
justice with his study in [10] and broke it down into two sub-components as inter-
personal justice and informational justice. Interpersonal justice is the reflection of
courtesy, respect, and dignity, which is shown bymanagers to their subordinates, and
it is related to the distribution of outcomes and information and explanations given
to the employees during the distribution process.

Job Satisfaction

According toLocke, job satisfaction is described as the positive emotionswhichoccur
as a result of work-related activities. In other terms, job satisfaction or dissatisfaction
means the general attitudes and thoughts of the employees directed to their jobs,
colleagues, and work environments ([11], p.186).

The meaning of the job which maintains people’s life by meeting the social,
economic, and psychological needs determines satisfaction that they get from their
job. Additionally, physical (noise level, air conditioning, lightning, crowdedness),
individual (amount of responsibility, workload, preciseness on roles descriptions,
etc.), inter-personal (the relationshipbetween superiors and colleagues) and corporate
factors (ambiguousness, administrative policies, too little or too much hierarchy) in
a work environment also affect the rises and falls on job satisfaction [12].

According to the researches in the literature, job satisfaction is classified into three
dimensions as internal, external, and overall satisfaction [13]: 129).

Internal Satisfaction

Internal satisfaction is about the negative or positive attitudes of an individual towards
his/her job. Meeting the quality objectives or applying new techniques successfully
in the job is expected to increase the internal satisfaction of an employee [14].
Employees who have internal job satisfaction think that they have the power to
affect the happenings that affect their lives, and they take the responsibility of their
lives [15], p. 531). The factors that provide internal job satisfaction can be list as
follows: the job itself, scope, degree of freedom it gives, the importance of the job,
relationship with the management, taking responsibility, opportunities for creativity,
consistency of job with the talent and competencies that employee has, opportunities
for growth and improvement (Bektas 2012, p. 630).

External Satisfaction

External satisfaction arises according to the outer factors which affect job satis-
faction. Determination, desire, individual talents, and skills are not self enough
to form external satisfaction. Physical work conditions, salary, reward and punish-
ment systems, job security, being part of a team, relations with superior, manager
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and colleagues are some of the factors which affect the external satisfaction of an
employee (Bektas 2012, p. 631).

One of the differences between employeeswho have internal job satisfaction other
than external job satisfaction is the tendency to search for information about their
work environment. Employees who have internal job satisfaction are likely to feel
the need more to search for information about their environment and to claim their
rights in social events compared to the employees who have external job satisfaction
[15], p. 531).

Overall Satisfaction

Overall satisfaction includes both internal satisfaction and external satisfaction,
which affect employees’ lives. It is expected that an employee who has a high degree
of internal and external satisfaction should have a high degree of overall satisfaction
[8], p.145).

The Relationship between Organizational Justice and Job Satisfaction

According to several studies in the literature, a positive relationship has been deter-
mined between organizational justice and job satisfaction. According to Schappe
[16], Colquitt [17], and Bakhshi [18], distributive justice has an important effect on
job satisfaction. Keskin et al. [19] also studied the relationship between distributive
justice and job satisfaction and found that when employees believe that outputs are
distributed fairly, their job satisfaction increases, and vice versa, when they perceive
unfairness in the distribution process, their job satisfaction and commitment decrease.
Congruently, Hodgetts [20], p. 88) states that one of the most important factors that
determine job satisfaction are the material and non-material benefits that one gets in
return for his/her work. He also states that employees who think they are paid less
than their effort will be dissatisfied with their job. According to Bingöl ([21], p. 267–
271), who studied the factors that affect job satisfaction, satisfaction is proportional
to thematerial benefits that one gets from his/her job. An employee becomes satisfied
in the level of salary or other monetary payments that s/he gets in return for his/her
work effort.

According to another research, Yaghoubi et al. [22] determined a positive rela-
tionship between procedural justice and job satisfaction. Keskin et al. [19] also stated
that when the organizational process and procedures are perceived fairly, employees’
satisfaction increases, and they tend to accept the solutions more willingly and to
act in a more positive manner about the organization. In other research, it has been
determined that job satisfaction increases when employees become a part of the
decision-making process [23].

Cropanzano et al. [24] p. 38 studied interactional justice as a phenomenon that
determines how individuals behave each other, and he stated that if one share his/her
information properly and interacts with others gently, s/he has interactional justice
attitude. According to Bingöl who has studied the factors which effect job satisfac-
tion, one of the factors is about the attitudes of the superiors ([21], 267–271). For
example, positive attitudes of a superior towards his/her subordinates and the positive
relationship between them have a direct effect on job satisfaction of the employee.
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Considering the relationships betweenmanagers and their subordinates as an external
factor that affects job satisfaction, it can be stated that there is a positive relationship
between interactional justice and external satisfaction [20], p. 89.

Research Model and Hypotheses

The aim of this study is to determine the relationship between organizational justice
and job satisfaction. There are 3 dependent and 3 independent variables in this
research. While distributive justice, procedural justice, and interaction justice are the
independent variables of the research, internal job satisfaction, external and overall
job satisfaction are the dependent variables.

The relationship between those dependent and independent variables are shown
in the following model (Fig. 1). The relationship between three dimensions of orga-
nizational justice and job satisfaction and the hypotheses which have formed regards
to this frame explained in order.

Distributive justice is one of the essential components of organizational justice.
Keskin et al. [19], who study the relationship between distributional justice and
job satisfaction, stated that employees’ job satisfaction increases when they believe
that organizational outputs are distributed fairly. According to Al-Zu’bi [4], and
Yaghoubi et al. [22], there is a positive relationship between distributional justice
and job satisfaction.

Therefore, in the light of theoretical information and application results above,
the following hypotheses have been formed:

H1: There is a positive relationship between distributive justice and job satisfac-
tion.
H2: There is a positive relationship between distributive justice and internal job
satisfaction.
H3: There is a positive relationship between distributive justice and external job
satisfaction.

Organizational Justice
– Distributional
– Procedural
– Interactional
– Overall Justice

Job Satisfaction
• Internal Satisfaction
• External Satisfaction
• Overall Satisfaction

Fig. 1 Research model
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Procedural justice is assessed as another essential component of organizational
justice and analyzed as an important factor that affects the job satisfaction of
employees.

According to Judeh ([25], p. 216), procedural justice is a component of organi-
zational justice, which refers to the fairness of the processes and procedures that
are used in the creation of outputs. Özgen and Yalçin state that contradictory and
ambiguous organization and management rules have a negative effect on job satis-
faction. Therefore, it can be stated that efficient policies and rules, as well as the fair
application of them, can increase job satisfaction.

In the frame of the information and explanations above, the following hypotheses
can be formed about the relationship between procedural justice and job satisfaction:

H4:There is a positive relationship betweenprocedural justice and job satisfaction.
H5: There is a positive relationship between procedural justice and internal job
satisfaction.
H6: There is a positive relationship between procedural justice and external job
satisfaction.

Interactional justice is another essential component of organizational justice, and
it has effects on job satisfaction of employees.

Özgen and Yalcin stated that having colleagues in the workplace who are
supportive of their colleagues to reach business goals and objectives increase job
satisfaction [26], p. 357). Reaching goals, achieving success, and having relations
with management are other factors that increase internal job satisfaction.

In the light of theoretical information andfindings above, the following hypotheses
have been formed:

H7: There is a positive relationship between interactional justice and job
satisfaction.
H8: There is a positive relationship between interactional justice and internal job
satisfaction.
H9: There is a positive relationship between interactional justice and external job
satisfaction.

Methodology

The purpose of this study is to determine the relationship between organizational
justice and job satisfaction by applying statistical methods. The scope of the study
includes the research that seeks knowledge onwhether the perception of three compo-
nents of organizational justice provides any contribution to job satisfaction. The job
satisfaction term has been discussed in three dimensions as internal, external, and
overall satisfaction.

The population of the study consists of an organization that operates in the airline
industry in Istanbul and the pilots who work for this organization. In the scope of
this research, 160 pilots have been surveyed, and 101 valid data has been collected.



Analysis of the Relationship Between Organizational Justice … 367

The sample consisted of 16.4% female and 83.6% male pilots. Among the partic-
ipants, 20% are between ages 20–29, 51% are aged 30–39, 22% are aged 40–49, 7%
are aged 50 or older. Also, 37% of the participants’ fleet type is Boeing, and 63% are
Airbus. 2% of the participants are training pilots, 25% are chief commander, 73% is
the first pilot. The work experience of the participants is as follows: 30% lower than
2 years, 28% between 3-5 years, 27% between 6–10 years, 15% above 10 years. The
flight hours of the participants are as follows: 21% lower than 1000 h, 42% between
1000–4000 h, 29% between 4000–10000 h, 8% above 10,000 h.

In the scope of the study, the questionnaire method has been applied in physical
forms. Personal information form, organizational justice scale, and job satisfaction
scale have been used.

The first part of the questionnaire includes personal questions in order to gather
demographic characteristics such as gender, marital status, years of experience, and
flight hours.

The perception of organizational justice of the flight crew has been assessed in
3 different justice dimensions, which have been included in Robert Moorman’s 20
propositional organizational justice scale.

Minnesota Job Satisfaction Survey (long form), which was developed by Weiss
and others, is used in order to measure job satisfaction. The scale measures not
only internal job factors related to psychological needs such as recognition, taking
responsibility, achievement, and development but also external factors related to the
workplace such as salary, control, promotion, and working conditions. Minnesota
Job Satisfaction Survey-long form consists of 100 questions that cover 20 criteria
related to organizational justice, and each of them is represented with 5 questions.
By assessing the whole of the scale, the most efficient 11 factors in the airline
industry are determined, and 3 questions for each factor have been included in the
study. According to Lee et al., the most related factors which affect the flight crew’s
job satisfaction are the social dimensions of the job, such as success, development,
organizational procedures and applications, salary, responsibility, and role and giving
service (2012, p.164).

Analysis

Regarding the used data set, the asymmetry and kurtosis values for the entire survey
must be in the range of ±1,96 for 0.01 significance [27], and the values from the set
are found to be in this range.

Papacharissi and Rubin [28] indicate that Cronbach’s Alpha must be between
0.6–1. When the organizational justice and organizational commitment dimensions
were tested for confidence between themselves, all dimensions were found to have
Cronbach’s Alpha values above 0.6.

Hair et al. [27] state that to be able to perform factor analysis on a sample, the
sample size must be at least n = 100. This study is suitable for factor analysis with
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Table 1 Reliability test related to sub-dimensions of organizational justice

Sub-dimensions of organizational justice Cronbach’s alpha KMO % Variance

Distributional justice 0.862 0.785 61.2

Interactional justice 0.907 0.801 50.41

Informational justice 0.892 0.806 75.85

Workload justice 0.939 0.5 94.2

Overall justice 0.873 0.738 79.77

*p < 0.001

Table 2 Reliability test
related to sub-dimensions of
job satisfaction

Sub-dimensions of satisfaction Cronbach’s alpha

External satisfaction 0.883

Internal satisfaction 0.809

Overall satisfaction 0.796

*p < 0.001

its sample consisting of 101 subjects. In the factor analysis, it was confirmed that the
correlation matrices were above 0.30, and the anti-image matrices were above 0.50.

Reliability analysis of the scale has been done according to the subgroups of
organizational justice. Cronbach Alpha reliability coefficients and factor analysis
results are summarized in Table 1.

Reliability analysis of the scale has been done according to the subgroups of
satisfaction. Cronbach Alpha reliability coefficients and factor analysis results are
summarized in Table 2.

In the light of the information above comes from the literature and as a result
of principal component analysis, four subgroups have been formed: organizational
rules and policies and interpersonal relations from hygiene factors [29], job security
and responsibility from motivators factors and power motivator from Mc Clelland’s
theory of needs.

Fifteen questions which belong to external satisfaction will be represented with
4 sub-factors. When motivational theories are assessed, it is determined that those 4
sub-factors are related to both Herzberg’s theory and Mc Clelland’s theory of needs
(Table 3).

Table 3 Sub dimensions of
external satisfaction

Sub-dimensions of external satisfaction KMO % Variance

Interpersonal relations 0.667 64.336

Organizational rules and policies 0.701 69.840

Job security 0.678 58.006

Responsibility 0.700 58.089

*p < 0.001
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Table 4 Sub dimensions of
internal satisfaction

Sub-dimensions of internal
satisfaction

% Variance Cumulative %

Salary and security 39.117 39.117

Growth and development 14.127 53.244

*p < 0.001, KMO 0.778

Table 5 Sub dimensions of
interactive justice

Sub-dimensions of interactional
justice

% Variance Cumulative %

Informational justice 50.410 50.410

Workload justice 31.939 82.350

*p < 0.001, KMO 0.801

Twelve questions which belong to internal satisfaction will be represented with
2 sub-factors (Table 4). Those factors are related to growth and development, which
are in the motivators group in Herzberg’s theory, and salary and security, which are
in the hygiene factors group in Herzberg’s theory.

Two questions that belong to overall satisfaction are reduced into one factor. Six
questions belong to distributive justice are reduced into one factor. Seven questions
belong to interactional justice are reduced to 2 sub-factors (Table 5). 4 questions
belong to procedural justice, and 3 questions belong to overall justice have been
reduced to a single factor.

Results

The data collected via the surveymethod have been analyzed statisticallywith ‘t-test,’
‘one-way variance analysis (ANOVA),’ ‘Pearson correlation analysis and regression
analysis using SPSS 23.0.

According to the result ofANOVAanalysis, for ‘Organizational rules and policies,
‘Interactions between people,’ ‘Job security,’ ‘Monetary benefits and status’ dimen-
sions of job satisfaction there is a meaningful difference between age and pilot’s
procedural justice perception.

Pilots’ level of satisfaction is lower among pilots with 20–29 years and higher
among pilots with other years (30–39 years, 40–49 years, and 50–59 years) for
‘Organizational rules and policies’ and ‘Monetary benefits and status’ factors. For
‘Interactions between people’ and ‘Job security’ factors, pilots’ level of satisfaction is
higher among the pilots with 30–39 years compared to the pilots among 20–29 years.

According to the Post hoc test results, there is not ameaningful difference between
age and dimensions’ of organizational justice (p>0.05). According to the Tamhane
test, there is a significant difference (p<0.05) between procedural justice and age.
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Pilots’ level of procedural justice perception is lower among the pilots with 20–
29 years and higher among pilots with 30–39 and 40–49 years.

There is a significant relationship (p<0.05) between organizational justice and
overall satisfaction with the position. The overall satisfaction level of pilots’ who
have a captain or first officer position is higher than pilots with the Instructor position.
However, there is not a meaningful relationship (p>0.05) between captain pilots and
first officers for the position variable.

The ANOVA test did not show any meaningful difference between groups with
different work experiences, fleet types, and gender in terms of organizational justice
and job satisfaction (p > 0.05).

According to the Tamhane test result, there is a significant relationship between
procedural justice and flight hours. The pilots who fly 1000–4000 h have a higher
degree of procedural justice perception than the pilots who fly less than 1000 h.
The effect of correlation between dependent and independent variables is shown in
Table 6.

The results prove that there is a significant positive correlation between all depen-
dent and independent variables. Distributional Justice, Informational Justice, Work-
load justice, and Procedural Justice are positively correlated with all the factors of
job satisfaction. When pilots’ organizational justice perceptions increase, their job
satisfaction level rises as well, and also, when their job satisfaction level increases,
their organizational justice perceptions rise too.

The value of the correlation coefficient between procedural justice and interper-
sonal relationships is 0.726, which is the highest correlation among all relation-
ships. Similarly, the value of the correlation coefficient between and interpersonal
relationships is 0.624, which indicates a strong correlation.

Table 6 Correlation analysis results

Distributional
justice

Informational
justice

Workload justice Procedural justice

Responsibilty 0.615** 0.516** 0.389** 0.539**

Organizational
rules and polices

0.599** 0.442** 0.434** 0.705**

Interpersonal
relations

0.553** 0.624** 0.225* 0.726**

Job security 0.643** 0.609** 0.383** 0.624**

Growth and
development

0.388** 0.416** 0.298** 0.352**

Salary and
security

0.600** 0.458** 0.396** 0.468**

Overall
satisfaction

0.636** 0.556** 0.251* 0.669**

**Correlation is significant at the 0.01 level (2-tailed)
*Correlation is significant at the 0.05 level (2-tailed)
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Table 7 Regression analysis results

Variable regressed Beta
coefficients

t value Sig. Tolerance VIF

(Constant) 0.041 0.476 0.636

Distributive justice 0.491 5.767 0.000 1.000 1.000

R 0.522

R square 0.272

Adjusted R Square 0.264

Durbin-watson 1.929

F 33.26

Sig. 0.000

a Predictors: (Constant), Distributive Justice
Excluded Variables: Informational Justice, Workload Justice, Procedural Justice
b Dependent Variable: Overall Satisfaction

In order to further explain these correlational findings, a regression analysis was
conducted for seven factors to examine the relationship between sub-dimensions of
organizational justice and job satisfaction of pilots. The Durbin Watson coefficient
calculated for each regression analysis has a value of between 1.5–2.5, which indi-
cates that there is no autocorrelation. ANOVA tests have a significant result (p =
0.000), which means the regression models are significant for each factor. VIF and
Tolerance value are used to detect multicollinearity. Variance inflation factor (VIF)
values less than 10, and tolerance value higher than 0.10 indicates the absence of
multicollinearity. VIF values less than 10, and the tolerance values greater than 0.1,
which means the independent variables are not highly correlated, and therefore the
data set do not have a multicollinearity problem. Only one of the regression anal-
ysis result is shown in Table 7 as an example. The correlation coefficient between
procedural justice, distributional justice, informational justice, workload justice, and
overall satisfaction of 0.522 indicates the strength of the relationship. The R squared
of 0.272 or 27.2% is the proportion of variation in the dependent variable overall
job satisfaction, as explained by the regression model. The adjusted R squared is
the coefficient of determination, which tells the variation in the dependent variable
due to changes in the independent variable. There is a 26.4% variation in pilots’
overall job satisfaction due to changes in procedural justice, distributive justice,
information justice, and workload justice. However, significance values revealed
that only distributive justice perception has a meaningful significance (p>0.05) that
adds support to the model.

For the rest of the factors of job satisfaction, regression analysis results are
explained below.

The correlation coefficient between procedural justice, distributional justice,
informational justice, workload justice, and overall justice and responsibility factor
of job satisfaction of 0.660 indicates the strength of the relationship. TheR squared of
0.436 or 43.6% is the proportion of variation in the dependent variable responsibility,
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as explained by the regression model. The adjusted R square is 40.2%; hence there
is a 40.2% variation in responsibility factor due to changes in procedural justice,
distributive justice, information justice, and workload justice.

The correlation coefficient between procedural justice, distributional justice,
informational justice, workload justice, and overall justice and organizational rules
and policies factor of job satisfaction of 0.742 indicates the strength of the relation-
ship. The R squared of 0.550 or 55.5% is the proportion of variation in the dependent
variable responsibility, as explained by the regression model. The adjusted R square
is 52.3%; hence there is a 52.3% variation in responsibility factor due to changes in
procedural justice, distributive justice, information justice, and workload justice.

The correlation coefficient between procedural justice, distributional justice,
informational justice, workload justice, and overall justice and interpersonal rela-
tions factor of job satisfaction of 0.746 indicates the strength of the relationship. The
R squared of 0.556 or 55.6% is the proportion of variation in the dependent variable
responsibility, as explained by the regressionmodel. The adjusted R square is 52.9%;
hence there is a 52.9% variation in interpersonal relations factor due to changes in
procedural justice, distributive justice, information justice, and workload justice.

The correlation coefficient between procedural justice, distributional justice,
informational justice, workload justice, and overall justice and job security factor
of job satisfaction of 0.712 indicates the strength of the relationship. The R squared
of 0.507 or 50.7% is the proportion of variation in the dependent variable responsi-
bility, as explained by the regression model. The adjusted R square is 47.8%; hence
there is a 47.8% variation in job security factor due to changes in procedural justice,
distributive justice, information justice, and workload justice.

The correlation coefficient between procedural justice, distributional justice,
informational justice, workload justice, and overall justice and growth and devel-
opment factor of job satisfaction of 0.479 indicates the strength of the relationship.
The R squared of 0.229 or 22.9% is the proportion of variation in the dependent
variable responsibility, as explained by the regression model. The adjusted R square
is 18.3%; hence there is an 18.3% variation in growth and development factor due to
changes in procedural justice, distributive justice, information justice, and workload
justice.

The correlation coefficient between procedural justice, distributional justice,
informational justice, workload justice, and overall justice and monetary oppor-
tunities and status factor of job satisfaction of 0.695 indicates the strength of the
relationship. The R squared of 0.483 or 48.3% is the proportion of variation in the
dependent variable responsibility, as explained by the regressionmodel. The adjusted
R square is 45.3%; hence there is a 45.3% variation in monetary opportunities and
status factor due to changes in procedural justice, distributive justice, information
justice, and workload justice.
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Discussion and Conclusion

The results obtained from this study showed that there is not a meaningful difference
between groups with different work experiences, fleet types, gender, and position in
terms of organizational justice perception. This finding is in line with the findings
from earlier research for different sectors, which states there is not a significant
difference between groups with work experiences, gender, and position in terms
of organizational justice perception. Since there is no research found in the aviation
industry to the best of our knowledge, it can not be stated any discussion or conclusion
about the fleet type.

The relationship between age and ‘Organizational rules and policies,’ ‘Monetary
opportunities and status’ factors, and procedural organizational justice perception of
pilots in this study appear to be significant. It might be explained with the generation
differences. The pilots between 20–29 years are also called Y generations and have
started their first job; hence they have high expectations but the low commitment and
low satisfaction. These findings are in line with the findings from previous research,
which suggest that employees’ satisfaction level rises as they become older. However,
the finding of this research about procedural organizational justice perception is
different from prior research, which suggests there is not a significant relationship
between components of organizational justice perception and age. The results of
this study about distributional and interactional justice are in accord with the earlier
research.

There is a significant relationship between procedural justice and flight hours. The
pilots who fly 1000–4000 h have a higher degree of procedural justice perception
than the pilots who fly less than 1000 h. This finding is in accord with the findings of
procedural justice perception, which is higher in pilots who are 30–40 years of age
than those who are 20–29 years of age. The results of age and flight hours variables
show consistency.

The results of the correlation analysis revealed that the correlation has differed
between 23–73% between all factors of job satisfaction and sub-components of orga-
nizational justice. The value of the correlation coefficient between procedural justice
and interpersonal relationships is 0.726, which is the highest correlation among all
relationships. Similarly, the value of the correlation coefficient between and inter-
personal relationships is 0.624, which indicates a strong correlation. Informational
justice is related to the distribution of outputs and the information and explana-
tions given to the employees about these distributions. Informational justice has a
direct relationship with procedural justice. This finding is in line with the findings
from earlier research. In other words, when the pilots’ perception of informational
and procedural justice increases, their job satisfaction coming from interpersonal
relations also increases.

The preparation of crew flight programs fairly and determination of resting dura-
tion according to the limits stated by international authorities and regulations is vital
in the airline industry in terms of justice perception of the crew. Hence, workload
justice is crucial for the physical and mental health of the crew, and it has a positive
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and significant relationship with organizational rules and policies with a value of
43.4%.

The results of the regression analysis revealed that there is a positive relationship
between 4 sub-dimensions of organizational justice and each factor of job satisfac-
tion. The results of this research are in accordancewith the past research done in other
industries. The reason for the lower variation (18.3%) in growth and development
factor due to changes in procedural justice, distributive justice, information justice,
workload justice, and overall justice might be explained by monotonous character-
istics of flight operations. Pilots who fly the same type of aircraft on similar routes
into similar destinations might feel less satisfied in terms of growth and development
due to the monotonous tasks.

In conclusion,most of the results of the current studywere consistentwith previous
research. Moreover, it added value to the literature on organizational justice and
job satisfaction since there is a lack of study in the airline industry in the existing
literature. On the other hand, although this study includes many vital insights about
the perceptions of pilots about organizational justice, the number of sample space
can be stated as a limitation of the study and therefore a recommendation for the
future researchers is to improve the application of this study by replicating these
results using larger samples.
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Abstract Globally, enterprises are leveraging social media to promote their brands,
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improve business processes. Integrating social media into existing supply chain
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tailored metrics by examining the current supply chain considering the data gath-
ered from social media in order to have a re-designed supply chain based on the
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nology, process, and evaluation metrics. The target is to define a framework to take
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Introduction

Success in the digital transformation process requires utilizing technologically
improved processes to attain better products in the most accurate way [17]. Social
Media (SM) refers to internet-based platforms, applications, and services. Social
platforms are the most effective methods of bringing together customers with brands
in the digital world. SM make it easier to manage all tiers of the internet, which
was previously never possible. Customers can report positive or negative feedback,
adverse feelings, ideas, and judgments about the product or service they receive to the
brands through SM. Besides, the SM’s supportive fabrication allows the interpreta-
tion to be broadcasted at a predictable speed. SM analytics implies accumulating data
from various SM platforms and scrutinizing the data to help decision-makers deal
with a specific issue. Nowadays, many companies use social networks in customer
relationship management (CRM) and supply chain management (SCM) [2, 23].

Many companies want to enhance their supply chain (SC) to be promoted to a
more consumer-oriented enterprise [14]. Thinking about SM that has about 2.5–
3 billion users around the globe, reminds popular networking sites like Facebook,
Instagram, Twitter, etc. SM has changed the approach businesses interact with their
customers. This new approach not only zipped up the breach among customers but
also businesses. As the transportation and logistics sector grew, SM craze began to
move towards logistics andSCM. It is necessary to operate strategically to consolidate
technology and communications to boost efficiency and link with core audiences and
stakeholders. Data acquisition, mining, analysis, and sharing are just a few means
through which SM can promote SC efficiency [28].

In the past, companies, businesses, and shareholders used to care about primary
stakeholders’ ideas, but the concerns of secondary stakeholders were mostly
neglected. Primary stakeholders always had a dominant impact due to their power and
legitimacy. Nevertheless, nowadays, thanks to the dynamism of SM, this is changing.
Secondary stakeholders gather knowledge about the company and its practices, loca-
tion and reveal ways to frame what they have experienced in the context of SM and
convey their views to the authorities and peers. Using the SM revolution, secondary
stakeholders can accumulate several years’ worth of information from an organiza-
tion. Facebook and Twitter’s circle of friends makes it possible to gather more data
and transfer them to blogs or websites. Another aspect of the revolution is fostering
the process of framing and communication. Messages can reach impactors easier.
The third influence of the social technology revolution is its capability to act as
mobilizing structures for protest and action groups.

SM could assist SC and logistics management by first improving communica-
tion between suppliers and customers through receiving direct feedback leading to
improved customer service. Next, SM provides better communication within the
entire SC that contributes to the complete management system, increase produc-
tivity, and save time and money. Finally, SM networks are a great way to become
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more visible on digital media and promote business worldwide, reaching poten-
tial suppliers in the same or different markets. As an instance, in the logistics and
shipping-forwarding industry, SM can add the following advantages:

1. Delivery schedules can be updated quicker; there is a rise in the tracking and
visibility of the SC.

2. Freight transport roads covered by SM can receive critical information about
accidents, to redirect deliveries.

3. Learning about weather conditions may affect commodity shipment or deliv-
eries.

4. Being informed about the desired trends and other valuable information from
customers and industry leaders.

5. Sharing or retrieving data for risk identification and identifying hazards in the
SC.

6. Searching and collecting innovative schemes from different ideas to further
improve the recruiting policies.

7. Reaching out to new employees, customers, partners, and opportunities.
8. Improving the networking capacity with the prospect of business partners and

potential customers. SM provides feedback from your company’s customers so
you can improve your service.

9. The goal of each business is to make a profit. From the SC perspective, this
goal can be achieved by maximizing increased productivity, better customer
satisfaction, and lower operational costs.

Several studies have been conducted on SM in the domains and fields like disaster
management [15], applications of SM by non-profit organizations [10], operation
management [3], assimilating SM into the SCM [18], determining of the ranking of
knowledge-creation [26], conventional knowledge management [12], lean thinking
tools [27].

The following section introduces a methodology to combine an SM analytics
phase with an SC regenerator tool. As a case study, we performed a social data-driven
causal analytics-based approach that considered Tweeter data for the identification
of SCM issues and capabilities in a milk products company in Luxembourg.

This paper looks at strategies and evaluation metrics, leading to more effec-
tive Supply Chain Management (SCM) activities thanks to the information avail-
able on Twitter, which reflects the customers’ true opinions. The aim is to propose
scaled and compliance metrics for establishing and monitoring the best-fitted transi-
tion strategies for enterprises and companies. The rest of this paper is organized
as follows; Sect. 2 summarizes related works on applications of SM on SCM.
Section 3 specifies details of the proposed methodology on spotting and defining
the best-fitted evaluation metrics. Finally, Sect. 4 concludes this work and presents
recommendations.
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Sentiment Analysis on Social Media for Getting Supply
Chain Insights

The development of the big data paradigm led to the further development of an
existing trend with the availability of larger sets of structured data, for example
through the uptakes of UAV and IoT sensors [11], also affecting the agro-food supply
chain [8, 9].Meanwhile, the extraction ofmeaningful insights fromunstructured data,
as well as their combination with data structured by design, also got a new wave of
studies, linked to the increased availability of data and to the development ofmachine
learning approaches. Unstructured data cover a large range of data, from video or
pictures to text; this contribution is focusing on the latter.

Sentiment analysis (SA) is a task among the natural language processing
approaches. From the linguistic perspective, it consists in identifying the polarity
of a document, or a part of a document, which may be a message such as a Tweet.
Most SAs implement a division based on positive, negative, or even neutral polarity,
each relevant chain of characters being labeled following thismodel.Other researches
intend to bring a finer-grained description of the sentiments, such as sarcasm or irony,
but it is not explored inmore detail in this work as it requires a large amount of labeled
data to train themodels. Affecting a label describing the polarity allows turning of this
linguistic issue to a classification problem. In a recent literature review, [7] report that
the most common approaches for sentiment analysis on social media are Machine
Learning-Support Vector Machine (SVM), Naïve Bayesian, and ensemble methods.
Sentiment analysis is covering a large range of use cases and is of paramount impor-
tance for research and solutions intending to capture customers’ feedback, from
restaurant reviews to social media content.

Reflecting this increasing interest, several literature reviews envisioning the
contributions related to the analysis of unstructured textual data, including the social
media, for the agro-food industry and its supply chain, were published (e.g., [5, 6,
13, 24]). Ref. [6] notes that sentiment analysis is an increasingly important approach
in the domain of production and supply chain.

If sentiment analysis, and more generally natural language processing-based
methods need to address challenges such as accuracy, granularity, or trust, litera-
ture is considering them as suitable to provide insights for various purposes, such as
business intelligence or product development. Ref. [6] finds that it may lead to amore
efficient and sustainable agro-food supply chain, as it is providing information on
food consumption patterns, monitor food crises issues, and reduce food waste, which
is an important concern as one-third of the food produces is discarded worldwide.
A close related research of this work is the study on the capability of social media
to be leveraged to reduce the wastes in the beef flesh supply chain. From a technical
standpoint, [19] developed a hierarchical clustering of tweets through a multiscale
bootstrap resampling approach.

In her literature review on the place of socialmedia analysis in food innovation, [6]
distinguishes between marketing and consumer research, supply chain management,
sustainable food systems, food production, and food markets. Ref. [24] provide a
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similar and more developed framework, against which the contributions of this work
are scored, including food safety and food fraud surveillance, consumer-opinion
mining, dietary pattern characterization, new-product development, food knowledge
discovery, food SCM, and online food services.

Methodology

The next-generation SC is more flexible and digital. To establish interactive trust
and transparency, you need to optimize your retail SC and gain efficiency to handle
changes and trends at any scale. In order to reach every touchpoint, you need to
refine consumers’ and customers’ real-time insights with discovering and improving
demand forecasting and order fulfillment with accurate insights. The following
methodology is trying to reinvent consumer experience-based SC.

Figure 1 illustrates the proposed data-driven SC designer that is updating the tradi-
tional SC in three phases. The first phase, the information extraction, will turn data
into knowledge. The second phase, the virtual experiment-based scenario generation
tool, will provide all feasible supply scenarios and responses based on current and
possible situations. Finally, the third phase is the tactical and operational support
system tool for decision making.

Phase 1: Information extraction:

This engine searches various data sources, such as SM platforms, with different
data structures and extracts the most accurate and reliable knowledge. Data mining
and data analysis are supported by Artificial Intelligence (AI) and Machine learning
(ML) algorithms. As a result of this phase, evaluationmetrics are developed in shapes
of numerical and categorical factors. This phase is composed of 4 stages:

The first stage recognizes the leading SM platforms such as Twitter. Next stage is
data, which handles the ML-based text mining, image mining algorithms to realize
the data creation. It prepares raw data by cleaning, categorizing, clustering, and
visualizing. The third stage is listing the topic of interest by means of the list of
appropriate keywords, including texts and hashtags.

This keywords list is used along with the Twitter streaming application program
interfaces (APIs) to aggregate available datasets from the SM platform. These
APIs empower data analysts to accumulate a certain percentage of the available
SM datasets. The fourth stage of the knowledge extraction tool handles predic-
tive analytics to generate inputs for scenario generation and optimization phases.
This stage gets the comment, identifies the metrics, understands the demographics,
measures the data legitimacy, identifies risks, diagnoses fault and infers weaknesses,
and measures sentiments of people thanks to AI innovation.

Phase 2: The visual experiment tool:

This tool produces diverse types of situations and simulates them in the shapes
of different combinations of soft windows constraints, hard windows constraints,
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Fig. 1 The proposed methodology framework

and different product associations. The yields of this phase are stored in the data
warehouses tool that utilizes file systems and programming models in association
with optimization practices.

Phase 3: The tactical and operational support system tool:

This phase is comprised of three consequent and connected stages:
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Table 1 Internal and external evaluation metrics of the regenerated SC using dynamic insights
extracted from SM [25]

Assessed social performance
and reports

Internal
reconstruction/reengineering
ability

Mutual trust in the SC networks

Conducted audits regarding
social/operations/environment
issues

Social network relationship
ability

Modification flexibility in SC
capability

Technical, managerial, and
financial assistance to address
social issues

Knowledge
assessment/knowledge
transfer to operational rate

Inbound/Outbound supplier
flexibility

Identified possible social
issues and prepare to response
and response rate/period

SC partner
development/collaborations

Information quality in building
SC capability

Knowledge acquisition and
absorptive capacity

SC re-conceptualization in
sustainability

Internal manufacturing
flexibility

Market-oriented
perception/market growth rate
ability

coevolving and Inter-firm
information system capacity
and usage

Inbound/Outbound logistics
flexibility

Innovation ability and
innovation

Inter-firm relational
competency rate and
perception

Mix flexibility in sustainable
operations

Stage 1, a web-based optimization tool, is shaped by mathematical modeling-
based solvers for SC cycle time, inventory turnover ratio, inventory velocity, and
freight cost per unite problems.
Stage 2, the verification tool confirms or modifies the implemented SC model in
tactical and strategical levels. This tool is an interface supervised by an expert
to facilitate and support the accuracy of processes. Stage 3, the react tool that
is feeding back the operation with factors to be used by the scenario creation
tool. The output of this methodology from the SM-driven SC-point of view is
summarized in Table 1.

Case Study

In order to implement the proposed SM data-based SC regenerator approach, we
examine a milk products company’s SC seated on consumer feedback. The SM anal-
ysis considers either positive or negative sentiments ofmilk customers and consumers
tweeting in Luxembourg. The reasoning analysis will help to improve the company’s
SC and tackle problems.

The used data has been collected based on a 4-sided bounding approach for
filtering tweets by location of Grand Duchy of Luxembourg, for the time range
of 2019/02/15-2019/06/15. The collected data is handled and cleansed by CRISP
data mining techniques. Python programming language is launched and used data
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scraping and deep learning tasks. In total, 1857 tweets have been analyzed by scikit-
learn 0.23.1 package in three sets of training (70%), testing (20%), and validation
(10%). For the performance evaluation of ML, the paper has used roc_auc_score,
recall_score, and precision_score or sklearn.

The total number of tweets extracted for this research was 1857. They were
captured from 21/05/2019 to 21/06/2019 using the main keywords of ‘mil, ‘lait,’
‘mëllech,’ and ‘milch.’ Table 2 represents some of the extracted keywords via data
mining, which was used for sentiment analysis. The tweets were written in French,
Luxembourgish, English, and German languages were considered, in the geographic
limits of Luxembourg. Figure 2 illustrates the geolocation data on the Luxembourg
map.

Table 2 A partial list of extracted keywords via data mining and used for sentiment analysis

#milk #Esch-sur-Alzette #Mersch #Schengen #Betzdorf #Wormeldange

#lait #Differdange #Strassen #Frisange #Kopstal #Redange

#mëllech #Dudelange #Kayl #Mertert #Contern #Bettendorf

#milch #Pétange #Ettelbruck #Habscht #Rosport #Beaufort

#price #Sanem #Walferdange #Wincrange #Remich #Esch-sur-Sûre

#sour #Hesperange #Bertrange #Rambrouch #Sandweiler #Vallée de
l’Ernz

#lait #Bettembourg #Junglinster #Dippach #Parc
Hosingen

#Koerich

Fig. 2 Visualization of
tweets with geolocation data
(1857 tweets containing
‘milk,’ ‘lait,’ ‘mëllech,’ and
‘milch.’
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The set of training data for the Support Vector Machine (SVM) was executed
based on sentiments. The training data were acquired by collecting 1374 (from all
of the tweets with ‘#milk, #lait, #mëllech, and #milch’) messages from the Twitter
data. The self-propelled scoring process was terminated by generating 710 positive,
434 negative, and 70 discarded tweets.

The sentiment analysis based on the analyses on the selected feature sets with
threefold cross-validation conducted on the Luxembourg-wise classification of
tweets [16]. We used SVM and Naïve Bayes based classifier of scikit-learn v0.21.2.
In order to identify meaningful issues and their content in the collected tweets,
initially, we implemented sentiment analysis to understand the sentiments of each of
the messages.

Understanding the Factors Affecting Milk Consumer
Consent and Their Justification Through the SC

Throughout the study on consumer tweets, it is evident that there were diverse prob-
lems affecting consumer satisfaction, such as taste, packaging, less information on
the packages, extra fat, low fat, color, and smell of milk. In tactical and operational
support system tool, an Ishikawa diagram is evaluating the root cause of each issue,
the output of this stage feeding the visual experiment tool and for visualizing the
actual interrelated effects of SC components. Figure 3 elaborately illustrates the
packaging error via an Ishikawa diagram in the tactical and operational support
system tool.

Unpredictable 
Schedule

Poor Training

Lack of Tools

Poor Control

Fast Packing Line

Unpredictable Errors

Human Error

Poor Supplies

Fig. 3 Ishikawa diagram for packaging problem
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Considering the packaging issue, the output of the visual experiment tool is
summarizing six important possibilities of packaging failure like (1) Packaging
design, (2) Contaminated packaging materials, (3) Sealing failures, (4) Physical
defects during handling and shipping, (5) Label failures, and (6) Machine quality.
After visualizing the possible reasons for packaging failure, the information is stored
in data storage to feed the performance evaluation tool of different chains of the SC
to spot the true reason for failure. The output of this stage is a virtually updated
SC, which is tackling the problem that occurred during packaging. The provided
new generation SC by performance evaluation tool is presented to the experts in the
validation phase for the ultimate decision on performing related physical changes on
the SC.

Tactical and Strategical Implications

This study contributes to various purposes. It confirms the results of [19] in another
branch on the feasibility of applying natural language processing techniques to SC,
especially with social media data, as well as their value in identifying products’
issues or any customer concern at the downstream stages of the SC. From the senti-
ment analysis of tweets, [19] identified six root causes of customer dissatisfaction,
namely bad flavor and unpleasant smell, traceability issues in beef products, extra
fat, discoloration of beef products, hard texture, presence of foreign bodies. If some
of these issues are very specific to the beef or meat sector, others are more generic
to the agro-food supply chain and call for similar countermeasures, as are showing
quite overlapping results. This study points out the specific aspect of packaging for
milk-related products.

The relative abundance of geographic anchors should be confirmed on larger
datasets. If so, it would be possible to combine different natural language processing
tasks, such as named entity recognition [1], to identify the location at its finest degree
of granularity, making the data more re-usable to address the potential issues. An
important challenge to address is to get afiner descriptionof the temporal information,
which is essential for this kind of product.

It is showcasing the value of these data to address the issues arising at the
upstream stages, with some limitations related to the inaccuracy of the references
made by the customers. In particular, this shows the capability of SA on SM data
to proceed descriptive and diagnostic analyses, while it demonstrates its interest to
be combined with other structured data in the framework proposed in Fig. 1, for
predictive and prescriptive approaches. This framework contributes to a better and
seamless validation and integration of SM insights into the overall SC [4, 18].

Although this approach is strongly effective for the SC domain, yet it provides
insights directly usable for other purposes mentioned in [24] because monitoring
social networksmay contribute to food safetymonitoring relies directly on consumer-
opinion mining and provides information for new product development.
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The results of this studymay also assist milk producing companies in promoting a
customer-centric and dynamically regenerative SC. Through the analysis, we found
that consumers were unsatisfied with the high price of milk products, the absence
of synthetic milk for vegans, bad smell, lack of “enough” vitamins, and overall
milk quality. The main part of milk waste was attributed to the close expiration
date, lousy smell, and packaging issues. The milk packaging could be influenced by
mishandling while the milk packs flow through the SC or by applying improperly
designed packaging methods. Inadequate packaging affects color, taste, smell, and
the quality of milk.

Recurrent diagnosis, maintenance, and monitoring of packaging robots and
utilizing more sophisticated packaging methods, such as tweaked atmosphere pack-
eting, might assist with targeting the above-mentioned problems. The milk produc-
tion cost can be reduced by implementing a lean concept to improve the vertical and
horizontal coordination within the milk SC. With increasing the coordination in the
SC, the waste levels will decrease, which results in the low cost of milk products.

The problems linked to bad scent and taste can be imputed to bad pasteurization
process and temperature violation of milk products. The effective cold chain control,
all along with the SC, boosting awareness and decent coordination amongst different
stakeholders, may resolve this issue. Studies on tweets coming from consumers
disclosed that customers, especially the ones from Schuttrange, preferred local milk
products better than the other brands. Another conclusion was related to the host
farm of milk. Retailers can acquire consumer trust by incorporating the strictly
interchained traceability platform (like blockchain technology) within the SC.

There are some shortcomings associated with the empirical analysis performed
in this paper. First, larger data samples could be accumulated more extended time
intervals to increase the representativeness of the gathered sample. What’s more,
annotation (using milk companies and retailers’ names)-based approach brings in
time and resources to manage a relevant examination of the use-case. Third, as
most of the Luxembourg community are multilingual and communicate in different
languages effectively, theymay use various terms for the same problem, and inclusion
of equivalent words could occur to high-grade visualization. It also represents a
fruitful foundation for cross-lingual transfer learning approaches.

Results

SM is turning to a new platform for consumers to share their true feelings and
thoughts openly and clearly. Using SM data, organizations may gain insights into
their customers’ concerns, needs, and preferences. As the focus of this work, we
introduced a methodological approach to regenerate much more compliance SC
based on the extracted insights and lessons learned fromSM.Furthermore,wedefined
sophisticated and tailored metrics to examine the performance of a designed SC in
strategical and tactical levels. The target was to define a framework to take full
benefits of intelligent automation in production and retail for creating efficiency
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and creativity. As a case study, we performed a social data-driven causal analytics-
based approach that considers Tweeter data for the identification of SCM issues
and capabilities in a milk products company in Luxembourg. For future work, in
order to have a fully automated management system, we will consider an artificial
intelligence-based evaluation system for evaluating the regenerated SC components
in the verification phase of our methodology.
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Metaheuristic Hybridization: A Case
Study for Nurse Scheduling

Yakup Turgut and Zikriye Melisa Erdogan

Abstract This paper addresses a nurse scheduling problem frequently encountered
in hospital management. To make nurses satisfied and use their best skills during the
work process is a critical issue at the center of this problem. Besides, hospitals need
to minimize personnel costs while keeping service quality at the highest level. We try
to schedule nurses by considering their preferences and meet hospital management
expectations at the same time. Our problem has hard and soft constraints that are
faced in real-world case studies.Hard constraints are satisfied directly by applying the
constraint programmingmethod, and soft constraints are satisfied using a penalty cost
applied in meta-heuristic algorithms. The initial model is structured using a Genetic
algorithm (GA), then it is hybridized with the simulated annealing (SA) to obtain
a nurse schedule. Results are compared with MIP solutions concerning the quality
of solutions and the corresponding running time. Achievements are analyzed and
discussed to make the proposed model applicable by hospital managers as well as
researchers.

Keywords Nurse scheduling · Constraint programming · Genetic algorithm ·
Hybridization

Introduction

It is clear that the health sector has to give vital services, and it will continue to be one
of the most demanding systems in the world. The main objectives of this industry are
minimizing the costs and increasing the quality of work and productivity. To achieve
these goals, it should be noted that all the available resources must be used in the
right place at the right time [2]. Optimization applications in the field of healthcare

Y. Turgut (B) · Z. Melisa Erdogan
Industrial Engineering Department, Management Faculty, Istanbul Technical University, Istanbul,
Turkey
e-mail: turgut16@itu.edu.tr

Z. Melisa Erdogan
e-mail: erdoganzi16@itu.edu.tr

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
F. Calisir (ed.), Industrial Engineering in the Internet-of-Things World,
Lecture Notes in Management and Industrial Engineering,
https://doi.org/10.1007/978-3-030-76724-2_29

393

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-76724-2_29&domain=pdf
mailto:turgut16@itu.edu.tr
mailto:erdoganzi16@itu.edu.tr
https://doi.org/10.1007/978-3-030-76724-2_29


394 Y. Turgut and Z. Melisa Erdogan

have attracted considerable attention in the past 30 years. Over time, these studies
have expanded from high-level issues to operational issues, such as nurse scheduling,
treatment planning, etc. [18].

Hospitals and other health care facilities strive to provide superior patient care at
an affordable cost. It is already proven that efficient resource management is the key
to the success of the goals. So, it is necessary to manage the workforce and other
resources in those establishments efficiently. Moreover, hospitals have to make their
patients satisfied with the health services, and this is only possible if the staff is fond
of performing the job [14, 16]. Nurses are the fundamental workforce for health
treatment organizations and have a direct impact on patients. This is why hospital
administration must provide a reasonable timetable for nurses.

Creating a good timetable (or schedule) for nurses can be difficult and time
consuming for organizations. Because scheduling is an NP-hard problem with a
complex structure. A schedule is created to meet workforce requirements during
a planning period [18]. Nurse scheduling is mainly the problem of assigning
nurses with various skills and personal characteristics to various shifts under certain
constraints [13]. Due to the constantly changing environmental conditions of hospi-
tals, dynamic schedules or adjustments at certain intervals are requested. That is
why the problem of nurse scheduling has been extensively studied in the literature
by researchers [5]. The automatic and rapid creation of these schedules enables the
hospitals to use their existing resources more effectively and helps to create balanced
workloads among nurses [3].

After examining related researches in the field, we have seen that there are many
techniques applied to Nurse Scheduling Problem (NSP). Yet, to our knowledge, there
are few studies that compare the hybridized methods with the single meta-heuristic
application. In this paper, we propose a hybrid meta-heuristic algorithm for the nurse
scheduling problem. A sample application, including both hard and soft constraints,
is performed. Initial solutions are created using constraint programming. Then, the
Genetic Algorithm (GA) and the Hybridized Algorithm are used independently to
improve the initial solutions, and the results are compared.

Problem Statement and Discrete Model in Scheduling

Our problem is nurse scheduling, and to address it, we propose a model that maxi-
mizes nurses’ shift preferences while minimizing costs associated with understaffing
andoverstaffing.As is the case in real-world situations, themodel is constructedunder
both hard and soft constraints. It is highly exceptional in practice to find a schedule
that satisfies all the soft constraints. Therefore, the algorithm aims to minimize the
real impact of constraint violations.

Assumptions:

• Consider a hospital that operates 24 h a day, 7 days a week.



Metaheuristic Hybridization: A Case Study for Nurse Scheduling 395

• All instances start on Monday. Day index starts at zero so the first day in the
planning period is day zero.

• All parameters are known. Time parameters such as the coverage requirements
for each shift of each day, the minimum and the maximum values are given in
minutes.

• The schedule is set for nurses who work in the same department of the hospital.
• The model does not see that all days are the same. There are weekdays and

weekends.
• We have four shifts including a free shift. {Shift 1-8:00-16:00 (E), Shift 2-16:00-

24:00 (D) Shift 3-24:00-8:00 (N), Shift 0: Day Off}.
• It is assumed that nurses comply with the assigned shift.

Model Notation for Sets and Parameters:

I: Set of employees.
h: Number of days in the planning horizon.
D: Set of days in the planning horizon = {1, 2…h}.
W: Set of weekends in the planning horizon = {1, 2…h/7}.
T: Set of shift types = {1, 2, …t}.
lt: The length of shift type t in minutes.
Rt: Set of shift types that cannot be assigned immediately after shift type t.
Ni: Set of days that employee i cannot be assigned a shift on.
Rdt: Required number of employees for shift type t on day d.
mmax

it : Maximum number of shifts of type t that can be assigned to employee i.
bmax
i : Maximum number of minutes that employee i can work.
bmin
i : Minimum number of minutes that employee i must work.
cmax
i : Maximum number of consecutive shifts that employee i can work.
cmin
i : Minimum number of consecutive shifts that employee i must work.
amax
i : Maximum number of weekend days that employee i can work.
oi: Minimum number of consecutive days offs that employee i can be assigned.
qidt: Penalty if shift type t is not assigned to employee i on day d.
pidt: Penalty if shift type t is assigned to employee i on day d.
wmin

dt : Weight if below the preferred cover for shift type t on day d.
wmax

dt : Weight if exceeding the preferred cover for shift type t on day d.
P1: Penalty cost for under staffing.
P2: Penalty cost for over staffing.

Decision Variables:

Xidt =
{
1, i f employee i is assigned to shi f t t ype t on day d
0, otherwise

kiw =
{
1, i f employee i works on weekend w

0, otherwise
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ydt = Total number of nurses below the preferred coverage for shift type t on day
d.
zdt = Total number of nurse above the preferred coverage for shift type t on day
d.

There are six hard constraints and three soft constraints. Hard and soft constraints
that our model tries to satisfy are explained in the next section in detail.

Hard Constraints

Hard constraints are the constraints which cannot be violated in the model.

1. A nurse must be assigned to at most one shift on a single day.

∑
t∈T

Xidt ≤ 1, ∀i ∈ I, d ∈ D

2. In order to establish a minimum amount of idle time for each nurse (rest),
certain shifts can not be assigned after the shift on the previous day. For
example, an early shift cannot follow a late shift. This constraint can be called
as shift rotation constraint. These are defined as follows: E|D, N|E, N|D.

Xidt + Xi(d+1)u ≤ 1, ∀i ∈ I, d ∈ {1, 2, . . . , h − 1}, t ∈ T, u ∈ Rt

3. Each nurse has themaximumnumber of shifts of each type that can be assigned
to them. For example, some nurses will say they can not work more than the
maximum number of specific shift type.

∑
d∈D

Xidt ≤ mmax
i t , ∀i ∈ I, t ∈ T

4. Maximum and minimum time work constraints determine the boundary of
total time worked by each employee.

bmin
i ≤

∑
d∈D

∑
t∈T

lt Xidt ≤ bmax
i , ∀i ∈ I

5. A maximum consecutive shift constraint explains the maximum number of
days a nurse can work without a day off. For example, part-time employees
sometimes do not work as many consecutive days as full-time staff.

d+cmax
i∑
j=d

∑
t∈T

Xi jt ≤ cmax
i , ∀i ∈ I, d ∈ 1, 2 . . . h − cmax

i

6. The minimum consecutive shift constraint explains the minimum number of
days a nurse can work without a day off.
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∑
t∈T

Xidt +
⎛
⎝s −

d+s∑
j=d+1

∑
t∈T

Xi jt

⎞
⎠ +

∑
t∈T

Xi(d+s+1)t ≥ 0,

∀i ∈ I, s ∈ 1 . . . cmin
i − 1, d ∈ 1 . . . h − s + 1

7. Minimum consecutive days off constraint explains the minimum number of
consecutive days off that a nurse can be assigned.

(
1 −

∑
t∈T

Xidt

)
+

d+s∑
j=d+1

∑
t∈T

Xi jt +
(
1 −

∑
t∈T

Xi(d+s+1)t

)
≥ 0,

∀i ∈ I, s ∈ 1 . . . oi − 1, d ∈ 1 . . . h − s + 1

8. The maximum number of weekend days constraint shows the maximum
number of weekends which considered as being worked if the nurse has a
shift on Saturday or Sunday.

kiw ≤
∑
t∈T

Xi(7w−1)t +
∑
t∈T

Xi(7w)t ≤ 2kiw, ∀i ∈ I, w ∈ W

∑
w∈W

kiw ≤ amax
i , ∀i ∈ I

9. Cover constraint ensures the relationship between Xidt, ydt, zdt decision
variables, and the parameter, Rdt.

∑
i

Xidt + ydt − zdt = Rdt , ∀d ∈ D, t ∈ T,

10. To satisfy days off constraint, shifts must not be assigned to the specified nurse
on the specified days. In other words, these are days that nurses can not work.

xidt = 0, ∀i ∈ I, d ∈ Ni , t ∈ T

Soft Constraints

Soft constraints are the ones that can be violated at the cost of incurring a penalty.
The soft constraints we used in our problem are below:

1. If the required number of staff on the specified day for the specified shift is not
assigned, then it is a soft constraint violation. If the assigned number (x) is less
than or greater than the required number, a penalty cost is incurred as follows:

P1 = (requirement − x) × wmin
dt

P2 = (x − requirement) × wmax
dt
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The parameters wmin
dt and wmax

dt are weights to represent the importance of
minimizing under and over coverage.

2. Nurses can request certain shifts. If the schedule does not satisfy those requests,
there will be a penalty cost, qidt. If there is no request, then the parameter value
is zero.

3. The nurses have some shift off requests. If the specified shift is assigned to the
specified nurse on the specified day, then there is a penalty cost, pidt.

Objective Function

The objective function of the model is to minimize the number of shifts that are
incompatible with nurses’ preferences while also minimizing the costs associated
with under- and overstaffing. For example, an employee may request to work a
certain shift-type on a particular day. The greater the weight assigned to a request,
the more critical it is to the nurse.

Minimize
∑
i∈I

∑
d∈D

∑
t∈T

qidt (1 − xidt ) +
∑
i∈I

∑
d∈D

∑
t∈T

pidt xidt

+
∑
d∈D

∑
t∈T

ydtw
min
dt +

∑
d∈D

∑
t∈T

zdtw
max
dt

The variables ydt and zdt are the total numbers of staff below and above the
preferred coverage level for each shift type t on each day d.

Methodology

Constraint satisfaction problem is a common problem in real life, for solving such
problems as scheduling, vehicle routing, etc. Constraint satisfaction problem has
three components: variables, domains, and constraints. The constraints restrict the
value of each variable, which is determined by domain sets. The main goal of the
problem is to find values for each decision variable without violating the constraints.
Constraint programming is a reasonable way of solving constraint satisfaction
problems using specific algorithms [4, 22].

GA is the most common evolutionary algorithm. GA is predicated on the idea that
new individuals are created by applying a crossover operator to existing individuals
and their diversity is increased through mutation. The GA’s philosophy is based on
the concept of survival of the fittest. Therefore, a probabilistic selection strategy is
used to ensure the survival of the population’s best individuals. The worst parents
are replaced by better offsprings. In the crossover process, any point selected on
the individual gene sequence is swapped with an individual to be crossed in a fixed
or varying probability. On the other hand, in the mutation, the values of the genes
that the individual possesses a flip with a fixed or random probability [20]. GA is
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commonly used in the literature to generate feasible nurse schedules that meet the
constraints and specifications of the problem [1, 12, 15, 17, 21].

Simulated Annealing (SA) is a method for solving combinatorial optimization
problems [6, 19]. SA operates in a manner analogous to how metal cools physically
when it searches for a solution space. In traditional search algorithms, if the neigh-
borhood solution is better than the current solution, the algorithm takes one step
in that direction. Otherwise, the solution stays unchanged. This may cause being
stuck in the local optima. On the other hand, SA’s stochastic diversity enables it to
avoid local optima. With some probability (acceptance probability), one can move
towards the neighborhood solution, even if the neighborhood solution is worse than
the current solution.

Case Dataset

Data is used by extraction from http://www.schedulingbenchmarks.org. The test
instances range in size from eight to sixty staff. Table 1 gives the list of the instances
and their sizes. Although larger instances are available on the website, we did not
include them in the table because they are not used in our computational experi-
ments. As an illustration of the proposed method’s application, Instance 6 is used.
According to Instance 6, we have 18 nurses to be scheduled over a 28-day period.We
attempted to address the problem’s hard constraints using a constraint programming
approach. Following that, we used a genetic algorithm and then hybridized GA and
SA to minimize the cost associated with the soft constraints.

Table 1 Test instances Instances Planning horizon in
weeks

# of Staff # of Shift Types

1 2 8 1

2 2 14 2

3 2 20 3

4 4 10 2

5 4 16 2

6 4 18 3

7 4 20 3

8 4 30 4

9 4 36 4

10 4 40 5

11 4 50 6

12 4 60 10

http://www.schedulingbenchmarks.org
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Table 2 Variable coding

S[i, j] 1 2 3 4

1 1 3 3 0

2 0 1 1 2

3 1 0 3 3

4 2 2 0 3

Representation of Decision Variables

Real-valued costing is used in constructing the GA model, as shown in Table 2.
The data is coded by a data matrix S (I, J), where ith row, i∈ I = {1, 2, …, n},
represents the ith nurse, the jth column, j∈ J = {1, 2, …, m}, represents the jth day
and the cell S (i, j) represents the shift types. For example, the S (1, 1) indicates that
nurse 1 works at shift 1 on day 1. In the real world, shift types include Day, Evening,
Night, and Free shift, which are referred to as phenotypes in genetic algorithms. They
are represented with numbers; The day is denoted by 1, the evening is denoted by 2,
the night is denoted by 3, and the free shift is denoted by 0. In a genetic algorithm,
these values (0, 1, 2, 3) denote the genotype.

Constrained Programming

We define Variables, Domains, and Constraints of the problem as follows:

Variable: Xij, the shift type for nurse i on day j.
Domain: {Values, Xij} indicates the values that can be assigned to nurse i on day
j. For example, {{0,1,2}, X11} indicates that Nurse 1 on day 1 can have shift types
{0,1,2}.
The Constraints: All hard constraints are satisfied. After assigning all possible
domain values randomly to each variable, each constraint is checked. If any viola-
tion occurs, the value for that variable is changed depending on domain value. A
backtracking algorithm is used for search. The filtering method is also used for
narrowing the search space.

Genetic Algorithm

Given N nurses to allocate, the following steps are executed:

1. Initial Population Creation: The initial population is created by satisfying
hard constraints using the constraint programming approach. The size of the
population equals to N multiplied by 2.
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2. Fitness Value Evaluation: Fitness value is calculated for each individual in the
population.

3. Selection Operation: Using the roulette wheel selection strategy, the best
individual in the population is selected.

4. Crossover Operation: A crossover point between 1 and N is selected. To
create a child solution, the first x rows of parent solution P1 are extracted and
concatenated with the remaining N-x rows of parent solution P2.

5. Mutation: To begin the mutation operation, two random numbers are generated.
The first one represents the nurse id, which corresponds to a row number in
the timetable, and the second one represents the day, which corresponds to a
column number in the timetable. If the selected cell contains a value other than
zero, it will be forced to change in accordance with the available nurses in the
shift data. The impact of the mutation rate is analyzed in the next section named
Parameter Impacts.

6. Objective function: It is calculated by minimizing the total penalty cost.
7. Stopping criteria: The number of iterations is used to maintain control. The

impact of the number of iterations is reported in the Parameter Impacts Section.

Simulated Annealing and Genetic Algorithm Integrated

The initial population is generated randomly by satisfying hard constraints with
constrained programming. Two individuals with the highest fitness values are chosen
from the population, and offspring are generated through the crossover and mutation
operations. By utilizing the acceptance probability concept of simulated annealing,
the population’s diversity is increased. All of these steps are repeated until the spec-
ified temperature is reached. The pseudo-code of the proposed hybrid algorithm is
given in Fig. 1. The following section, titled Parameter Impacts, examines the effect
of temperature.

Computational Experiments and Results

Parameter impacts

The performance of evolutionary algorithms is highly dependent on the parameters
being set correctly. Certain parameters must be specified for both the genetic algo-
rithm and the simulated annealing algorithm. Genetic algorithm parameters were
classified into two categories: quantitative and qualitative by Eiben and Smith [9].
The qualitative category includes the parent selection strategy, the type of crossover,
and the chromosome representation, while the quantitative category includes the
crossover rate, mutation rate, and population size. Initial temperature (Tinitial) and
alpha are the parameters of simulated annealing that is used in the hybridizedmethod.
The response surface design method is used to determine the appropriate values for
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Fig. 1 Hybrid algorithm

the parameters in Table 3. (see Kucukkoc et al. [11]) for the details of the method).
Table 3 summarizes the level of each parameter used in the experiments. These
values are derived from suggestionsmade in peer-reviewed articles by subject-matter
experts.The best value of all parameters, whichwas obtained by applying themethod,
is given in the last column of Table 3.

Table 3 Level and values of GA and SA parameters

Parameter name Level 1 Level 2 Level 3 Level 4 Level 5 Best value

Population size (P) 72 144 288 576 1152 288

Crossover rate (Pc) 0.1 0.3 0.5 0.7 0.9 0.70

Mutation rate (Pm) 0.05 0.1 0.15 0.20 0.25 0.10

Tinitial 500 1000 10,000 50,000 100,000 10,000

Alpha 0.25 0.35 0.55 0.75 0.95 0.75
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Computational Results

The instances in Table 1 were used to benchmark the performance of the hybridized
method with other methods (genetic algorithm and MIP solution). The mathemat-
ical model in Problem Statement and Discrete Model in Scheduling Section has
been coded in the GAMS software version 24 and solved using CPLEX solver for
all instances. We utilized the Neos Servers, which is a free internet-based service
for solving numerical optimization problems, to solve the model coded in GAMS
[7, 8, 10].

The results of CPLEX solver for all instances are given in Table 4. Seven of
twelve instances are solved by CPLEX solver optimally in a reasonable runtime. On
the other hand, other instances require about one hour of computational time for a
near-optimal solution. We implemented the genetic algorithm and hybrid algorithm
in MATLAB R2015A with a computer that has the following CPU features: Intel®

Core™ i5-2450 M CPU @ 2.5 GHz. The values in Table 4 represent the average of
twenty iterations for the genetic algorithm and hybrid algorithm solutions.

Running time and the quality of solutions of the hybridized model, genetic
algorithm, and MIP model were compared for the set of test instances given in
Table 2.

The results show that the method is promising both in terms of solution quality
and running times, especially for large instances (see Table 4). The results also
indicate that the performance of the hybridizedmodel ismore desirable than a genetic
algorithm in terms of solution quality.

We have applied two different methods (genetic algorithm and hybrid algorithm)
for our nurse scheduling problem so far. Independent Samples t-test was used to
compare the means of two solution sets. The p-value in the analysis is 0, which is

Table 4 The comparison of the proposed method with the MIP solution

Instances MIP solution
(objective value)

Time (s) Genetic solution
(fitness value)

Time (s) Hybrid solution
(fitness value)

Time(s)

1 607 0.59 912 3.856 654 5.698

2 828 0.97 1235 3.123 924 5.784

3 1001 10.08 1400 4.128 1126 6.324

4 1716 46.98 1963 5.132 1815 8.784

5 1143 101.91 1347 9.125 1236 12.326

6 1950 60.71 3218 8.367 2152 16.258

7 1056 1019.73 1321 24.147 1092 36.548

8 1320 3600.04 1658 75.236 1478 100.698

9 440 3600.06 652 72.458 478 95.478

10 4631 916.92 5300 50.266 5002 67.582

11 3443 83.96 3758 10.586 3655 22.547

12 4040 2831.41 4318 56.789 4156 77.896
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Fig. 2 Nurse schedule

less than 0.05, indicating that the null hypothesis being rejected. Consequently, the
difference between the means of the two methods is significant, and we can say that
they are statistically different from each other.

Figure 2 illustrates a nurse schedule for Instance 6. Additionally, Fig. 3 depicts
the scheduled nurses and required nurses for each shift type. As illustrated in Fig. 3,
the greatest penalty cost is incurred due to over and understaffing.

Conclusions and Further Research

Scheduling of nurses is generally a complex problem. A schedule that will satisfy
all the parties (i.e., hospitals, nurses, and patients) is in request at reasonable costs.
In this study, a hybridized meta-heuristic algorithm is proposed to find a less costly
nurse schedule. We have implemented GA all alone and hybridization of GA and
SA and then analyzed the results. The objective function values obtained by the
hybridized method are found to be better. Moreover, we compared the results of the
hybrid model with MIP model solutions. Although the fitness value of the hybrid
model is about 10%worse than theMIP solution, it provides results in a substantially
shorter time than the MIP solution, especially for larger instances.

The results contributed to the field in two-fold: First, we show that we can obtain
a schedule which suits the nurse preferences while meeting the hospital constraints
using hybridization; and second, we can enable the planners to make schedules in a
reasonable time.

We recommend that future studies include additional constraints related to nurse
preferences. Testing the proposed method with larger data sets will be our future
study. Additionally, the proposed method will be compared to other hybridized
methods, such as memetics.
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Fig. 3 The scheduled number of nurses versus the required number of nurses for each shift
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Home Health Care Services
Management: Districting Problem
Revisited

Onur Ozturk, Mehmet A. Begen, and Gregory S. Zaric

Abstract In this paper, we study optimal partitioning of home health care (HHC)
units among different subregions of a city. Given each HHC crew is in charge of
patients in a single subregion, the problem aims to group locations (districts) where
patients live in larger subregions such that the total workloads of HHC crews are
balanced. Moreover, due to geographical reasons, some locations cannot be assigned
to the same subregion, which gives rise to feasible assignment problem of locations.
First, we tackle the complexity of these problems and show that the feasible assign-
ment problem is NP-complete. Then we propose a new objective function for the
HHC workload balancing problem and develop a heuristic method to deal with the
NP-hardness of the optimal partitioning problem.Compared to amixed-integer linear
model from the literature, the heuristic quickly finds an optimal solution in most of
the problem instances and gives efficient and competitive results for instances which
are not optimally solved.

Keywords Home health care services · Districting problem · Complexity
analysis · Mathematical modeling · Heuristic

Introduction

Home health care (HHC) represents a wide range of health care services that can be
given to a patient at home for illness or injury. Examples of services provided include
wound care for pressure sores or a surgical wound, intravenous or nutrition therapy,
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injections, monitoring serious illness, and unstable health status. HHC services may
also be provided to assist with activities of daily living such as bathing, dressing,
transferring, using the toilet, eating, and walking. HHC is an integral component of
the post-hospitalization recovery, especially during the initial weeks after discharge,
when patients still require some physical assistance [16].

HHC services are typically provided by a crew composed of nurses, caregivers,
and, in some cases, physicians. The crewcomposition depends on patient needs.HHC
services are believed to provide high-quality service for patients, and the demand
for HHC services is expected to rise in the future [18]. For instance, in Canada, the
government sees HHC as an opportunity to shift more health care into the home and
out of expensive hospitals and long-term-care facilities [10].

The applications of operations research in the HHC literature has been flourishing
in recent years such as resource dimensioning, i.e., finding the optimal composition
of crews and medical equipment [7], districting, i.e., regrouping districts of a city
into subregions [11], scheduling of human resource activities [3, 8], and finding
optimal routing for the visits respecting treatment times [4, 6, 13, 17, 19]. In terms
of methods, we see stochastic programming [5], multi-objective optimization [15],
column generation [20], and also heuristic approaches [13, 14]. Recently, Benzarti
et al. [2] studied a districting problem in HHC. There are locations within a city,
and the aim is to group locations into larger subregions. Patients in each subregion
are served by the crew(s) within that subregion. Some locations are incompatible
with each other, i.e., they cannot be assigned to the same subregion due to geograph-
ical reasons. In Benzarti et al. [2], the authors proposed two mixed-integer linear
programming (MILP) models: the first model minimizes the maximum workload
difference among subregions, and the second model minimizes the maximum trav-
eled distance of crews in each subregion. These MILP models can handle only
moderate size instances. Furthermore, the incompatibility of locations gives rise to
a feasible assignment problem, which is as important as the optimal assignment of
locations.

In this paper, we determine the complexity of the feasible assignment problem,
propose a new objective function for the workload balancing problem, and develop
a competitive and efficient heuristic approach and demonstrate its performance.

Problem Description and Modeling

The districting problem aims to divide a given region into subregions so that patients
living in different locations are regrouped in larger clusters. Patients of a subregion
are only served by the crew(s) of that subregion. Crews are multi-skilled, i.e., any
crew can give service to any patient. Patients have different profiles according to
their medical needs. Each profile requires a different treatment or service, and thus
service times vary depending on the patient profile. There are N locations called
basic units (locations, districts) where patients live. The aim is to partition the N
basic units into M subregions. It is known if two locations j and j′ cannot be in the
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same subregion, and two basic units are said to be incompatible if they cannot be
assigned to the same subregion. We next present the districting problem studied by
Benzarti et al. [2], first the notation and then two models: The first model balances
the workload among subregions, whereas the secondmodel minimizes themaximum
distance between districts within a subregion. We denote the number of basic units
as N, the number of subregions as M, the number of patient profiles as H, index of
basic units as i (i = 1,…, N), index of subregions as j (j = 1,…,M), index of patient
profile as h (h = 1, …, H), number of visits required by a patient having profile h
as bh, the average duration of a visit for patient profile h as Th, number of patients
living in location i and having profile h as Pih, average workload per subregion as
wl = ∑N

i=1

∑H
h=1 PihbhTh/M , the distance between basic units i and k (i, k = 1,

…, N) as dik , admissible percentage deviation of the workload as τ. The decision
variables are xij = 1 if location i is assigned to subregion j, 0 otherwise; and wlj =
workload of subregion j.

Model 1: Minimize the maximum workload gap.

minimize gapmax

subject to

wl j ≥
N∑

i=1

H∑

h=1

PihbhThxi j j = 1, . . . , M (1)

gapmax ≥ (
wl j − wl

)
/wl j = 1, . . . , M (2)

gapmax ≥ (
wl − wl j

)
/wl j = 1, . . . , M (3)

M∑

j=1

xi j = 1 i = 1, . . . , N (4)

xi j + xk j ≤ 1 ∀i, k incomp. b. units, j = 1, . . . , M (5)

Theobjective function togetherwith (2) and (3)minimizes themaximumdeviation
of the workload among all subregions. Constraint set (1) defines the total workload of
subregions, and (4) ensures the assignment of each district to a subregion. Constraint
set (5) prevents the assignment of incompatible units.

Model 2: Minimize the total distance traveled

minimize distancemax

subject to

distancemax ≥ dik ∗ (
xi j + xk j − 1

) ∀i, k, j (6)
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wl j ≥ (1 − τ) ∗ wl j = 1, . . . , M (7)

wl j ≤ (1 + τ) ∗ wl j = 1, . . . , M (8)

constraint sets (1), (4) and (5) from Model 1 (9)

Model 2 is an extension of model 1 with additional constraints. The objective
function and the constraint set (6) guarantee the minimization of the maximum
distance between districts within the same subregions. Constraint sets (7) and (8)
allow feasible workload levels of subregions set by τ.

Problem Complexity

We formally determine the complexity of models 1 and 2. We show for the HHC
problem that even determining the feasibility of a problem instance isNP-complete in
the presence of incompatible basic units. GivenM subregions and a set of basic units
incompatible with each other, a feasible assignment may not be possible ifM is small
relative to the number of incompatibility relations among basic units. We can reduce
the feasibility problem to a graph coloring problem such that incompatible basic units
are represented as vertices connected with an edge. The connected vertices must be
colored with different colors meaning that incompatible basic units must be assigned
to different subregions. LetG be a graph where each node represents a basic unit that
is incompatible with at least another basic unit (i.e., G does not contain any basic
unit if it is compatible with all other basic units). We can then determine if a feasible
assignment of incompatible basic units toM subregions is possible by answering the
following question: DoesG admit a proper vertex coloring withM colors? Since this
problem is known to be NP-complete [9], deciding if N incompatible basic units can
be feasibly assigned to M subregions is also NP-complete for M > 2. Last but not
least, the optimal assignment problems solved by models 1 and 2 are NP-hard, since
these problems can be reduced to assignment problems which are shown as NP-hard
[1, 9].

Workload Balancing Problem Revisited

We revisit the HHC workload balancing problem (Model 1). We first propose a
modification in the objective to guarantee the minimization of workload difference
among subregions. Then we develop a heuristic approach and test its performance.
Since there are incompatible basic units in the problem, the heuristic contains a
pre-assignment procedure (PAP) that initiates the assignment of basic units without
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deteriorating the optimal value of the objective function. We show that the PAP can
also be used to find a constraint set that increases the performance of MILP models.

A New Objective Function for Workload Balancing

Model 1 measures the maximum gap by comparing the workload of each subregion
to the average workload. However, this type of measure does not always guarantee
a balance between different subregions. Consider the following example, as shown
in Fig. 1: three subregions indexed from 1 to 3 with the following initial workloads:
10 h, 40 h, and 10 h, respectively. Suppose that the second subregion is assigned
two additional patients, each requiring a 5 h treatment (other assignments are not
divisible except those two).

Model 1 would partition the two additional patients of subregion 2 among subre-
gions 1, 2, and 3 to minimize the maximum workload difference compared to the
average workload (the average workload is simply the total workload divided by
the number of subregions, thus not a variable but a parameter). Thus, both solu-
tions shown in Fig. 2 would be optimal for model 1 since they have the same value

Fig. 1 Illustrative example

Fig. 2 Illustrative example (balanced version)
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of gapmax. However, the solution on the right-hand side depicts a more balanced
configuration compared to the one on the right-hand side. The maximum difference
among subregions is 15 h, and subregions 1 and 3 have the same amount of workload.
Nevertheless, the objective function, gapmax is equal to 10 both solutions in Fig. 2.
Thus, there is no guarantee that the right configuration will be provided by model 1.

To produce more balanced workloads, we define the maximum gap as the differ-
ence of workloads between subregions instead of using the average workload. We
propose (10) to replace the constraint sets (2) and (3) in model 1. In the example
above, gapmax for the solution on the left side of Fig. 2 is 20, and on the right side is
15. Thus, the one on the right would be preferred.

gapmax ≥ ∣
∣wl j − wlk

∣
∣ ∀ j �= k (10)

The Heuristic Method for Workload Balancing

The heuristic method is composed of three phases. In the first phase, we make a pre-
assignment of locations, which are the most incompatible ones with other locations.
In the second phase, the remaining locations are partitioned among subregions to
obtain an initial solution. Finally, an iterative process is applied to improve the initial
solution in the third phase.

Phase 1: Pre-assignment procedure for incompatible locations

The re-assignment procedure determines a subset S of basic units with cardinalityM
(number of subregions) such that S has the greatest total incompatibility index. Here
total incompatibility indexmeans the total number of basic unit couples incompatible
with each other. Afterward, among all elements of subset S, the basic unit, which is
the most incompatible one with other elements of S is assigned to the first subregion.
The other basic units in S are assigned to different subregions if they are incompatible
with previous assignments. We give an example:

Instance: There are 3 subregions and10basic units. Thefirst basic unit is incompatible
with the second, third, and fourth ones. The second one is also incompatible with
the third and fourth ones. The rest from the fifth to the tenth is not incompatible with
any basic unit.

Generating set S: The first basic unit has the highest incompatibility index since it is
incompatible with 3 other basic units. Thus, we put basic unit 1 to set S. The second
basic unit also has the highest incompatibility index since it is incompatible with
basic units 1, 3, and 4. Basic unit 2 is thus put to set S. Since set S has 3 elements (M
= 3), either basic unit 3 or 4 can be put in set S.

Pre-assignment: We start from the first element of set S and assign basic unit one,
w.l.o.g, to subregion 1. Then, checking that the basic unit 2 cannot be assigned to
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subregion 1, it is assigned to the following subregion, i.e., subregion 2. Reasoning the
sameway, basic unit 3 is tested on subregions 1 and 2. Because of the incompatibility
of basic unit 3 with the previous assignments, it is assigned to a new subregion, i.e.,
subregion 3. After the pre-assignment procedure, phase 2 of the heuristic decides
how unassigned basic units must be partitioned among subregions.

Wepresent here an algorithm for the pre-assignment procedure. In the algorithm,E
is the incompatibility matrix such that Ejj′ = 1 if basic units j and j′ are incompatible,
0 otherwise.

Preassignment assignment procedure: PAP

1. Find basic unit k in the incompatibility matrix E such that
∑

Ek,l >∑
Ek ′,l∀k, k ′, l and k �= k ′.

2. Set m ′ ← 1. Assign basic unit k to subregion 1 (thus xk1 = 1).
3. Select row k in matrix E.
4. For all basic units k′ incompatible with k.

4.1. Set loop ← f alse.
4.2. While m ′ ≤ M ,

4.2.1 If basic unit k′ is incompatible with the one assigned tom′,
set m ← m ′ + 1, loop ← true. Else, loop ← f alse and
m ′ ← M + 1 (i.e., exit while).

4.2.2 m ′ ← m ′ + 1
4.3. If loop = true, assign basic unit k′ to subregion m (thus xk ′m = 1).
4.4. Set m ′ ← 1.

5. For all unassigned basic units i and for all subrcgions m, set xim = 0 if i
is incompatible with any of the basic units assigned to subregion m.

Besides being the first step of the heuristic method, the PAP can also be used in
the mathematical models to improve their solution times.

Phase 2: Workload balancing heuristic

This heuristic follows the principle of minimizing the workload difference between
the least and themost loaded sub-regions.After initially running the PAP, the heuristic
calculates the total workloads of every basic unit and then creates a list containing
those basic units sorted in decreasing order of total workloads. Afterward, starting
from the first element of the list, a basic unit is selected and is assigned to the least
loaded subregion containing no other basic unit incompatible with the first element
of the list. Then the same procedure is applied to the rest of the basic units list.

Workload balancing heuristic: WBH

1 Run PAP.
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2 Calculate the total workload of every basic unit and create a list sorted in
decreasing order of total workloads: Lbu

3 While Lbu �= ∅,
3.1 Sort subregions in increasing of workloads Lsubregion

3.2 Select the first element bufirst of Lbu,
3.3 Starting from the first subregion in Lsubregion, assign bufirst complying

with the incompatibility constraint.
3.3.1 If bufirst cannot be assigned to any subregion, terminate the

algorithm. Otherwise, Lbu ← Lbu − bu f irst .

4 Run ImPr.

Phase 3: Solution Improvement Process

Once an initial solution is obtained with phase 2, an iterated improvement procedure
is applied in phase 3. At each iteration, this procedure determines the least and the
most loaded subregions. Then it selects a basic unit from the most loaded subregion
such that the total load of the selected basic unit is closer to the difference between
the workloads of the least and the most loaded subregions. Then respecting the
incompatibility of basic units, it replaces the basic unit from the most loaded to the
least loaded subregion. In case of incompatibility, the basic unit whose total workload
is closer to the workload difference of the least and the next most loaded subregions
is selected. The procedure is stopped if there is no improvement at the end of 1000
iterations or if all the basic units on themost loaded subregion are tried to be replaced.

Improvement process: ImPr

1 Set iteration number i ter ← 0, maximum number of iterations mni ←
1000

2 While iter < mni,

2.1 Sort subregions in increasing order of total workloads
2.2 Set indexmin ← 1, index max ← M
2.3 Set diff wl the difference of workloads between subregions indexmin

and indexmax

2.4 Find the basic unit bu on subregiou indexmax whose total load is
closest to diff wl

2.5 If bu is compatible with all other basic units of subregion indexmin,
remove bu from indexmax and assign to indexmin Otherwise,
2.5.1 If index min+1 < index max, set index min ← index min+

1, go to step 2.4. Otherwise, break.
2.6 If the objective function is improved, go to step 2.1. Otherwise set

iteration number i ter ← i ter + 1
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Numerical Experiments

Heuristic Performance

Test instances are inspired by Benzarti et al. [2]. The number of patient profiles H
is equal to 2. The number of visits bh and the average duration of the visits Th with
respect to the profile h are generated randomly from uniform distributionsU[0, 2] and
U[0, 5], respectively. Time is measured in hours. The number of patients Pih having
the profile h and living in the basic unit i is randomly generated from a discrete
uniform distribution U[0, 20]. The number of subregions, M, varies from 2 to 6.
The number of basic units, N, varies as 30, 60, 90, 120, 150. For each combination
of M and N 10 test instances were generated. The uniform distribution U[0, N] is
used to determine the incompatibility index. An additional 250 instances were also
generated, considering there is no incompatibility between basic units (Table 2).
CPLEX was used to implement the MILP model, and the heuristic coded in Java and
solved with an Intel Core i3 CPU 2.27 GHz computer.

Table 1 presents differences between solutions, i.e., maximum workloads, given
by the heuristic and model 1. We report the workload difference, which is calculated
as gapheuristic—gapmodel1 where gapmodel1 and gapheuristic are the maximum workload
gap among subregions given by model 1 and heuristic, respectively. We measure
the maximum, minimum, average, and the standard deviation between the work-
loads found with model 1 and the heuristic. Table 2 reports the same performance
measures for instances containing only compatible basic units, i.e. when there is no
incompatibility among basic units. We observe that the performance of the heuristic
is satisfactory, especially with the increasing number of basic units. With the small
number of basic units, there are relatively large gaps in workload per basic unit.

We also test how many times the heuristic finds the same solution as the MILP.
Figure 3 shows that for almost 40% of compatible instances and 30% of all incom-
patible instances, the heuristic is able to find the optimal solution. Among all feasible
instances (around 230), there are only fourteen that the heuristic cannot find a feasible
assignment, although instanceswere feasible. The pre-assignment assignment proce-
dure always provides a feasible initial partitioning into subregions in the presence
of incompatible basic units. Thus, it could be used as an accelerating procedure for
linear integer models.

While the heuristic performance is quite good both in terms of finding the opti-
mality solution and optimality gap, it is a bit weak when it is about solving problem
instances with incompatible basic units. The heuristic method does not always guar-
antee a solution even though a problem instance can be optimally solved if the
incompatibility index is high. In Fig. 4, we report the percentage of infeasible solu-
tions returned by the heuristic, although those instances admit feasible solutions that
we can verify, thanks to the MILP model.
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Table. 1 Difference between heuristic and optimal results

# of subregions Performance measure Incompatible

30 60 90 120 150 180

2 min. 0 0 2 2 0 0

max. 46 14 18 14 15 1

avg. 10.9 3.6 6.5 7.1 6.6 0.1

std. dev. 13.3 4.5 4.6 4.2 5.1 0.7

3 min. 0 0 0 0 2 0

max. 8 7 5 15 14 3

avg. 1.2 2.4 2.1 3.6 5.6 1.5

std. dev. 3.7 2.2 2.2 4.6 4.4 1.04

4 min. 0 0 0 0 0 0

max. 6 5 4 4 7 4

avg. 0.1 1.8 1.5 2.6 3.3 1.5

std. dev. 2.2 1.4 1.6 1 2.5 1.19

5 min. 0 0 0 0 0 1

max. 6 3 6 4 5 5

avg. 0.6 1.8 1.7 1.7 2.1 2.5

std. dev. 2.2 1.2 2.4 1.1 1.9 1.8

6 min. 0 0 0 0 0 1

max. 2 4 3 4 6 6

avg. 0.2 1.3 0.6 1.5 1.8 2.2

std. dev. 1.4 1.1 1 1.4 1.6 1.8

Performance of the PAP

We now show how much the PAP can improve the solution times of mathematical
models. Let S be the set of basic units initially assigned to a subregion with the PAP.
Then, S can be interpreted as a constraint set since some decision variables xij are
assigned a value with the procedure PAP. Recall that the pre-assignment procedure
does not violate optimality since subregions are not specific to basic units.

We used model 2 to test problem instances since it was harder to solve than model
1 (model 1 instances are quickly solvedwith orwithout constraint set). The additional
parameterwe included for the generation ofmodel 2 instances is the distance between
two basic units i and k are generated as dik ∈ U[0, 300].

The number of subregions, M, varies as 3 and 4 (instances with 2 subregions
are quickly solved, and the impact of PAP is not significant when the number of
subregions is greater than 4). Twenty problem instances are generated for each row
in Table 3. For both cases of model 2 with and without constraint set S, Table 3
shows the number of instances solved in 300 s, number of times one case is faster
than the other over 20 instances, and the average solution time of instances which are
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Table. 2 Difference between heuristic and optimal results for only compatible units

# of subregions Performance measure Compatible

30 60 90 120 150 180

2 min. 0 0 0 0 0 0

max. 12 4 2 4 4 2

avg. 2.2 1 0.8 0.8 1 0.9

std. dev. 3.8 1.6 1 1.6 1.4 0.5

3 min. 1 0 0 0 0 0

max. 11 5 6 6 3 5

avg. 5.2 1.8 1.2 2.4 1.5 1.6

std. dev. 3.6 1.6 1.8 2 1.1 1.6

4 min. 0 0 0 0 0 0

max. 7 11 10 5 10 2

avg. 3.2 3.9 3 1.6 2.9 1.2

std. dev. 2.5 3.2 2.9 1.7 2.9 0.6

5 min. 2 0 0 0 0 0

max. 23 11 5 6 6 8

avg. 9.5 4.6 1.7 2.3 1.9 2.5

std. dev. 6.9 3.2 1.4 2 2 2.3

6 min. 2 0 0 0 0 1

max. 22 16 9 3 3 5

avg. 8.3 4.4 3.4 1.3 1.5 2.7

std. dev. 5.8 5 2.5 0.9 1.1 1.6

Fig. 3 Percentage of optimally solved instances with the heuristic
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Fig. 4 Percentage of failure to find a feasible solution with the heuristic

Table. 3 Numerical results in the presence/absence of constraint set S

# of basic
units

# solved in
300 s

# fastest Average
time (s)

# of basic
units

# solved in
300 s

# fastest Average
time (s)

MILP with set S MILP without set S

M = 3 M = 3

100 20 20 <1 100 20 0 8

150 20 20 3 150 20 0 24

200 20 16 25 200 20 4 87

250 17 15 13 250 15 2 175

300 6 6 17 300 0 0 > 300

M = 4 MILP with set S M = 4 MILP without set S

100 20 19 14 100 20 1 39

110 20 18 33 110 20 2 64

120 20 16 55 120 20 4 100

130 20 14 113 130 20 6 115

140 13 13 42 140 13 0 120

150 5 5 85 150 5 0 195

solved in 300 s. The solution time is mainly affected by the increase in the number of
subregions. Table 3 shows that adding constraint set S is able to decrease the solution
time considerably for most instances. The impact of constraint set S is bigger for
cases where M = 3. While there are still a few instances where model 2 without
set S finds a solution faster, the difference in the solution time is not significant.
There are some instances for which constraint set S does not help to decrease the
solution time. Those instances have a low incompatibility index, i.e., not so many
basic units incompatible with each other. Otherwise, the results presented in this
section show that the pre-assignment procedure we propose, improve the solution
time by approximately more than 50% for almost all tested instances.
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On the Use of PAP as an Acceleration Procedure

The decrease in the solution time, thanks to PAP, could be advantageous in many
different solution methodologies. A first example would be the re-optimization
models that have to relaunch the mathematical model(s) and/or algorithmic proce-
dure(s) each time there is a parameter update. This is clearly a case we can count
on in a districting problem. The partition of crews needs to be updated if the treat-
ment of some patients takes longer than expected. Then, a new partition must be
done to balance the workload of crews in different subregions. Another use of PAP
would be in a nested solution procedure, as in [12]. The authors use a three-phase
meta-heuristic to find a schedule for nurses. The first phase partitions nurses among
patients. The second phase determines a schedule for each nurse. The final phase
refines the solution value by resolving the second phase. Clearly, models 1 and 2 do
not find a schedule nor a routing for HHC crews. Thus, the solution procedure can
be extended by considering a second phase in which crews are assigned to different
subregions (thus to patients in those subregions). After finding a schedule and/or a
routing for crews, if the total workload of crews is different than one another, then
some patients may be assigned to a crew from another subregion, and mathematical
models 1 and 2 are resolved. Thus, a similar refining phase, as in [12], can be used
by recalling those models, and even small decreases in solution time are important
since the same models are solved many times.

Conclusion

We revisited the home health care (HHC) districting problem, which consists of
partitioning locations where patients live into larger clusters (or subregions). The
assignment of locations to subregions generates different workloads due to patient
needs in each location. We first showed that the feasible assignment problem in
the presence of incompatible locations is NP-complete. Afterward, for the HHC
workload balancing problem, we proposed a slight modification in the objective
function, aiming to provide a better balance between subregions. Then based on the
idea of the new objective function, we provided a powerful heuristic method that
finds solutions to either most the time-optimal or close to optimal. Besides providing
good numerical results, another advantage of our heuristic method is its ease of
implementation without requiring a commercial solver. Moreover, when instances
get larger (e.g., more than 10 subregions and 500 locations), the solution time of
the mathematical models increases considerably while the heuristic finds a solution
quickly. Thefirst step of the heuristicmethod can be used as an acceleration procedure
for the mathematical model minimizing the maximum distance among locations
assigned to the same subregion. Results showed that the acceleration procedure helps
to decrease the solution time by more than 50% when the number of subregions is
low.
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Many extensions of the studied problem can be considered for future work.
Considering some cancellations or last-minute visits that occur, the solution proce-
dure can be integrated into a re-optimization model. Or instead of handling the
problem with a deterministic point of view, some stochastic approaches can be
applied. Another extension would be to consider the optimal assignment of loca-
tions to subregions as the first step of an HHC planning process. Then the scheduling
of patient visits can be integrated as a second step in the planning process.
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Meta-Analysis Study on the Effect
of Managers’ Leadership Behaviors
on Work Performance of Employees

Baris Evcin and Cemil Ceylan

Abstract In today’s world, where technological developments accelerate and great
competition is experienced, managers play an important role in achieving the goals
of the business. Managers must ensure the continuity of the enterprises. In order to
ensure continuity, managers are trying to keep the work efficiency and quality of the
work done as high as possible. In order to bring these factors to the level they want,
managers knowingly or unknowingly exhibit various leadership behaviors. These
leadership behaviors of managers are of great importance for employee performance.
The culture and systems that leaders create within the organization have a significant
impact on employee performance. For this reason, a meta-analysis was conducted
to explain the relationship between leadership behaviors and employee performance
and to determine the parameters that leaders indirectly affect employee performance.
Within the scope of the meta-analysis study, the relationship between leadership
behaviors and employee performance has been prioritized, and other parameters that
have an indirect effect on the employee performance of the leaders have been exam-
ined. A synthesis by analyzing applications made in different regions and sectors in
Turkey are formed. This research aims to explain the relationship between leadership
behaviors and employee performance, to contribute to the researches about employee
performance, and to serve as an example for those who will conduct a meta-analysis.

Keywords Leadership behaviors · Employee performance ·Meta-analysis method

Introduction

Today, the number of scientific studies is increasing rapidly. In independent studies
conducted on a specific subject, different results are often obtained. No matter how
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well designed, the results of a single study are limited to time, sample, and context
characteristics [1]. In order to interpret this mass of information and lead to new
studies, comprehensive and reliable studies are needed. A meta-analysis, which has
frequently appeared in scientific journals in recent years, offers this opportunity.

Meta-analysis is a method of combining the findings of separate studies and
reviewing criticism. Its specificity is that it uses quantitative methods rather than
relying on judgment alone. This approachmakes it different fromother classic review
methods.

Conducting a meta-analysis generally involves the following steps:

1. Defining the problem,
2. Identify criteria for including individual studies in the meta-analysis,
3. Obtaining individual research,
4. Coding and classification of each study according to the characteristics

associated with meta-analysis,
5. Combining the findings of individual studies,
6. To relate the characteristics of the meta-analysis to the findings.
7. Report the findings of the meta-analysis.

Job Performance

Job performance is defined as an effort that employees should make for a salary [2].
Performance is defined as the quantitative and qualitative expression of an individual,
a group, or an undertaking where he/she can reach for the intended purpose, in other
words, what he/she can provide [3].

Evaluating and improving the performance of its employees is a very important
task for all managers. Managers and team leaders, who value the job satisfaction
expectations of employees, will see that they work much better. Managers and team
leaders who do not pay enough attention to this need will only achieve short-term
results and will have to deal with employees who are inadequate in terms of quality
and quantity [4].

Perceived Organizational Support

Although support is a concept expressed as an informational, emotional, appreciation
and material aid perceived by an individual [5] organizational support, which is
a perception-based concept, means that an individual feels and thinks how much
support is given to him by the organization [6]. Employees perceive the following
attitudes in the organization as the support given to them:

• Consideration and implementation of ideas and suggestions,
• Tolerance of mistakes and feeling safe,
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• Having a positive organizational climate in their relations,
• Believing that it is a fair administration and knowing that it will get what it

deserves,
• Appreciated and honored by its organization.

Hypothesis 1: Perceived organizational support positively and significantly
affects the work performance of employees.

Organizational Ethics

Organizational ethics is defined as themost valid perceptions of organizational proce-
dures and activities based on correct and honest behavior in an organization. For
example, when a decision affecting others is encountered, how does the organiza-
tion determine the right alternative from the organization’s point of view? The most
important source of this information is the business climate that determines ethical
behaviors in the business [7].

As a result, in today’s economy where competition is inevitable and ruthless, on
the one hand, and on the other hand, it is possible to make the right decisions and
act according to objective measures in the ethical problems faced by the enterprises
responsible for their environment.

Hypothesis 2: Ethical climate has a positive effect on individual performance.

Leadership Behaviors

Leader literally; is a creative person who guides, enlightens, shows forward, teaches,
senses the needs and wishes of the people he works within time. A leader can also
be defined as the person who is effective in determining or changing the aims and
behaviors of the group he/she is a member of [8].

The main task of a manager is to use the human and material resources in the
organization in the most efficient way to manage the organization by its objectives.
Therefore, themanagermust have some leadership qualities. The leadership qualities
that a manager should have are as follows; it must have higher personality traits than
its followers, interactwith staff frequently enough, behave according to the conditions
of the environment, and use its strength to motivate staff to work at all times and
allow staff to participate in the decision. Expert writers of the subject also emphasized
features that should not be present. These features are listed as follows; bias, lack of
understanding, indecisiveness, being under the influence, fear, foresight.

The concept of leadership and management should not be confused. The leader
does not need to take the biggest share in the decision process, and the fact that this
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share is low does not harm the leadership. Leaders are the creator and initiator of
great plans. Executives enable these plans to be realized [9].

When the literature is examined, various concepts come to the forefront as lead-
ership behaviors. These concepts are development culture, human-oriented leader-
ship, task-oriented leadership, employee-oriented leadership, vision-oriented lead-
ership, relationship-oriented leadership, risk-oriented leadership, control-oriented
leadership, transformational leadership, interactional leadership, entrepreneurial
leadership, and innovative leadership.

Hypothesis 3: Leadership behaviors positively and significantly affect the work
performance of employees.

Organizational Motivation

The main purpose of motivation practices in organizations is to harmonize the objec-
tives of the employees with the objectives of the organization and thus provide bene-
fits both for themselves and for the organization while carrying out activities in line
with the objectives of the organization. For this reason, various motivating factors are
used in organizations, but although there is not always a motivating factor showing
the same effect in each organization, an incentive tool for one employee may not
have the same effect on the other employee. The impact of these encouraging factors
depends on the individual’s needs as well as the social level, education level, value
judgments, and environmental factors.

Hypothesis 4: Organizational motivation positively and significantly affects the
work performance of employees.

Rewarding

Colin Pitts describes the award as the gains that result from performing a task,
providing a service, or performing a responsibility. According to Pitts, the main
reward is the wage for employees who have been contracted to perform these tasks
regularly. However, the prize is a package that includes wages and includes bonuses,
pensions, health insurance, profit-sharing, and so on. According to Lundy and
Cowling, the concept of rewards includes both direct wages and indirect employee
gains. These are payments made by the employer to employees for their efforts
and skills and are called external rewards. However, organizational rewards include
internal rewards such as status, the definition of appreciation, company membership,
security, career, development, sense of value given to the individual, and sense of
accomplishment [10]. In the literature, the concept of reward is much higher than
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punishment. In the most common sense, “The reward is the boosters that enable
the person to be encouraged to carry out the task assigned to him in a way that
exceeds what is expected of him. “The award refers to tangible or non-tangible bene-
fits that are provided on an uneven basis, in return for the employee’s extraordinary
achievements and contributions.

Hypothesis 5: Rewarding affects employees’ job performance positively and
significantly.

Organizational Democracy

Organizational democracy is the way that superiors and subordinates think together
how to manage the organization, which methods will be used in this administration,
how to achieve success [11].

Organizational democracy has some advantages as well as disadvantages. Advan-
tages include: (i) organizational commitmentmay increase due to increased employee
vocality, (ii) involvement in the decision-making process may facilitate the imple-
mentation of the decisions taken; (iii) democratic practices may pave the way for
employees to feel and act more responsibly towards their organizations) adaptation
to innovation and change can be saved together with the provision of participation
climate; (v) joint decision-making and critical thinking can play an important role in
enhancing the skills of employees; and (vi) democracy can be considered as a form of
management in accordance with moral principles and rules. On the other hand, some
disadvantages of democratic practices that give employees more power and authority
are expressed as follows: (i) employees who do not have the ability to make decisions
can sign decisions that are not suitable for the organization, (ii) democracy is a time-
consuming set of practices and can reduce effectiveness, (iii) the application of the
principles and rules of democracy may necessitate some changes, which may hinder
organizational functioning, (iv) middle and upper-level managers may not want to
share their powerwith lower-level employees and lower-level employeesmay oppose
democratic practices due to their increased responsibilities, (v) democracy may not
be a valid form of governance in all cases, for example, it may not meet expecta-
tions in a situation where rapid decisions are needed and, (vi) the implementation of
democracy in the organization may not be morally correct, since if the performance
of democracy decreases the stakeholders of the enterprise will be adversely affected
[12].

Hypothesis 6: Organizational democracy positively and significantly affects the
work performance of employees.
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Workplace Roughness

Workplace rudeness is voluntary behavior that violates institutional norms, thus
threatening the peace of the institution or employees [13].

Vulnerable behaviors exposed to working life cause individuals to lose confidence
in their abilities and decrease their self-esteem and reputation [14]. As a result of the
roughness of the workplace, which results in employees being withdrawn and drawn
to their shells, they are deprived of the gains that can be obtained from the ideas
and creativity of these individuals [15]. It can be said that these problems caused by
roughness have the potential to decrease individual performance.

Hypothesis 7: Roughness in the workplace negatively affects the work perfor-
mance of employees.

Leader-Member Interaction

The Leader-Member Interaction theory takes a different approach from other lead-
ership theories by making it clear that the leaders do not interact with all group
members within the working group in a similar leadership style and focusing on the
mutual relations between the leader and members. The dual concept here refers to a
leader and an audience, or a manager and a member/subordinate [16, 17].

Members who are in a high-quality relationship with the leader to whom they
are affiliated tend to exert a high level of effort and personal commitment to their
superiors. Thus, they contribute to improving the performance of the leader and the
group. Leaders tend to respond to such subordinates by giving them more social
support, offering organizational resources, and rewarding them [18].

The subordinate, who interacts at a high level with him, take on additional tasks
and responsibilities in return for achieving higher status. The subordinate is asked to
work more, to be attached to the leader, and to share some of the managerial work of
the leader. Higher interaction develops slowly over time with mutual empowerment
behaviors as the interaction cycle repeats. Unless this cycle is interrupted, the rela-
tionship develops to a point where there is a high degree ofmutual trust, commitment,
and support. The benefits of the leader from high-quality interaction are evident. For
leaders who do not have enough time and energy, the help of dedicated subordi-
nates is very important in the process of fulfilling the management responsibility.
However, a high level of interaction also imposes certain obligations and constraints
on the leader. In order to maintain these relationships, the leader must pay atten-
tion to his subordinates, respond to his needs and feelings, and devote more time to
time-consuming methods of influence, such as persuading and consulting them.

Hypothesis 8: The level of Leader-Member interaction positively and signifi-
cantly affects the work performance of employees.
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Ethical Leadership

Key characteristics that characterize ethical leadership are character and accuracy,
ethical awareness, community/individual focus, motivation, encouragement and
empowerment, and ethical accountability management [19]. O’Connell and Bligh
stated that the ethical leader has four main characteristics. Accordingly, the ethical
leader first serves as a lens by reflecting on exactly what is happening. Secondly,
the ethical leader creates clever awareness of his behavior and takes into account the
effects of his behavior on his followers. Thirdly, the ethical leader exhibits a high
level of virtue and acts within the framework of fair and correct behaviors in her
professional and private life. Finally, the ethical leader is guiding his followers with
value and justice because he believes it is the right thing to do [20].

Hypothesis 9: Ethical leadership affects employees’ job performance positively
and significantly.

Methodology

Study Design

In this study, the relationship between the concepts of leadership behaviors, organi-
zational support, organizational ethics, organizational motivation, rewarding, orga-
nizational democracy, workplace roughness, leader-member interaction, and ethical
leadership was tested using the meta-analysis method. Google Scholar was used for
the literature review.

The criteria for this study are defined as follows:

• The surveys were conducted for 11 years between 2008 to 2019.
• Studies include correlation coefficient and sample size values for meta-analysis.
• Correlation value should be the correlation value of the concepts studied.
• Research should be carried out in Turkey.

Search Strategy

The research includes data on the work done together with examples from Turkey.
Twenty of the 30 articles reviewed were evaluated for providing the necessary condi-
tions (correlation coefficient, sample value, etc.) for the meta-analysis study. Ten
articles are not included because they do not meet the requirements.
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Coding Process

Coding is the process of obtaining all the necessary information from the selected
studies. All the distinctive features of the studies are found in the coding form. The
encoding form contains the following components:

• Name of Authors
• Year of publication
• Characteristics of the sample (sector, region)
• Correlation values
• Sample Dimensions.

Table 1 shows the characteristics of the collected studies.

Table 1 Summary of studies

Researchers and publication year Sample size Province Sector

1 Akkoç et al. 2012 348 Ankara Service

2 Örücü and Kanbur 2008 270 Bursa Industry

3 Altaş and Kuzu 2013 135 Sakarya Service

4 Doğanay and Şen 2016 163 İstanbul Service

5 Yılmaz and Karahan 2010 110 Uşak Industry

6 Çınar and Yeşil 2016 306 Kahramanmaraş Service

7 Altındağ and Akgün 2015 200 İstanbul N/A

8 Kesen 2015 174 Aydın N/A

9 Küçük and Çakıcı 2018 477 Mersin N/A

10 Koçak and Özüdoğru 2012 340 Ankara Service

11 Özutku et al. 2008 221 Afyonkarahisar Industry

12 Akman et al. 2015 51 N/A Industry

13 Bıyık et al. 2017 172 N/A Industry

14 Alper and Keleş 2017 122 Sivas Industry

15 Büte 2011 298 Gaziantep N/A

16 Çalışkan and Akkoç 2012 543 Ankara Service

17 Yılmaz and Tanrıverdi 2017 163 Antalya Service

18 Demirel 2017 396 Antalya Service

19 Aktuna and Kılıçlar 2019 397 Ankara Service

20 Ayan 2015 112 Ankara Service
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Findings

Data, Heterogeneity and Publication Bias

Comprehensive Meta-Analysis Software (CMA) was used to analyze the data
provided by the articles. The data sets are shown below:

1. data set: correlation coefficients between organizational support and employee
performance

2. data set: correlation coefficients between organizational ethics and employee
performance

3. data set: correlation coefficients regarding the relationship between leadership
behaviors and employee performance (Table 2)

When the results are examined, it is seen that the 1st and 3rd data sets are hetero-
geneous at the 0.01 significance level, but the second data set is not heterogeneous at
the same significance level. Compared to the variance of the sample, the I2 statistic,
which shows the percentage of variability due to differences between the studies,
is above 97% in the 1st and 3rd data sets. This value ranges from 1 to 100%, and
higher rates indicate higher heterogeneity. Due to the heterogeneity, a random-effects
model will be used during the analyses. The I2 statistic shows that there is no hetero-
geneity in the second data set. Furthermore, the significance level (p= 0.836) is not
acceptable in heterogeneity analysis.

Publication bias can be defined as the probability that all research related to the
subject of the missing data or meta-analysis study will not be published. It is one
of the important limitations of meta-analysis studies. The funnel plot method is a
method used to observe publication bias. The asymmetric distribution in the funnel
plot is considered as a sign of publication bias, and publication bias was observed in
the first dataset. The reasons for this bias may be reasons such as the fact that only
published studies are taken into account, only Turkish publications are taken into
account, bias due to citation, the low number of studies, and studies with negative
findings are not taken into account.

There is no evidence of bias in the graph of the 3rd dataset. The fact that the
number of studies is higher than the first data set may be a factor in this. At the same
time, a more symmetrical graph can be obtained if more studies are included in the
research. The reason for the lack of a funnel plot of the 2nd data set is that the number
of studies is limited to 2. At least three studies are needed for the funnel plot.

Table 2 Heterogeneity
analysis results

Q I2

1st set 189.176 98.946*

2nd set 0.043 0.000

3rd set 285.389 97.197*

*Significant level at 0.01
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Effect Size

The fixed-effect model and the random effect model are the two main models of a
meta-analysis study. Using the random-effects model is one way to address hetero-
geneity. Heterogeneous studies are well suited for meta-analysis. The main assump-
tion of the random effects model is that the actual impact may vary between studies.
Therefore, the random-effects model was used.

The standard measure of meta-analysis is the impact dimension and is used to
determine the strength and direction of the relationship being examined. Pearson
correlation coefficients are used to calculate the effect size. In the hypothesis tests,
the ‘p’ value tends to shrink as the number of observations increases, whereas the
effect size is not affected by the number of observations. The effect sizes of the data
sets are shown in the following figures.

The effect size of the first data set is positive, and the H1 hypothesis is accepted.
The impact of perceived organizational support on employee performance is 0.480 (r
= 0.480) and reveals that the impact of perceived organizational support on employee
performance is close to high [21].

The effect size of the second data set is positive, and theH2 hypothesis is accepted.
The effect of organizational ethics on employee performance is 0.279 (r = 0.279),
and the effect of organizational ethics on employee performance is moderate (see
Cohen 1988).

The effect size of the third data set is positive, and the H3 hypothesis is accepted.
The effect of leadership behaviors on employee performance is 0.617 (r = 0.617),
and the effect of leadership behaviors on employee performance is high (see Cohen
1988).

Since the other studies subject to meta-analysis were not sufficient to form a
cluster in the data set, the effect sizes were not calculated. The following table shows
the values of these studies (Table 3).

When we look at other studies, it is seen that the relationship between organi-
zational motivation and employee performance is high (r = 0.637), but it is not

Table 3 Other concepts affecting employee performance

Authors and publication
year

The dependent variable Sample size Correlation coefficient

Örücü and Kanbur 2008 Organizational motivation 270 0.637

Altındağ and Akgün
2015

Rewarding 200 0.524*

Kesen 2015 Organizational democracy 174 0.104*

Küçük and Çakıcı 2018 Workplace roughness 477 0.247*

Özutku et al. 2008 Leader-member interaction 221 0.125*

Bıyık et al. 2017 Ethical leadership 172 0.478*

*Significant level is 0.05
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significant at p < 0.05 significance level. In this case, the H4 hypothesis is rejected.
There is no positive and significant relationship between organizational motivation
and employee performance. On the other hand, when we look at other studies, we
see rewarding 0.524, organizational democracy 0.104, workplace roughness 0.247,
leader-member interaction 0.125, ethical leadership 0.478 correlation coefficients.
Although there are strong, moderate, and weak relationships among them, these
concepts are significant at p < 0.05 level. Hypotheses H5, H6, H7, H8, and H9 are
accepted. There is a positive and significant relationship between employee perfor-
mance and the concepts of reward, organizational democracy, workplace roughness,
leader-member interaction, and ethical leadership.

Further studies are needed to evaluate the other concepts involved in the review
in the meta-analysis format. When this happens, more realistic results and more
consistent interpretations can be made.

Before starting the analysis of variables, the studies were grouped according to
their geographical region and the business sector where the study was conducted.
Studies are divided into Central Anatolia, Marmara, Mediterranean, and Aegean
regions according to geographical regions. According to the business sector,
the services and industry sectors were separated. In the following tables, the
heterogeneity resulting from this grouping will be analyzed.

As shown in Table 4, high heterogeneity (I2 > 80%) was observed in all regions
without distinguishing geographical regions. The reason for this heterogeneity is
difficult to explain. However, reasons such as inter-study variability, quality of the
study, bias from study selection, other bias effects, and the use of different statistical
methods may be the cause of heterogeneity.

When the effect sizes are examined, high effect size values are observedwith 0.639
and0.549 inCentralAnatolia andMarmara regions, respectively (seeCohen1988). In
the Mediterranean and Aegean regions, low impact magnitude values are observed
with 0.275 and 0.359, respectively (see Cohen 1988). These results show that; In
Central Anatolia and Marmara regions, 1 unit change in the dependent variable
compared toMediterranean andAegean regions affects employee performancemore.
This change in the region may be due to the culture of the region, the business sector,
the climate, or the educational level and marital status of the people.

As can be seen in Table 5, heterogeneity is high in both sectors without changing
according to economic sectors (I2 > 80). The reason for this heterogeneity is difficult
to explain. However, reasons such as inter-study variability, quality of the study, bias

Table 4 Heterogeneity
analysis by geographical
regions

Q I2 Point estimate

Central Anatolia 125.491 96.016 0.639*

Marmara 24.036 87.519 0.549*

Mediterranean 41.586 92.786 0.275*

Aegean 53.149 96.237 0.359*

*Significant level is 0.01
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Table 5 Heterogeneity
analysis by economic sectors

Q I2 Point estimate

Service 372.613 97.316 0.531*

Industry 67.069 94.036 0.482*

*Significant level is 0.01

from study selection, other bias effects, and the use of different statistical methods
may be the cause of heterogeneity.

When the effect sizes are examined, it is seen that there is a moderate relationship
with 0.531 in the service sector and 0.482 in the industrial sector. The fact that the
values are close to each other shows that the relationship between the dependent
variable and employee performance does not change according to the sector.

Results

The results of the meta-analysis study showed that perceived organizational support
and leadership behaviors have a significant effect on employee performance. In
particular, the effect size of leadership behaviors has the highest impact value (ES
= 0.617) of this study. However, organizational ethics does not affect employee
performance. The impact value of organizational ethics (ES = 0.279) is very low.

The variable analysis showed that geographical regions might affect the rela-
tionship between dependent variables and independent variables. According to the
heterogeneity analysis, according to geographical regions, although the effect size
value was high in Central Anatolia and Marmara regions, the effect size value
remained low in the Mediterranean and Aegean regions. This result is thought to
be caused by various regional differences, especially cultural differences. When we
analyzed heterogeneity according to economic sectors, no significant difference was
found. There is no evidence that the relationship between dependent and independent
variables is affected by sectoral differences.

In light of the findings of this study, H1, H2, H3, H5, H6, H7, H8, and H9 are
supported, H4 is not supported.

Limitations and Future Research

The main purpose of this study is to examine the leadership behaviors and other
components that are effective in the performance of the employees and to show how
effective they are. The study contributes to the issues mentioned above. Therefore, it
has some limitations. In this study, it was tried to reach enough studies with limited
human resources in a limited time. In the future, some other authors may review local
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Fig. 1 Formal
representation of the model
with correlation
coefficients.*Significant
level is 0.05, **Significant
level is 0.01, ***Significant
level is 0.001

or national meta-analysis. Collaborations between authors can help authors conduct
better research. This study may also serve as an example for managers and executive
candidates.

Appendix

See Fig. 1.
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12. Harrison JS, Freeman RE (2004) Special topic: democracy in and around organizations. Acad

Manage Executive 18:49–53
13. Robbins SP, Judge TA (2012) Organizational behavior, (Çev. İ. Erdem). Nobel Yayınları,
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Next-Day Operating Room Scheduling
with Time-Dependent Stochastic Surgery
Durations

Enis Kayış, Tuğçe Karataş, and Refik Güllü

Abstract Operating rooms (ORs) are themost costly part of hospitals, thus a priority
for hospital administrations. In this paper, we consider the next-day OR scheduling
problem for multiple operating rooms. We assume that surgeries have uncertain
durations, and distributions of surgery durations are time-dependent. Our aim is to
find the assignment of surgeries to the available ORs, the sequence, and the planned
starting times of surgeries in order to minimize the weighted sum of expected waiting
time of patients, idle time of ORs, and overtime of the hospital staff. In order to
find solutions to the problem, we propose an L-Shaped method, customized to our
problem formulation. We quantify the penalty of ignoring the time-dependency of
surgery durations within a numerical study. We find that the penalty of ignoring the
time-dependency increases with the overtime cost, average surgery durations, and
decreases with surgery variability.

Keywords Operating rooms · OR scheduling · L-shaped method

Introduction

Healthcare expenditures are increasing with an ever-increasing rate [14]. According
to [7], the proportion of healthcare expenditures in total GDP in the USA increased
from 5.0% in 1960 to 17.8% in 2015. Hospital expenditures are responsible for a
third of this spending. To reduce costs, many hospitals have been looking for ways to
increase the efficient use of their resources. According to the Health Care Financial
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Management Association, operating rooms (ORs) account for more than 40% of a
hospital’s revenues and costs [18]. Therefore, it is crucial to increase the efficiency
of ORs in order to better manage the increasing hospital costs.

OR planning and scheduling problems are especially challenging. First, many
factors, including the ability of hospital staff, type of surgeries, and possible compli-
cations encountered during surgeries, result in the inherent uncertainty of surgery
durations. Yet, the accuracy of surgery duration predictions is critical: If surgeries
last shorter than predicted, ORs remain idle, and utilization of ORs decreases. If
surgeries last longer than predicted, patients will wait for their surgeries, and this
will result in dissatisfaction of patients. Moreover, the computational burden of the
problem increases drastically as the number of ORs and thus the number of the surg-
eries increase, since there are too many possible assignments of surgeries to ORs and
sequences of surgeries within ORs.

OR planning problems are divided into three categories in [1, 17]: strategic,
tactical, and operational. Strategic level problems have long-term planning horizons.
The long-term capacity of operating rooms and the allocation of operating rooms
over different specialties are determined at the strategic level. The temporary capacity
of operating rooms and the allocation of surgeries to different days in a week are
determined at the tactical level. At the operational level, daily schedules of operating
rooms are determined. Our research problem lies in this last category: What is the
best next-day OR schedule for a list of surgeries given the time-dependent stochastic
surgery durations?

In this chapter, we consider a next-day OR scheduling problem for multiple ORs.
Emergent surgeries are ignored, and only elective surgeries are considered. It is
assumed that surgeries have uncertain durations, and distributions of surgery dura-
tions are time-dependent. Furthermore, it is assumed that a surgery cannot start
before its planned time, even if the previous surgery is completed earlier than its
planned time. On the other hand, it may start later than the planned time if the
previous surgery is completed after the planned time. The objective is to minimize
the expected weighted sum of waiting time of patients, idle time of operating rooms,
and overtime of the hospital staff. We provide a mathematical model formulation of
the problem, and the L-Shaped method is used to solve the resulting formulation.

The vast literature on OR planning assumes that the duration of surgery does
not depend on the scheduled time of the day. However, recent studies show that the
performance of hospital staff (surgeons, nurses, anesthesiologists, technicians) could
change according to the time of the day (e.g., [19, 19]). Most of the hospital staff
are energetic in the morning, and this may result in a decrease in surgery durations
of early surgeries. Moreover, hospital staff would not want to stay beyond planned
working hours and be more effective in parallel processing and communication with
other team members, which translates into reduced durations for late surgeries. We
consider time-dependent surgery durations and quantify the effect of ignoring the
time-dependency of stochastic surgery durations in OR planning.

A related avenue of research is scheduling papers that consider sequence-
dependent setup times. In these papers, job duration is assumed to depend on the
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preceding job(s). In our study, we model time dependency such that the distribu-
tion of surgery duration depends on whether it is the first, middle, or last scheduled
surgery. Apart from [35], which study the deterministic OR scheduling problem
with sequence-dependent setup times, our paper is the first study that considers
time-dependent stochastic surgery durations in next-day OR scheduling.

Literature Review

OR planning and scheduling problems have drawn great attention during the last
50 years. For a comprehensive review, we refer the reader to [6, 6]. In this section,
we briefly discuss papers on stochastic OR planning grouped into two categories:
papers that study only scheduling and those that consider both sequencing and
scheduling of surgeries. Then, we highlight papers on machine scheduling with
sequence-dependent setup times, which is a related stream for our study.

Papers in the first category assume that sequence of surgeries is known at the
beginning and aims to find the optimally planned surgery durations. Reference [33]
finds that the problem is of a “Newsvendor” type when there are two surgeries. If
the number of surgeries is more, a myopic heuristic is proposed. Reference [31]
aims to minimize the weighted customer delay time and system completion time.
Under exponentially and independently distributed surgery durations, it proves the
convexity of the objective function. It is argued that the optimal durations exhibit a
dome-shaped pattern: the planned surgery durations first increase and then decrease
as one moves toward the later surgeries in the sequence. Reference [8] formulate
the problem as a two-stage stochastic linear program. It finds the lower and upper
bounds of the objective function and then employs theL-Shapedmethodwith sequen-
tial bounding to solve this problem. Reference [4] study the case where the surgery
durations are distributed with a joint discrete probability function. It is shown that
the optimal surgery durations can be calculated in polynomial time. Since the exact
solution is hard to find, some papers focus on developing effective heuristics. Refer-
ence [29] propose a robust heuristic to minimize the weighted sum of the waiting
time of the patients and the idle time of surgeons. Finally, [21] develop a method to
find the exact solution to the problem and propose a hybrid heuristic motivated by
real practices.

The problem of finding the optimal sequence as well as the planned starting
times of surgeries within a single OR, is even more challenging. Reference [32]
proposes a sequential two-phasemethod in which first the sequence, then the planned
starting times are calculated. It finds that under exponentially distributed service
times, sequencing jobs in order of decreasing means gives the optimal sequence.
Reference [12] consider elective case scheduling to maximize the utilization of
the operating rooms. Two heuristics for scheduling of surgeries are used: Earliest
Start Time Heuristic and Latest Start Time Heuristic. The first heuristic is good at
predicting start time, and the second heuristic can eliminate overtime. Reference [25]
studies OR scheduling with the aims of maximizing the throughput and minimizing
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waiting time and overtime. It is argued that short procedures contain less variability
than long procedures. Thus, scheduling short-duration procedures first maximize on-
time performance. A two-stage stochastic programming model is presented in [10]
to sequence surgeries and schedule surgery durations simultaneously. The paper
employs the Sample Average Approximation (SAA) method to find solutions using
four different sequencing heuristics. It is concluded that sequencing surgeries using
Shortest-Variance-First (SVF) rule outperform other heuristics. Reference [28] prove
that thefinite scenarioSAAmethod isNP-Complete. Theydevelop aheuristicmethod
based on Bender’s decomposition, and the results are compared with the solutions
found by the SAA method. It discusses that this heuristic has significantly better
results than SVF heuristic when the unit costs are unequal. Reference [2] studies a
single machine stochastic scheduling problem and finds that when the job processing
times are distributed normally, and earliness and tardiness costs are the same for each
job, the optimal sequence is SVF. Reference [15] extends this result and proves that
the SVF rule is optimal under the assumption of dilation ordering of processing
durations.

When there are multiple available ORs, another dimension of the assignment of
surgeries to the ORs is introduced into an already challenging problem. Reference
[9] develop a simulation model to handle uncertainties related to the intake process,
surgical procedure, and recovery process. A simple simulated annealing method
is used in order to improve the patient arrival schedule. Reference [22] develop a
stochastic model for OR scheduling with elective and emergent surgeries under the
assumption that surgery durations of elective surgeries are known and deterministic.
A Monte Carlo optimization is proposed that combines Monte Carlo simulation and
mixed-integer program. In this model, elective surgeries are assigned into different
periods over the planning horizon in order to minimize the sum of elective patient-
related costs and overtime cost of operating rooms. Reference [23] assume that
operating rooms are identical, and the SAA method is used as a solution method.
They find that the Monte Carlo optimization method converges exponentially to a
real optimal solution. Reference [11] develop twomethods to minimize the total sum
of the fixed cost of opening operating rooms and the variable cost of overtime relative
to a fixed length of a day. The first method is a two-stage stochastic linear program
with binary decisions in the first stage, and simple recourse in the second stage. The
binary decisions in the first stage are the number of operations to be opened, and the
assignment of surgeries to operating rooms. The secondmethod tries to minimize the
maximum cost associated with the uncertainty of surgery durations. The paper finds
that the second method is faster, and it benefits from limiting the worst-case outcome
of the recourse problem. Reference [3] employ the L-Shaped method for multiple
operating rooms and multiple surgeries problem. In the first stage, the number of
operating rooms to be opened, the assignment of surgeries into operating rooms,
and the sequence of the surgeries within ORs are determined. Therefore, this stage
only includes binary variables. In the second stage, the weighted sum of the waiting
time, idle time, and overtime are calculated by using the values of binary variables
obtained in the first stage. Finally, [35] develop a method for solving a problem with
sequence-dependent setup times of surgeries. The goal is to decide on the number
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of operating rooms to open, the assignment of surgeries to operating rooms and the
sequence of surgeries within an operating room. It is assumed that surgeries belong to
different types, each operating room allows only a set of surgery types and setup time,
and surgery durations are deterministic. It is found that the Constraint Programming
model gives more efficient results in terms of computation time and solution quality
than the Mixed Integer Nonlinear Programming model.

There are several studies on machine scheduling with sequence-dependent setup
times that are relevant to our problem. As in [35], the majority of studies on machine
scheduling problems with sequence-dependent setup times focus on deterministic
setup times due to the computational burden of stochastic problems. Reference [16]
proposes an assignment algorithm, which is an extension of the Hungarian algorithm
for scheduling jobs when there exist many identical parallel machines. Reference
[26] propose a three-phase heuristic for scheduling of jobs when there exists only
one machine. It is assumed that setup times are sequence-dependent, and all jobs
are available for processing at time zero. In the first phase, several parameters that
characterize the problem are calculated. By using these parameters, the schedule
of jobs is found based on a priority rule in the second phase. In the last phase, the
schedule obtained in the second phase is improved by using a local improvement
procedure. Reference [27] extends the same problem to many parallel and iden-
tical machines. The same heuristic is used for the solution of the problem, and the
simulated annealing method is applied in the third phase.

In conclusion, there are several studies on the scheduling and sequencing of the
surgeries. It is nearly impossible to solve these problems exactly, and different heuris-
tics are developed in order to solve these problems. However, there is no study
on the scheduling and sequencing of ORs under time-dependent stochastic surgery
durations. The problem of finding the optimal schedule under time-dependent setup
times have been studied assuming deterministic setup and surgery durations. We
consider stochastic surgery durations, and the computational complexity increases
significantly as the number of surgeries and the number of ORs increases.

Problem Formulation

We study a stochastic next-day OR planning problem: Given the list of the surgeries
to be performed the next day, one must assign each surgery in this list an OR, a
sequence within this OR, and a planned starting time. Let S = {1, . . . , N } be the
set of surgeries that need to be scheduled for the next day. There are m identical
ORs, and each OR k is assigned with nk surgeries for k = {1, . . . ,m}. Trivially we
have

∑m
k=1 nk = N . We assume that the number of surgeries assigned to each OR is

determined in advance by hospital management.
All surgeries are assumed to be elective. Surgery durations are independently

and non-identically distributed. We measure the surgery duration from wheels-in
to wheels-out, i.e., surgery duration includes setup time before the surgery, actual
surgery duration, and clean-up time after the surgery. Ti, j,k is the random duration of
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surgery j, with a cumulative distribution function Fi, j (x) and a probability density
function fi, j (x), when it is assigned to i-th sequence in k-th OR.We assume that ORs
are identical; hence surgery durations do not depend on the assigned OR. The first
surgery of the OR starts without any waiting time, but surgeries later in the sequence
should wait for the preceding surgery to be completed and the planned start time to
arrive.

Our objective is to find a schedule that minimizes the expected weighted cost of
waiting time of the patients, idle time of the operating rooms between two successive
surgeries, and overtime of the ORs beyond planned opening times. We use weights
for these cost components to reflect the fact that their priorities may not be equal. α1

is defined as the unit cost of the idle time, α2 is defined as the unit cost of the waiting
time, and α3 is defined as the unit cost of the overtime.

There are two types of decision variables in our model: continuous (planned
surgery duration, waiting time, idle time and overtime) and binary (sequence and
assignment of surgeries). Di,k is the assigned duration of i-th scheduled surgery in
k-th OR.wi, j,k is the waiting time of the patient who is waiting for surgery j, which is
assigned to i-th sequence in k-th OR. It takes positive value only if (i-1)-th scheduled
surgery in k-th operating room lasts longer than its planned time. si, j,k is the idle
time of the OR right after i-th scheduled surgery in k-th OR. It is the time interval
between the completion time of i-th scheduled surgery and the planned starting time
of (i + 1)-th scheduled surgery in k-th OR. ok is the excessive time over the total
planned time of all surgeries assigned to k-th OR. The binary variable xi, j,k takes the
value of 1 if surgery j is assigned to i-th sequence in k-th operating room.

Our problem could be formulated as a StochasticMixed-Integer Problem (SMIP).
However, it is nearly impossible to find an exact solution. Instead, we will provide a
formulation based on the SAAmethod, which is one of themost common approaches
to solve SMIPs. SAA generates a number of scenarios (samples) for the random vari-
ables in the problem and estimates the objective function using the average weighted
cost over these samples. In our context, a scenario is one particular sample path real-
ization of all surgeries’ random durations. Clearly, the approximation error reduces
as the number of scenarios increases.

Some of the parameters and decision variables used in this method have an index
p representing the scenario number. Let parameter T p

i, j,k be the random duration of
surgery j in p-th scenario when it is assigned to i-th sequence in k-th OR. Since we
assume that surgery durations are time-dependent, this parameter is sampled from
the associated distribution with completing surgery j in the i-th sequence. wp

i, j,k is
the waiting time of the patient who is waiting for surgery j, which is assigned to i-th
sequence in k-th OR in p-th scenario. s pi, j,k is the idle time of the operating room
right after i-th scheduled surgery in k-th OR in p-th scenario. op

k is the excessive time
over the total planned time of all surgeries assigned to k-th OR in p-th scenario.

One can formulate the problem to be solved with the SAA method as follows:

Min
1

P

P∑

p=1

(

m∑

k=1

(

n∑

j=1

(

nk∑

i=1

α1.s
p
i, j,k +

nk∑

i=2

α2.w
p
i, j,k) + α3.o

p
k )) (1)
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s.t.

−
n∑

j=1

wp
i, j,k +

n∑

j=1

wp
i+1, j,k −

n∑

j=1

s pi, j,k + Di,k =
n∑

j=1

T p
i, j,k · xi, j,k

i = 1, . . . ,nk - 1, k = 1, . . . ,m and p = 1, . . . ,P

(2)

−
n∑

j=1

wp
nk , j,k

−
n∑

j=1

s pnk , j,k + Dnk ,k + op
k =

n∑

j=1

T p
nk , j,k

· xnk , j,k .

k = 1, . . . ,m and p = 1, . . . ,P

(3)

m∑

k=1

nk∑

i=1

xi, j,k = 1 j = 1, . . . ,N (4)

n∑

j=1

xi, j,k = 1 i = 1, . . . ,nk and k = 1, . . . ,m (5)

s pi, j,k ≤ M1 · xi, j,k i = 1, . . . ,nk and j = 1, . . . ,N and k = 1, . . . ,m and p = 1, . . . ,P
(6)

wp
i, j,k ≤ M2.xi, j,k i = 2, . . . ,nk and j = 1, . . . ,n, k = 1, . . . ,m and p = 1, . . . ,P (7)

j∑

k=1

nk∑

i=1

xi, j,k = 1 j = 1, . . . ,m (8)

min{ j,m}∑

k=r

nk∑

i=1

xi, j,k −
j−1∑

a=r−1

nk∑

i=1

xi,a,r−1 ≤ 0 j = 2, . . . ,N and r = 2, . . . ,min(j,m) (9)

s pi, j,k,w
p
i, j,k ≥ 0 i = 2, . . . ,nk and j = 1, . . . ,N and k = 1, . . . ,m and p = 1, . . . ,P

(10)

op
k ≥ 0 k = 1, . . . ,m and p = 1, . . . ,P (11)

Di,k ≥ 0 i = 1, . . . ,nk and k = 1, . . . ,m (12)

xi, j,k ∈ {0, 1} i = 1, . . . , nk and j = 1, . . . ,N and k = 1, . . . ,m (13)

The objective function (1) is the weighted average cost of the waiting time of the
patients, the idle time of the ORs, and the overtime of the surgeons. Constraints (2)
and (3) provide the relationship between the waiting time of the patients, the idle time
of the ORs, and the overtime of the surgeons. Constraints (4) and (5), respectively,
ensure that surgery is assigned to exactly one sequence in exactly one OR, and each
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sequence in each OR is assigned to exactly one surgery. Constraints (6) and (7)
guarantee that the waiting time and the idle time variables are equal to 0 unless j-th
surgery is assigned to i-th sequence in k-th OR. In these constraints, M indicates a
large number. Constraints (10), (11), and (12) define the non-negativity restrictions
of the waiting time, the idle time, the overtime, and the assigned duration variables,
respectively. Constraint (13) is the integrality constraint.

Constraints (8) and (9) are symmetry breaking constraints: In terms of sequencing
of surgeries, there are N! possible allocation of surgeries. However, it is possible to
decrease the number of allocations that should be considered, since we assume that
ORs are identical. This constraint set prevents obtaining the same solution again.
Constraint (8) helps assigning the surgeries to operating rooms in the lexicographical
order, since assigning surgeries lexicographically will give a feasible solution to the
problem (see, for example, [30]). According to this constraint, surgery 1 should be
assigned to OR 1. Surgery 2 can be assigned to the OR 1 or OR 2. By following this
pattern, surgery (m − 1) can be assigned to the first (m − 1) ORs, and surgery m
can be assigned to any OR. Constraint (9) prevents assigning surgeries to ORs that
have a larger OR number index than the smallest OR number index of empty ORs
(see, for example, [11]). For example, surgery 4 cannot be assigned to the third OR
if there exists no surgery in the second OR.

Solution Methodology

As the number of operating rooms and the number of surgeries increase, the problem
size increases drastically. For these cases, the SAAmethod cannot provide a solution
within a reasonable computation time. As an alternative, we propose to solve our
problem using the L-Shaped method (see, for example, [3], and [5, 24, 34]).

The L-shaped method computes a solution in two stages, defined as a master
problem and a subproblem. In the master problem, the assignment of surgeries to
ORs and their sequences within the OR are determined by solving a mixed-integer
problem. The objective of this problem is tominimize the value of a variable, denoted
by�, which is the expected recourse function.� is the expected value of the objective
function of the subproblem given the sequences of surgeries in their assigned ORs.
In the second stage, the total weighted sum of the waiting time of the patients for
the surgeries, the idle time of the operating rooms, and the overtime of the ORs is
minimized. A slightly modified version of the SAA model defined in the previous
section is used to solve the subproblem. Since the values of the binary variables are
assigned in the first stage, the second stage of the L-Shaped method is solving a
simple linear programming problem. Figure 1 presents the overall algorithm of the
L-Shaped method.

As an input, the algorithm requires α1, α2, α3 weights, the number of operating
rooms (m), and the total number of surgeries (N). It is assumed that each operating
room will have an equal number of surgeries. Furthermore, parameters of time-
dependent surgery duration distributions for each surgery should be provided.
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Require m and N;
Require Parameters of distributions of surgery durations for i=1,2,…,N/m and j=1,2,…,N;

while do
solve the master problem to obtain the values of x decision variables and the corres-
ponding objective value ; 
substitute x into the subproblem;  
generate scenarios and obtain T matrix; 
solve the subproblem; 

add to the master problem;
end while

is the optimal value of the problem.

Fig. 1 L-Shaped method algorithm

The algorithm starts by initializing w and � variables: w is set to 0, and � is set
to−∞ in this step. w is the objective value of the subproblem, and� is the objective
value of the master problem. At each step of this algorithm, � and w values are
obtained, respectively. The algorithm continues to iterate as long as the value of w is
larger than the value of �. At each iteration, an optimality cut is added to the master
problem, and these cuts help � converge to the optimal value of the problem.

In the algorithm, the value ofw is calculated as πT ×(h − T × x), π is the matrix
of optimal simplex multipliers, and h is the vector of constants of each constraint. In
our problem, we take h = 0 since there exist no constants in all constraints. T is the
coefficient matrix of the values of the xi, j,k binary variables. This matrix consists of
the surgery duration values generated in different scenarios. Once the subproblem is
solved, if the value of w is larger than �, an optimality cut, � ≥ πT × (h − T × x),
is generated and added to the master problem.

Themaster problem formulation startswith the objective function,which is simply
theminimization of the variable�. The constraints in the first iteration are constraints
(4), (5), (8), (9), and (13) of the SAA problem formulation, as defined in the previous
section. In the subsequent iterations, additional optimality cuts are added to the
master problem, as explained before.

Once the assignment of surgeries to ORs and their sequences within the ORs are
determined in the master problem, the subproblem aims to find the planned starting
times of the surgeries. The objective function is exactly that of the SAA problem
formulation as defined in theprevious section,which is the average totalweighted cost
of idle time, waiting time, and overtime across the scenarios. The constraints of the
subproblem are Eqs. (2–3), (6–7), and (10–12) from the SAA problem formulation.
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Numerical Results

To understand the computational performance of the L-shaped method and quantify
the value of considering time-dependent surgery durations, we conduct a compu-
tational study. We investigate the relationship between different parameter settings
and the penalty of ignoring time-dependent surgery durations, which is calculated as
the per-centage difference between the optimum objective value of the problem with
and without the assumption of time-dependent surgery durations, as shown below:

P I = Obji − Obj

Obj
× 100%

In this equation, Obji is the objective value obtained when time-dependent
surgery durations are ignored, and Obj is the optimum objective value obtained
when time-dependent surgery durations are incorporated.

In order to decrease the computation time of the L-shaped method further, the
SVF rule is used to sequence the surgeries. Particularly, we include the following
constraint to the master problem in order to sequence the surgeries according to the
SVF rule:

N∑

j=1

xi−1, j,k × Vi−1, j −
N∑

j=1

xi, j,k × Vi, j ≤ 0 i = 2, . . . , nk and k = 1, . . . ,m

In this constraint Vi, j is the variance of the distribution of the surgery duration
of surgery j when it is assigned to i-th sequence. Finally, we use mean surgery
durations as the planned surgery durations as a heuristic in the initial iteration of
the L-shaped method to give an initial lower bound to the objective function of the
master problem. The weighted cost obtained from this heuristic is used as a lower
bound for the objective function of the master problem.

Experimental Setting

In our computational study, we vary a few parameters to study the extent of PI and
the relationship between PI and our problem parameters. The number of operating
rooms is chosen from the set {2, 3, 4}, and the number of surgeries for each operating
room is taken as 3. Following the literature on surgery duration estimation, we use
the log-normal distribution family to model surgery duration distributions. We take
the time unit as an hour. We consider two different modes for the surgery duration
distributions: short duration and long duration. For each mode, two different values
for mean and coefficient of variation (CV) of surgeries durations are generated. The
mean of surgery durations is generated randomly from U[0.5, 1] to model short
duration surgeries and from U[1, 4] to model long duration surgeries. CV of surgery
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durations is generated randomly from U[0.4, 0.8] for short duration surgeries, and
from U[0.8, 1.2] for long-duration surgeries.

We consider the time-dependency of surgery durations in our computational study
as follows. The mean and standard deviation of the surgery durations of surgeries
assigned to the first sequence in each operating room and surgeries assigned to the
last sequence in each operating room is adjusted by multipliers. The value of the
coefficient of variation will remain the same since both mean and standard deviation
will be multiplied by the same value. The multiplier of surgeries assigned to the first
sequence in each operating room is chosen from the set afirst = {0.9, 0.95, 0.983},
and it is called the first-surgery multiplier. The multiplier of surgeries assigned to the
last sequence in each operating room is chosen from the set alast = {0.8, 0.9}, and
it is called the last-surgery multiplier. These parameter values are chosen following
the empirical study of [19].

Furthermore, there will be four different combinations of {α1, α2, α3}:
{0.2, 0.2, 0.6} is used to observe the effect of high overtime weight, {0.2, 0.6, 0.2}
is used to observe the effect of high waiting time weight, {0.6, 0.2, 0.2} is used to
observe the effect of high idle time weight, and {0.33, 0.33, 0.33} is used to model
equal weights settings.

There are three options for the number of ORs, three options for the first-surgery
multiplier, three options for the last-surgery multiplier, four different combinations
for {α1, α2, α3}, two options for the mean of surgery durations, and two options for
coefficient of variation of surgery durations. In totalwe consider 3×3×2×4×2×2 =
288 different parameter combinations.

Analysis of the Results

We summarize the minimum, average, and maximum percentage penalty of ignoring
time dependency, PI, as we change problem parameters one at a time in Table 1.

The average penalty decreases as the first-surgery multiplier increases, as
expected. The slope of the decrease is smaller as one gets closer to 1. Similarly,
the average penalty decreases as the last-surgery multiplier increases from 0.8 to 0.9.
Remember that when the last surgery duration is overestimated, only the idle time
cost due to the last surgery being completed before planned time increases. None of
the preceding surgeries are affected. Hence the penalty could be limited. However,
it is possible to modify OR assignment and sequence in order to take advantage of
time-dependency. These results support our insights.

Next, we investigate the effect of having long surgeries or surgeries with higher
duration variability on the penalty of ignorance.When the list includes relatively long
surgeries, the average penalty is higher. On the other hand, when the list includes
surgeries with relatively more variable durations, the average penalty decreases. We
believe that when there is sufficient variability in the surgery durations, the advantage
of considering time-dependency disappears.
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Table 1 Statistics of PI as problem parameters vary

Parameter Value Min (%) Avg (%) Max (%)

afirst 0.9 0.06 1.96 6.52

0.95 0.04 1.56 6.78

0.983 0 1.59 4.88

alast 0.8 0.06 2.04 6.52

0.9 0 1.36 6.78

Mean mode Small 0 1.36 5.70

Large 0.05 1.99 6.78

CV mode Small 0.09 2.15 6.78

Large 0 1.12 3.27

Unit cost comb {0.2, 0.2, 0.6} 0.12 2.01 6.52

{0.2, 0.6, 0.2} 0.09 1.52 6.78

{0.33, 0.33, 0.33} 0.06 1.7 5.44

{0.6, 0.2, 0.2} 0 1.54 4.74

Keeping the unit cost of idle time as 0.2, we observe that the average penalty of
ignoring time-dependent surgery durations decreases when the unit cost of waiting
time increases, and the unit cost of overtime decreases. Moreover, when the unit cost
of waiting time is kept as 0.2, we find that the average penalty of ignoring time-
dependent surgery durations decreases as the unit cost of idle time increases, and the
unit cost of overtime decreases. Finally, we observe that the average penalty is high
when the overtime cost has significant weight or all unit costs are equal. The former
observation is due to the effect of the last-surgery multiplier.

Computational performance of our L-shapedmethod deteriorates as the number of
ORs increases due to the increasing number of binary variables: 36 binary variables
are used when there are 2 ORs. This number is 81 with 3 ORs and 144 with 4 ORs.
Table 2 shows the number of iterations in the L-shaped algorithm as well as the
total solution time in seconds. There is a superlinear increase in the average number
of iterations as the number of ORs increases. However, the increase in the average
solution time is more superlinear. This observation highlights the fact that the master
problem requires significantly more time as the number of ORs increases. To check
the effect of using SVF heuristic in the master problem, we computed the solution

Table 2 Solution time and the number of iterations as the number of ORs varies

# of iterations Time (seconds)

# of ORs Min Avg Max Min Avg Max

2 2 2.61 14 12.27 25.16 99.52

3 2 4.90 104 16.63 174.70 1471.56

4 2 8.77 315 24.52 1315.37 8853.20
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with 2 ORs without this heuristic. We find that the optimum values are very close,
yet the average (maximum) solution time increases from 25.16 (99.52) seconds to
167.57 (2650.69) seconds. Therefore, we conclude that using SVF heuristic in the
master problem is quite effective.

Conclusions

ORsare responsible for themajority of a hospital’s revenues, and also the costliest part
of healthcare services. In this paper,we consider the next-dayOR scheduling problem
with multiple ORs. We study this problem under time-dependent and stochastic
surgery durations. We formulate the problem as a Stochastic Mixed Integer Program
and propose an L-shaped algorithm to solve this problem within a reasonable time
limit. Through a computational study, we quantify the penalty of ignoring time-
dependency in creating OR schedules and investigate the effects of problem param-
eters on this penalty. Results show that penalty of ignoring time-dependent surgery
durations increases as the unit cost of idle time or the unit cost of waiting time
decreases. Furthermore, the penalty of ignoring time-dependent surgery durations is
directly proportional to surgery durations, whereas inversely proportional to surgery
duration variability.

Further research is needed to develop heuristics to solve problems with larger
numbers of surgeries and ORs within reasonable computational times. Another
avenue for research is to incorporate other factors that effect surgery duration,
such as surgery team and other resources. Finally, integration of pre and post-
operative processes and their resource usage could create additional insights for
the OR managers.
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Value of MRI and Ultrasound Screening
for Breast Cancer in Non-High-Risk
Populations

Burhaneddin Sandikçi and Mücahit Çevik

Abstract Mammography is the gold standard for breast cancer screening in the
vast majority of the world, but it is known to be less accurate for women with
dense breasts. To improve cancer detection accuracy, supplemental ultrasound and
Magnetic Resonance Imaging (MRI) screening have been recently introduced and
are actively recommended for high-risk populations by many agencies. This chapter
studies the value of supplemental tests in non-high-risk populations using a partially
observable Markov decision process model alongside a simulation model. A numer-
ical study using these models driven by clinical data reveals that supplemental tests
may not cause any meaningful improvement in the quality-adjusted life expectancy
for non-high-risk women, and they may indeed be harmful if used routinely after
biennial or annual mammographies for non-high-risk women. However, they are
associated with significant improvements in overall cancer detection rate, the time
to detect cancer, fraction of in situ cases that deteriorate to the invasive stage as well
as the fraction of women who die with undiagnosed cancer. While MRI is generally
more effective than ultrasound on several performance metrics, it also suffers from
significantly increased false positives, hindering its viability for this population.

Keywords Medical decision making · Breast cancer screening · Mammography ·
Magnetic resonance imaging · Ultrasound · Markov decision process · Simulation

Introduction

Breast cancer is a disease characterized by the uncontrolled growth of cells in the
breast tissue. These abnormal cells can spread over time to other organs in the body—
a phenomenon known as metastasis—and cause death. Breast cancer is the most
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frequently diagnosed cancer and the leading cause of cancer death in women world-
wide: an estimated 2.09 million new cases were diagnosed (accounting for more
than 25% of all new female cancers), and 626,679 women died due to breast cancer
(accounting for 15% of cancer-related female deaths) in 2018 [11].

Global Cancer Observatory (http://gco.iarc.fr) data indicate that incidence rate
(i.e., new cases per 100,000 population) is 46.3 worldwide, but it varies signifi-
cantly across the globe: it is highest in continental Oceania (Australia and New
Zealand), Europe (with Belgium having the highest global rate of 113.2) and North
America. Risk factors associated with developing breast cancer include personal and
family history of breast or ovarian cancer, inherited genemutations such as BRCA1/2
genes, breast density, early age of menarche, late age of menopause, postponement
of childbearing and having fewer children, use of oral contraceptives and hormone
replacement therapy, unhealthy diet and obesity, tobacco and alcohol use, decreased
levels of physical activity and breastfeeding [3, 12, 17, 33].

Mortality rates, however, display much less variability: worldwide average in
2018 is estimated at 13.0 per 100,000 population, while it is lowest in Asia (11.3)
and highest in Africa (17.2). Survival rates improve over time across the globe.
Early detection is critical to improving survival since stage at diagnosis is one of the
most important factors affecting prognosis [3]. Mammography screening is identi-
fied as the most cost-effective method for the early detection of breast cancer [15].
Screening refers to the examination of asymptomatic individuals to detect a disease
before clinical symptoms are revealed, hence prevent the spread of the disease from
helping maximize the likelihood of treatment success. Simply stated, mammog-
raphy screening involves taking an X-ray image of the breast and the interpretation
of this image by an experienced radiologist. While most of the developed world
(including the United States and Western European countries) use mammography
as the gold standard for breast cancer screening, there are disagreements about at
what age to start/stop screening and the frequency of screening. The imperfect nature
of mammography (i.e., false positives indicating false alarms in healthy women and
false negatives indicatingmissed cancer cases) contribute to such disagreements. The
degree of its accuracy decreases even further for women with dense breasts [20].

The need to improve the detection accuracy of screening has led to supplementing
mammography, particularly for women who are at high risk of breast cancer, with
additional screening modalities. Among the available modalities for evaluation of
the breast, ultrasound and MRI have been found to have the highest incremental
effectiveness for the detection of breast cancer [2, 10, 20]. American Cancer Society,
for example, recommends breast MRI as a supplement to mammography for patients
at high risk defined as those with a lifetime risk of at least 20%. The main rationale
for limiting MRI screening to those at greatest risk is in part due to its relatively high
cost [8, 25].

In this study, we focus on quantifying the value of supplemental MRI and
ultrasound screening for breast cancer in non-high-risk women. For this purpose,
we ignore financial costs and focus purely on the incremental life benefits of
supplemental screening. To optimize the use of available screening modalities (i.e.,
mammography, supplemental ultrasound, and supplemental MRI) for a woman, we

http://gco.iarc.fr
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use a partially observed Markov decision process (POMDP) model that maximizes
an individual’s quality-adjusted life expectancy (QALE).

POMDPs provide a natural framework to optimize stochastic and dynamic
systems, where the system state evolves stochastically over time, but the decision-
maker cannot directly observe its evolution. Lacking direct access to the actual system
state (also knownas the core state), the decision-maker receives signals that (partially)
informs about the actual state. For instance, in a manufacturing system, a machine
may be going through various deterioration states.Opening up themachine to directly
observe the machine state may be too costly, but the system controller may infer the
state of the machine by assessing the quality of the products obtained from the
machine. We refer the interested reader to [13, 17, 20, 29] for detailed reviews of the
POMDP methodology, solution algorithms, and applications.

Several papers have used partially observed Markov process models to study
screening optimization in breast cancer detection. Maillart et al. [23] are among
the first to formulate a partially observed Markov chain model to evaluate a given
set of mammography screening policies through sample-path enumeration of the
underlying Markov chain. Madadi et al. [22] extend the work of Maillart et al. [23]
to also incorporate patient adherence. Ayer et al. [4] formulate and solve a POMDP
model to optimize mammography screening decisions based on an individual’s risk
of breast cancer, which is later extended by Ayer et al. [5] to also incorporate patient
adherence. Cevik et al. [14] propose a constrained POMDP model to optimize the
mammography screening schedule when patients are allowed a limited number of
mammographies due to resource constraints. All of the cited literature, however,
consider mammography as the only screening modality. The only exception, to the
best of our knowledge, is the work of Sandıkçı et al. [28], which offers a POMDP
model to optimize mammography plus supplemental ultrasound and MRI screening
for high-riskwomen.Weutilize themodel proposed in Sandıkçı et al. [28] to study the
value of supplemental ultrasound and MRI screening in non-high-risk populations.

Methodology

The POMDP Model

Westartwith simplifying assumptions to capture the complex breast cancer screening
decision process in a mathematically tractable way. Accordingly, we assume that the
screening decisions for a woman start when she reaches a certain age (e.g., 40 years)
and continues at regular intervals (e.g., annually) until she reaches a certain age
(e.g., 80 years). At each decision interval, for the woman under consideration, the
physician assesses her risk of breast cancer, recommends whether or not mammog-
raphy screening should take place and, depending on the result of themammography,
recommends whether or not supplemental ultrasound or MRI screening should take
place. Since missing a cancer case (i.e., a false negative conclusion) is arguably
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the most important concern, we consider supplemental tests only after a negative
mammography test. We also assume that the patient fully adheres to the recommen-
dations of her physician. In addition to imperfect screening tests (namely, mammog-
raphy, ultrasound, and MRI), the physician has access to a perfect diagnostic test
(e.g., biopsy) that can reveal the actual cancer state of the woman. The biopsy
option, however, is costly/painful/stressful, and, therefore, it is performed only if
the woman tests positive from any of the screening tests. If the biopsy confirms the
positive screening test, then the screening decision process concludes, and the patient
immediately starts cancer treatment. If the biopsy finding reveals that the screening
outcome is a false positive, then the physician revises the cancer risk assessment for
the patient, and the screening process continues with this updated risk assessment in
the next decision interval.

We use a discrete-time finite-horizon nonstationary POMDPmodel, first proposed
in Sandıkçı et al. [28], to optimize breast cancer screening recommendations of
a physician. For completeness, we recall the technical details of this model. The
planning horizon is denoted by τ < ∞ and decision points are indexed by t =
1, 2, . . . , τ . Let i ∈ S denote the actual state of the patient. The state-space S includes
an absorbing state for ‘patient death’ as well as many ‘surviving’ states, which can
track all relevant information for making the screening decisions. A subset of the
surviving states (e.g., whether or not the patient has cancer and the stage of cancer)
may not be directly observable to the decision-maker. This issue is circumvented by
constructing a belief vector π , whose i th component π(i) denotes the probability
that the patient’s actual state is i ∈ S. This construct is a widely accepted modeling
approach for partially observable systems as it is known to be a sufficient statistic for
the entire history of the process [24], and therefore regains the Markovian property
of the decision process. The set of all possible actions available to the physician is
denoted A = {W (watchful waiting), M (mammography),U (ultrasound), R (MRI),
N (no followup)}.

Disease onset and progression is modeled through state transition probabilities
pat ( j |i), which denotes the probability that the actual state of the patient is j ∈ S
at time t + 1 given that her actual state is i ∈ S and she takes action a ∈ A at time
t . This construct captures the stochastic evolution of the patient’s actual state over
time and emphasizes that the state evolution is modeled in a Markovian fashion. The
actual state of the process is not observable to the decision-maker, but taking action
a �= N yields a signal o ∈ O with probability qa

t (o|i) given the actual underlying
state is i ∈ S at time t . The set O of all observations can be broad and include all
relevant observations that the physician can make. For simplicity, we restrict it to the
screening outcomes; that is, O = {‘−’, ‘+’}, with ‘+’ (‘−’) indicating abnormalities
were (were not, respectively) observed in the test result. The parameter qa

t (o|i) is
referred to as observation probability, which reflects the accuracy of the screening
action a. For example, when the mammography (M) action is taken, qM

t (‘+’| patient
has cancer) would be the sensitivity of mammography, while qM

t (‘+’| patient has
cancer) would be the specificity of mammography.
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The set of all belief states is the probability simplex �(S) ={
π ∈ �|S| : ∑

i∈S
π(i) = 1, π(i) ≥ 0,∀i ∈ S

}
. The decision-maker updates a belief

vector πt ∈ �(S) at time t to πt+1 at time t + 1 in a Bayesian manner. In particular,
upon observing signal o ∈ O and taking action a ∈ A, the j th component of the
updated belief vector πt+1 can be found by

πt+1( j) =
∑

i �=death πt (i) · pat ( j |i) · qa
t (o|i)∑

j ′ �=death

∑
i �=death πt (i) · pat ( j ′|i) · qa

t (o|i) , ∀ j ∈ S\{death}.

The ‘death’ state is excluded in this updating formula since ‘death’ is an observable
state. The numerator of this updating equation denotes the probability of observing
signal o and the actual system moves to state j conditional on the current belief πt ,
while the denominator is a normalization constant to ensure

∑
j∈S

πt+1( j) = 1 and

can be interpreted as the probability of observing signal o conditional on the current
belief πt . We have chosen this concise presentation due to space limitations; more
explicit expressions for belief updating are available in Sandıkçı et al. [28].

The physician’s goal is tomaximize the QALE for the patient. Let λt (i) denote the
quality-adjustment factor and ωa

t (i) denote the quality-adjusted intermediate reward
for occupying state i ∈ S during decision epoch t and taking action a ∈ A. Using the
commonly used half-cycle correction method in medical decision-making literature
to account for a potential death during the decision epoch, we can write ωa

t (i) =
λt (i) · [

0.5pat (death|i) + [
1 − pat (death|i)]]. Furthermore, let Rτ (i) denote the

expected total quality-adjusted remaining life when patient occupies state i ∈ S
at time τ and ψt (i) denote the lump-sum QALE from initiating cancer treatment in
state i ∈ S at time t upon diagnosing the patient with cancer—note that the screening
decision process concludes when cancer is diagnosed. Screening tests and positive
test outcomes can cause considerable stress and anxiety for the patient. To account
for these effects, let δa , δ f p, and δtp denote the disutility associatedwith action a ∈ A,
having a false positive result, and having a true positive result, respectively.

Let V ∗
t (πt ) be the maximum QALE for belief state πt ∈ �(S) at time t ≤ τ . For

convenience, define qa
t (o|i) = 1 for o = ∅ and all t, i, a, and for a ∈ A, o ∈ O ∪ ∅,

and πt ∈ �(S), t < τ , let

f (a, o) =
∑
i∈S

πt (i) · ωa
t (i) +

∑
i, j∈S

∑
o∈O

πt (i) · qa
t (o|i) · pat ( j |i) · V ∗

t+1(πt+1),

g(a, v(a)) = −δa +
∑

i �= cancer f ree

πt (i)
∑
o�′+′

qa
t (o|i)

[−δtp + ψt (i)
]
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+
∑

i � cancer f ree

πt (i)
∑
o�′+′

qa
t (o|i)

[
−δ f p + ωa

t (i) +
∑
i∈S

pat ( j |i) · V ∗
t+1(πt+1)

]

+
∑
i∈S

πt (i)
∑
o�′−′

qa
t (o|i) · v(a) , and

v(a) =
{
V ∗
t+(πt+) i f a = M,

ωa
t (i) + ∑

i∈S
pat ( j |i) · V ∗

t+1(πt+1) i f a ∈ {U, R}.

(The notation t+ indicates the time point t , where a negative mammography
outcome is observed, and the supplemental screeningdecision is to bemade following
this negative mammography outcome). Then the optimal value function V ∗

t (πt ) can
be found by recursively solving the following Bellman optimality equations:

V ∗
t (πt ) = max{ f (W, ·), g(M, v(M))} ∀πt ∈ �(S), t < τ

V ∗
t+(πt+) = max{ f (N ,∅), g(U, v(U )), g(R, v(R))} ∀πt ∈ �(S), t < τ

V ∗
τ (πτ ) = ∑

i∈S
πτ (i) · Rτ (i) ∀πτ ∈ �(S).

The first set of equations chooses between watchful waiting (W ) and mammog-
raphy screening (M). Given a negative outcome from mammography, the second set
of equations optimizes the supplemental screening decisions: no followup (N ), ultra-
sound (U ), and MRI (R). The last set of equations calculates the expected terminal
reward since no decision is made in the final decision epoch of the process.

POMDPs are well-known for being computational challenging since the belief
simplex �(S) is a continuum. Increasing the dimension of the belief simplex
(i.e.,|S| − 1 ) contributes to the intractability and, therefore, POMDPs are rarely
solved to optimality except when |S| is small (typically, less than 5). In our numerical
study, we solve the optimality equations approximately using a grid-based approx-
imation, as described in Sandıkçı et al. [28]. Simply stated, this method samples a
finite number of belief points from �(S), reducing the infinitely many equations
down to a finite number, and solves the resulting finite set of equations.

The Simulation Model

While the screening policy recommended by the POMDP model described in the
previous section maximizes QALE, it is not guaranteed to be optimal on other
important outcomes such as false positive rate, the fraction of cancer patients who
die before detecting cancer, mean sojourn time (i.e., time from cancer onset until
diagnosis or death, whichever occurs first). Therefore, in addition to optimizing
the screening policy using a POMDP model, we also use a simulation model to
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assess the resulting policy with respect to outcomes other than QALE. We also
utilize this simulation model to compare the QALE-maximizing POMDP policy
with commonly encountered population-based screening guidelines and report their
comparative performances in the next section.

In this model, we simulate the health evolution of a given patient using the under-
lying transition probabilities. The patient’s demographic, aswell as clinical attributes,
are used in simulating her health evolution. Each patient enters the simulation at age
40 and leaves at age 80 unless she dies or is diagnosed with cancer sooner. To assess
the performance of any given screening policy σ , we superimpose the screening
prescriptions given by σ on the simulated life of the patient. We make 1000 indepen-
dent replications of the simulation for each simulated patient and use the common
randomnumbers [19] to facilitate comparisons across the different screening policies.

Cohort Selection

National Cancer Institute [26] offers an online breast cancer risk assessment tool to
estimate a woman’s risk (i.e., probability) of developing invasive breast cancer over
the next five years. The tool has been validated for white, black/African American,
Hispanic, and for Asian and Pacific Islander women in the United States. It uses the
following risk factors in its estimation for a given woman: her age, her race/ethnicity,
whether or not she ever had a breast biopsy, if yes, how many breast biopsies and
whether or not she ever had a biopsy with atypical hyperplasia, her age at the time
of her first menstrual period, her age when she gave birth to her first child, and the
number of her first-degree relatives with a history of breast cancer. Relying on the
features utilized by this tool, we define our study population as those woman without
any family history or previous biopsy, since these two factors are associated with
significant increases in breast cancer risk assessment [3]. NCI’s estimated risk of
breast cancer for our resulting cohort averages 0.23% and ranges between 0.11 to
0.54%.

An important consideration in breast cancer screening is the breast density of
the woman, which is not only associated with screening accuracy, but also it is
an important risk factor contributing to breast cancer. Breast Imaging Reporting
and Data System (BI-RADS) classifies breast densities into four groups [29]: fatty,
scattered fibrodengular, heterogeneously dense, and extremely dense breast. Since
supplemental tests are generally argued for women with dense breasts, we assume
our cohort is composed of women with extremely dense breast density and adjust
screening accuracies and cancer development probabilities to reflect extremely dense
breast density.
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Table 1 Model parameters and data sources

Parameter Explanation Value Source

pat (·) Core state transition
probabilities

* Alagoz et al. [1]

ψt (·) QALE post-cancer
diagnosis

* SEER data

Rτ (·) Expected remaining life at
age 80

* SEER data

δW Disutility of watchful
waiting

0 days Assumption

δM , δU Disutility of
mammography, ultrasound

0.5 days Ayer et al. [4], Berg et al.
[9]

δR Disutility of MRI 2 days Ayer et al. [4], Berg et al.
[9]

δ f p, δtp Disutility of biopsy 2 weeks Ayvaci et al. [6]

Sensitivity and specificity data used in estimating observation probabilities qat (·)
(Sensitivity, specificity) of
W

(44%, 92) Barton et al. [7]

(Sensitivity, specificity) of
M

* Stout et al. [32], Alagoz
et al. [1]

(Sensitivity, specificity) of
U action

(55%, 94) Sprague et al. [31]

(Sensitivity, specificity) of
R action

(90%, 72) Peters et al. [16], Knuttel
et al. [27]

* Changes by age and/or health state of the woman

Parameter Estimation

We set the length of each decision epoch to one year, and so, allow only for annual
screening decisions for patients starting at age 40 until age 80 (i.e., τ = 40 ). All
model parameters and their estimates, alongwith data sources used are summarized in
Table 1. Note that some parameter values change by patient’s age and/or health state,
which is cumbersome to present in a table; therefore, we indicate such parameter
values in Table 1 using the ‘*’ symbol.

Results

Optimal Screening Policies

QALE-maximizing screening policies obtained from solving the POMDPmodel for
a randomly selected patient from our cohort are visualized in Fig. 1. Each triangle in
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Fig. 1 QALE-maximizing screening policy

this figure denotes the belief simplex corresponding to three health states (namely,
the patient is cancer-free, the patient has in situ cancer, and the patient has invasive
cancer). Different grades of shading inside the triangles visualize the optimal actions
in different zones of the belief simplex.

There is a similar pattern in each one of these screening recommendations: W
(watchful waiting) is optimal when physician’s assessment of patient’s health is
highly likely to be cancer-free (darkest shadingon the lower-left corner); as the assess-
ment leans towards having some form of cancer, M (screening with mammography
only), followed by M+U (mammography supplemented with ultrasound), followed
by M + R (mammography supplemented with MRI, lightest shading) becomes
optimal. This pattern implies that supplemental tests should only be considered when
the patient’s estimated breast cancer risk is sufficiently high.

Figure 1 also displays that the switching points from W to M to M + U to
M + R depend on the age of the woman undergoing screening. The switching points
increase as the patient gets older, which implies less aggressive screening for older,
but otherwise identical, women. This interesting finding may be explained by the
fact that there is a greater upside potential of detecting cancer at younger ages.

Simulation Results

Using the simulation model, we first evaluate the utilization of available screening
modalities under the screening policies prescribed by the POMDP model. Table 2
summarizes these results, which are averaged over 100 patients sampled at random.
These results suggest that increases in woman’s age, on average, cause more frequent
use of screening tests, although it is not necessarily in the form of supplemental tests.
In particular, mammography utilization, which is defined as the fraction of periods
the simulated woman takes the M action, is 72.67% when they start their simulated
lives at 40 years of age. A practical interpretation of this number would be to employ
roughly 3 mammography tests per woman every 4 years. This fraction jumps to
86.04% when women start their simulated lives at 50 years of age and progressively
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Table 2 Utilization of available screening modalities under QALE-maximizing policies

Screening modality Woman’s age (years)

40 (%) 50 (%) 60 (%) 70 (%)

M 72.67 86.04 88.44 89.83

M +U 5.99 3.49 4.06 7.27

M + R 0.00 0.01 0.01 0.04

increases to 89.84% for women starting at 70 years of age. The increase in screening
intensity with the age of the woman is related to an increased risk of developing
breast cancer as a woman ages [3]. In contrast, supplemental ultrasound screening is
rarely used (although at an increased rate as woman ages), while supplemental MRI
screening is almost never utilized (Table 2).

We next simulate several commonly encountered screening recommendations
and compare their outcome performance to policies obtained by the POMDP
model. The screening policies included in our comparisons are biennial and annual
mammography-only, biennial and annual mammography supplemented with ultra-
sound, and biennial and annual mammography supplemented with MRI. Further-
more, we re-solve the POMDPmodel for each patient in our cohort after eliminating
the ultrasound and MRI options to obtain QALE-maximizing mammography-only
screening strategies. When interpreting our results, we choose the ‘no screening’
strategy as a common baseline and interpret the performance of each screening
policy relative to this baseline.

To compare the performance of these screening policies, we re-simulate the
lives of 100 patients under each policy and summarize results, averaged over these
100 patients, in Table 3. These results suggest that screening improves the average
QALE of the cohort compared to no screening. QALE improvement associated with
mammography-only screening policies averages to 58.9, 60.2, and 60.7 weeks for
‘biennial,’ ‘annual,’ and ‘POMDPwithout Supplemental tests’ policies, respectively.
The numerical (but statistically insignificant) superiority of the POMDP-based poli-
cies can be attributed to the POMDPmodel’s ability to provide dynamic, personalized
screening recommendations that diminish the disutilities associatedwith unnecessary
screenings.

On the other hand, introducing ultrasound or MRI screening to supplement
mammography does not necessarily further improve QALE. On the contrary, supple-
menting biennial and annualmammographieswith an ultrasound cause a reduction of
0.4weeks and 5.2weeks, respectively, in averageQALE.UsingMRI to supplemental
biennial and annual mammographies causes an even larger loss in average QALE:
7.8 weeks and 22.2 weeks, respectively. These losses are attributed to accumulated
disutilities due to aggressive screening.

While supplemental tests may cause reductions in QALE, they help improve
several other performance metrics:

(i) Not only cancer detection rate, but also the stage at which cancer is detected
improves significantly with supplemental test: for example, supplementing
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biennial mammographies with ultrasound improves detection rate from 90.73
to 93.16% and detection rate at the in situ stage from 56.55 to 59.50%; using
MRI instead of ultrasound further improves these rates to 94.46 and 60.99%,
respectively.

(ii) Supplementing mammographies by ultrasound (MRI) shortens the time to
detect cancer by about 14% (21%, respectively).

(iii) The fraction of in situ cases that deteriorate to the invasive stage reduces by
35% and 60% when ultrasound supplements biennial and annual mammogra-
phies, respectively, and by 52% and 91% when MRI supplements biennial
and annual mammographies, respectively.

(iv) The fraction of cancer patients who die before any diagnosis reduces by 31%
and 60% when ultrasound supplements biennial and annual mammographies,
respectively, and by 48 and 95% when MRI supplements biennial and annual
mammographies, respectively.

It should, however, be emphasized that while supplementing mammographies
with ultrasound reduces the false positive rate by about 10%, using MRI instead of
ultrasound causes the false positive rate to increase drastically by about 74%, which
reveals an important concern regarding using MRI as a supplemental screening test.

Considering the POMDP-based screening policies, results in the last two columns
of Table 3 indicate that cautiously utilizing supplemental tests, as suggested by the
screening recommendations of the ‘POMDP’ policy, can eliminate the potential
QALE losses associated with supplementing routine (biennial or annual) mammog-
raphy screening with ultrasound or MRI. Nevertheless, since the POMDP policy
rarely utilizes supplemental tests (as noted above in our discussion surrounding
Table 2), the incremental benefit of using supplemental tests as suggested by the
POMDP policies over the mammography-only POMDP policies is negligibly small
(0.1 weeks). In fact, differences between the values in the last two columns of Table
3 are all negligibly small, indicating that QALE-maximization objective results in
such a conservative utilization of supplemental tests that using them do not translate
to any meaningful improvement in any of the performance metrics measured.

Concluding Remarks

Mammography screening is the gold standard for breast cancer screening in the vast
majority of the world, but it is known to be less accurate for women with dense
breasts. To improve cancer detection accuracy, supplemental ultrasound and MRI
screening have been recently introduced and are actively recommended by many
agencies (e.g., American Cancer Society, American College of Radiology) for high-
risk populations such as those women that have a lifetime breast cancer risk of
at least 20%, those with a family history, or those with inherited gene mutations
of BRCA1/BRCA2. Numerous studies have demonstrated that breast MRI has an
increased cancer detection rate when compared to ultrasound and other available
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imaging modalities. Nevertheless, widespread utilization of breast MRI in clinical
practice is hindered due to its relatively higher cost.

In this study, we have focused on quantifying the value of supplemental MRI
and ultrasound screening for breast cancer in non-high-risk women, ignoring the
financial costs to exclusively focus on incremental life benefits of supplemental
screening. We have used a POMDPmodel to optimize the use of available screening
modalities (i.e., mammography, mammography supplemented with ultrasound and
mammography supplemented with MRI) for a woman with the objective of maxi-
mizing herQALE.Wehave further scrutinized the screening recommendations of this
POMDPmodel and compared its performance to population-based routine screening
recommendations using a simulation model.

Detailed numerical study driven by clinical data reveals that QALE-maximization
objective results in very conservative use of supplemental tests, and almost exclu-
sively prefer ultrasound instead of MRI. On the other hand, using supplemental tests
as part of routine (biennial or annual) mammographies causes significant reductions
in QALE since accumulated disutility from frequent supplemental tests outweigh
their benefits for non-high-risk women. However, they are associated with signifi-
cant improvements in overall cancer detection rate, the time to detect cancer, fraction
of in situ cases that deteriorate to the invasive stage as well as the fraction of cases
who die with undiagnosed cancer. While MRI is generally more effective than ultra-
sound on several performance metrics, it also suffers from significantly increased
false positives, hindering its viability for this population.

Routine screening for breast cancer is not without controversy. When to start and
stop screening, as well as the frequency of screening, have been intensely debated.
Recently added to these debates is whether or not, and in what frequency, supple-
mental tests should be used. Decades-long controversies are largely rooted in the
assumption that there exists a general population, in which everyone has the same
risks. However, it is known that breast cancer is a heterogeneous disease, and there
is a significant variation in individuals’ risk of developing breast cancer. While the
focus of this chapter was on quantifying the value of supplemental screening tests, the
POMDPmodel used in this paper can also be utilized to offer personalized screening
recommendations, adjusting for risk factors for the woman under consideration, and
making it feasible to relax the one-size-fits-all assumption.

Future research can explore several directions. While our model assumed the
decision-makers are risk-neutral, which may be justifiable when searching for
screening guidelines for a homogeneous population, it is true that such homogeneous
populations rarely exist and, therefore, risk attitudes of individual groups should
be considered. It is generally agreed that most patients take a risk-averse attitude
when faced with life-and-death related decisions. Furthermore, while we suppressed
financial aspects of screening in our study to focus on the value –as measured by
QALE– of supplemental screening, the insights gained from this study should be
tested under financial constraints. Another interesting direction of research would
be to incorporate parameter uncertainty in the models to examine the robustness of
current findings and identify robust solutions. Finally, this study and studies of this



466 B. Sandikçi and M. Çevik

kind should ultimately be complemented with pilot studies that test the insights from
these models in small populations to pave the road for larger implementations.
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What Drives the Turkish Government’s
Response to COVID-19 Pandemic—Daily
Cases or Daily Deaths

Basak Cetinguc and Fethi Calisir

Abstract COVID-19 has been changed the way of each others’ lifestyles. After
the outbreak of this virus all over the world, governments have taken precautions to
prevent the spread of it. In some countries, schools are closed, working conditions
are changed, international flights are canceled, lockdowns are announced, public
gatherings are banned, and so on. Basically, our daily routines and lives have altered
into a new pattern. Knowing how contiguous COVID-19, governments had to take
serious precautions anddeveloppolicies.GovernmentResponse Indexhas been intro-
duced by Oxford University, evaluating the stringencies of 165 countries’ govern-
ment response actions on COVID-19 [8]. The main aim of this study is to figure out
while governments are developing these policies, whether daily cases and/or daily
deaths of COVID-19 drive the Turkish Governmnent’s Response. Regression anal-
ysis is conducted via Jamovi by gathering data fromOxford’s Government Response
Index. Findings showed that the Turkish government’s responses to COVID 19 are
affected by the daily deaths, not daily cases.

Keywords COVID-19 · Government response · Daily COVID-19 cases · Daily
COVID-19 deaths · Developing policies

Introduction

While waiting for technological developments to change our worlds, a virus called
COVID-19 has shifted the paradigms of our daily lives. The cases have started by
reported atypical pneumonia illnesses in Wuhan, China. By January 9, 2020, the
World Health Organization (WHO) announced that Chinese authorities reported the
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illnesses are caused by a novel coronavirus [13]. Furthermore, close neighbors of
China respectively announced the first cases in their countries, beginning with Thai-
land (January 13), Japan (January 15), and South Korea (January 20). Unfortunately,
the epidemic without retarding has continued to spread all over the world in a short
time. Since the daily average number of commercial flights in the whole world was
above 100.000, the spread of the virus was inevitable. The first case outside Asia was
reported in North America on January 21 in the United States, followed by Oceanica
on January 25 in Australia, on January 28 in Germany in Europe, on February 15 in
Egypt inAfrica, and finally on February 26 inBrazil in SouthAmerica. This viruswas
not the first epidemic, and recently the world has dealt with Severe Acute Respira-
tory Syndrome (SARS) and Middle East Respiratory Syndrome (MERS). However,
COVID-19 infect many more people than SARS and MERS. The number of cases
diagnosed by SARS has been 8096 since the first occurrence in 2002 (World Health
Organization) [14] and by MERS has been 2494 since 2012, the first appearance in
2012 [15]. Furthermore, WHO announced COVID-19 as a pandemic on March 11,
2020, when the cumulative number of COVID-19 cases reached 126,547 [11].While
understanding the pandemic, which has been a new term for many people, has not
been easy, humans have to need to fight with it. One of the first research to under-
stand COVID-19 symptoms and risk groups has done by Zhou and his colleagues
in China. Their sample consists of 191 patients diagnosed with COVID-19 (age
between 18 and 87 years) [17]. Moreover, they found out that elder age groups are
under risk more than young generation and people with comorbidity (e.g. hyperten-
sion, diabetes, coronary heart diseases, chronic lung diseases etc.) are affected more
by COVID-19. Additionally, the symptoms are associated with high fever, cough,
fatigue, myalgia, increased sputum production, etc. in admission [6, 16]. Fu and his
colleagues conducted a systematic literature review regarding the characteristics of
COVID-19. They figured out that 25.6% of patients are severe cases, and 3.6% of
cases, unfortunately, end up with fatality [5].

As of July 18, there have been almost 14 million cases and 600 thousand deaths
in all continents except Antarctica so far. Although the virus transmission is very
rapid and its consequences are known to be fatal, no definitive evidence for the
curative treatment has been obtained. There has been plenty of research funded by
governments and firms to discover a vaccine for COVID-19. But at the end of the
day, COVID-19 is still an enigma for human beings. Knowing how contagious this
virus is, the essential thing to do is propounding preventive actions as a first step.
As precautions, governments from all over the world develop policies to defeat the
spread of pandemic with non-pharmaceutical interventions such as lockdowns, travel
restrictions, closing schools, working home-office, banning public gatherings, etc.
[9]. Themain purpose of these actions is to keep social distance enough among people
to prevent spreading the COVID-19 [1]. Yet these restrictions come with the price
of economic problems [4]. In response, governments announced economic support
packages for their citizens. Hale and his colleagues proposed a government response
index based on their research on 165 countries related to governments’ responses
to COVID-19 [8]. Government actions differ based on their perceptions of the seri-
ousness of the pandemic and their capabilities. The government response index is



What Drives the Turkish Government’s Response … 471

comprised of 13 different indicators as a school closing, workplace closing, public
events cancellations, restrictions on crowded populations, public transport restric-
tions, stay at home requirements, internal movement limitations, international travel
restrictions, income support, debt/contact relief of households, starting a public infor-
mation campaign, testing policy, and contact tracing. Under these indicators, data
from165 governmentswere collected, and an indexwas developed. Each government
has a score between 0 and 100 for each day.

The Turkish government is one of the governments included in the Government
Response Index. The first casewas declared by theMinister ofHealth at the late hours
of March 11 in Turkey. Since the first day, there have been known 218,717 COVID-
19 cases and 5475 death. Turkey has a 2.5% fatality rate in registered cases. Before
the first case occurred in Turkey, international flights have already been limited,
and public information campaigns regarding the severity of COVID-19 have been
started [2]. After the first case announcement, schools were closed on March 16 and
home office working conditions adapted to daily lives. Moreover, partial lockdowns
have been declared at the weekends and official holidays by the Ministry of Interior.
While taking these precautions, the research question is what the reference point
of the decision is. In this regard, the main purpose of this study is whether the
Turkish government policy developing process against COVID-19 is affected by the
daily COVID-19 cases or deaths. In the following section, data and methodology are
introduced. The results are given in the third section. Respectively, discussion and
further research and limitations are mentioned in the following parts.

Data and Methodology

The data were derived from the Oxford Coronovirus Government Response Tracker
(BlavatnikSchool ofGovernment andUniversity 2020) betweenMarch 12 and July 3,
a total of 115 observations [3].Variables are daily cases, daily deaths, and government
response scores of Turkey.As seen in Fig. 1, daily cases and daily deaths have reached
their peak points in April. The highest daily case occurred on April 12, with 5138
cases, when the highest death number was on April 20 with 127.

Turkey’s score in government response index varies between 25 and 76, 28 out
of 100 points [2].

Firstly, data were examined to check if there are wrong, biased, or missing values.
Yet, this data set is derived from OxGRT that is an open and reliable source. Each
observation is precious for giving an idea for COVID-19. In our data set, daily cases
above 4285 are determined as outliers, but we did not eliminate these cases from our
data sets since the infectious disease may show erratic patterns [12]. Especially in
peak times of daily cases and daily deaths, government responses are important to
explore.

To answer the research question, two hypotheses were developed, and causal
relationships are tested among variables. These hypotheses are supported by the idea
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Fig. 1 Number of daily cases and daily deaths

of making policies by governments to prevent or reduce the spread and damage of
COVID-19 [1, 9].

H1: Turkish government policy development process is positively affected by the
number of daily cases.

H2: Turkish government policy development process is positively affected by the
number of daily deaths.

The research model is comprised of two independent variables, which are daily
cases and daily deaths in Turkey, and one dependent variable that is government
response score of Turkish government as given in Fig. 2.

Linear regression is employed to test the causal relationships between these vari-
ables via Jamovi, which is an open and free statistical software made by and for
the scientific community [10]. As shown in Eq. 1, a prediction model is proposed
(Y: Government response scores predictions, X1: Daily Cases, X2: Daily Deaths).
Equation 3 shows the error terms after subtracting predicted values from real values,
which is given in Eq. 2.

Yi
∧

= b0 + b1 ∗ X1 + b2 ∗ X2 (1)

Yi = b0 + b1 ∗ X1(i−1) + b2 ∗ X2(i−1) + εi (2)

Fig. 2 The model of the
study
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εi = Yi − Yi
∧

(3)

Results

Before beginning the regression analysis, assumptions of the test are checked. First,
having ratio scale variables in this study satisfies the initial condition of regression
analysis that is employing only continuous variables. Then, the residuals expect to
distribute normally [7]. To check the normality of the residuals, Q-Q plots, as seen
in Fig. 3, are examined. Moreover, the constant variance of error terms is another
assumption.

Moreover, assessing multicollinearity is one of the other issues in regression
analysis. It is expected to have a higher correlation between dependent variables
and independent variables but has lower correlations between independent variables.
Hair expressed the cut off value for variance inflation factor (VIF) as 10, and as
shown in Table 1, our findings are below this cut-off value [7].

After satisfying assumptions, firstly, it is important to check if our prediction
model is significant or not. Based on the overall model test results given in Table 2,
our prediction model is significant, with a p-value below 0.01.

Fig. 3 Q-Q plot

Table 1 Collinearity
statistics

VIF Tolerance

Daily deaths 5.53 0.181

Daily cases 5.53 0.181
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Table 2 Model fit measures

Overall model test

Model R R2 F df1 df2 p

1 0.470 0.221 15.8 2 112 <0 .001

Table 3 Model coefficients—government response scores

Predictor Estimate SE t p

Intercept 61.329 1.55753 39.376 <0 .001

Daily deaths 0.116 0.05791 1.999 0.048

Daily cases 7.24e−4 0.00169 0.429 0.669

After this step, whether coefficients are meaningful or not is checked. Table 3
shows that intercept and daily deaths are meaningful, while daily cases are not.
In other words, the government response index is affected by daily deaths, not
by daily cases. Therefore, H2 is supported while H1 is rejected based on these
results. Additionally, interpretations of coefficients show that ten death of COVID-19
induces governments to develop more stringent policies and raise their government
responses 1 point more. Furthermore, government response scores are estimated
based on government policy regarding COVID-19, and daily deaths explain 22% of
government response scores, as seen in Table 2.

Discussion and Conclusion

This study was conducted by the objective of determining whether government non-
pharmaceutical policy decision to prevent the spread of COVID-19 is made based on
daily deaths or daily cases. The Turkish government constituted a science committee
consisting of physicians from various branches weeks before the first case occurred
in Turkey. This committee has been working on informing the public about what
COVID-19 is, what are the symptoms are, and what to do if symptoms appear.
Moreover, for preventing the spread of this pandemic, the scientific committee has
given advice to the government about limiting international air traffic, lockdowns,
school closures, how to transfer Turkish citizens who live abroad to Turkey, and so
on. Their duty is solely to give advice to the government and inform the public, and
policies are made and developed by the Turkish Government. Our findings clarified
that daily deaths are a concern while making and developing COVID-19 policies and
are not affected by daily cases. The Turkish government has been confident with the
Turkish health system and the capability of Turkish physicians since the beginning
of the pandemic. Additionally, the Turkish government has started a project called
“City Hospitals” before the pandemic, and they accelerated the construction of these
hospital buildings to have extra space for COVID-19 patients. Therefore, there has
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not been any over-load crisis or equipment shortages in Turkey so far during the
pandemic. Moreover, the young population percentage is relatively higher than the
older ones’ in Turkey. Since the older age group is affected more severely than
younger age groups by COVID-19, the numbers have never been as high as the
numbers observed in other countries such as Italy and Spain, which have higher older
population percentages than Turkey. However, there is still not any proven medicine
or vaccine for this pandemic in the whole world. Serious vaccination studies have
been ongoing in very respected institutes and organizations.

On the other hand, COVID-19 deaths are the cruelest and themost irreparable side
of this pandemic. Even funerals have not been proceeded properly due to infectious
issues. The life of loved ones matters much more than restrictions. That is why
the Turkish government develops policies based on COVID-19 deaths. Especially,
the obligations of lockdowns during national holidays and the weekends were very
helpful to reduce the COVID-19 deaths.

For further research, the other countries might be included in the analysis and
examined if the COVID-19 deaths and/or cases affect the stringency of governments’
actions.Moreover, panel-data analysis can be employed by including other countries.
Additionally, government response actions might be divided into subsections based
on their purpose and analysis regarding their aims. The progress of this pandemic
still unclear, thus our predictions are based on what we have been through so far.
Hence, limited information is the biggest limitation of this study.
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Taxonomy of Mathematical Modeling
Studies for Hepatitis C Among Injection
Drug Users

Emine Yaylali and Sahincan Ucler

Abstract Hepatitis C (HCV) is one of the significant public health problems, and
around 71 million people have chronic Hepatitis C infections globally. Among
infected, people who inject drugs (PWID) have an increased risk of transmission,
and it is a key risk population. In the last decade, the introduction of direct-acting
antivirals (DAA) has started a new era for HCV treatment, and elimination of HCV
globally by 2030 became a World Health Organization (WHO) target. Besides clin-
ical and medical studies on HCV infection, modeling and economic studies have
been conducted to analyze the spread of this disease, to prevent and eliminate HCV,
to determine interventions and programs that are effective and cost-effective, and
to optimally allocate resources among high-risk and general populations. In this
paper, we survey modeling and cost-effectiveness studies of HCV among injec-
tion drug users, and we provide a taxonomy of 73 studies published from 2000 to
2020 that represent 15 countries. We categorized studies based on modeling type,
whether it contained cost-effectiveness analysis, the focus of study, and treatment
type included. Our taxonomy could be used by modelers, public health policy-
makers, and researchers to review past HCV models and to develop new models
and cost-effectiveness studies.

Keywords Mathematical modeling · Taxonomy · Hepatitis C · Injection drug
users · Cost-effectiveness analysis

Introduction

HepatitisC (HCV) is a significant liver disease infection that is causedby theHepatitis
C virus. Hepatitis C infection could lead to cirrhosis and hepatocellular carcinoma.
Hepatitis C infection has two phases acute and chronic hepatitis. According to the
World Health Organization (WHO)’s estimation, there were 399,000 people died
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fromHepatitisC in 2016, amajor part of deaths caused by cirrhosis andhepatocellular
carcinoma. Hepatitis C is an important public health problem because a person who
is infected may not have any symptoms or mild symptoms during initial infection.
For that reason, Hepatitis C is known as a silent epidemic. There is no vaccine for
Hepatitis C infection. It is an illness that affects not only people who infected it also
has an effect on society.

Literature Review

In our study,we conducted a literature reviewonPubMedusing the followingMedical
Subject Headings (MeSH) search terms: (Hepatitis C OR HCV) AND transmission
AND (model OR modeling OR modeling) AND (inject OR drug) during the period
2000–2019 [54].We expanded our searchwith keywords for 2020. In this paper, liter-
ature about HCV transmission, elimination, and preventionmodeling among persons
who inject drugs (PWID) are analyzed. A taxonomy study has been conducted and
categorized with five main groups, which are study type, model type, the focus of
study, related treatment, and cost-effectiveness analysis. Articles’ classification is
represented in Table 5.

Study Type

The study type section contains two subgroups, which are theoretical and practical
(Table 1). The theoretical group included studies that did not use real-world data;
that apply model or analysis on hypothetical examples, or that did not use any case.
There is only one article on theoretical research among 73 articles. Due to the lack of
existing work on the theoretical part, we did not further divide into subgroups. The
research in the practical group split into two subgroups, which are empirical data and
empirical and simulation. The empirical data section contains Hepatitis C patients’
surveillance data from the real world. Researchers used data for parameterization and
calibration of the parameters. There are fifty-five articles that utilized empirical data
for their work. Another subgroup is empirical data and simulation that applied real-
world data in their research and also developed a simulationmodel for estimation and
scenarios such as vaccine impact, prevention studies, and cost-effectiveness analysis,

Table 1 Study type
classification table

1 Study type

1.1 Theoretical

1.2 Practical

1.2.1 Empirical data

1.2.2 Empirical data and simulation
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Fig. 1 Practical group
percentages in sub-groups

etc. In our taxonomy work, 19 of the article is categorized as the empirical data and
simulation subgroup. While 27% of articles utilized empirical data and simulation
for their research, 73% used empirical data (Fig. 1).

Model Type

The main idea of modeling is to help people understand the system, to analyze
systems, or to determine solutions to existing problems in systems. Therefore,models
are tools that could enable to reduce the complexity of systems. In health care
modeling applications, models are useful for decision-makers to analyze the conse-
quences of health care decisions (Caro, Briggs, et al. 2012). In the context of infec-
tious disease modeling and epidemiology, Keeling et al. argue, “In epidemiology,
models allow us to translate between behavior at various scales, or extrapolate
from a known set of conditions to another. As such, models allow us to predict the
population-level epidemic dynamics from an individual-level knowledge of epidemi-
ological factors, the long-term behavior from the early invasion dynamics, or the
impact of vaccination on the spread of infection” [38]. Hence, researchers inves-
tigate and develop models to understand the spread of infectious diseases such as
measles, malaria, COVID-19, HIV, and TB, to prevent the public from these infec-
tious diseases and to determine the best and most cost-effective methods for elimi-
nating these diseases. Similarly, there are many studies for exploring the dynamics
of HCV infection.

In the literature, there exist different modeling methods. Our taxonomy suggested
that the most common modeling methodologies for Hepatitis C are dynamical
modeling and statistical modeling. We also included a separate section on literature
review studies on HCV modeling and cost-effectiveness analysis. Thus, we divided
the model type category into three main groups (Table 2).

Dynamic modeling is the most common modeling type that has been used by
96% of the articles surveyed. After dynamical modeling, the literature review group
follows with 3%, and statistical modeling is 1% (Fig. 2).

We further classified modeling methodologies into two subgroups, which are
stochastic and deterministic modeling. Deterministic modeling studies include 75%
of the total of 73 articles. The rest of the articles can be classified as stochastic
modeling for Hepatitis C (Fig. 3). The deterministic model is defined as models
in which the values for their dependent variables are determined by the model’s
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Table 2 Model type
classification table

2 Model type

2.1 Dynamic

2.1.1 Deterministic

2.1.1.1 Compartmental

2.1.1.2 Individual based

2.1.2 Stochastic

2.1.2.1 Compartmental

2.1.2.2 Agent-based

2.1.2.3 Network-based

2.1.2.4 Markov chain

2.2 Statistical

2.3 Literature review

Fig. 2 Model type

Fig. 3 Dynamic model type

parameters, and parameters do not include randomness or chance [56]. On the other
hand, stochastic models consider input parameters that involve uncertainty.

According to our taxonomy, among deterministic models, the most common
method in the literature is compartmental models, which are also known as SIR
models. In the most basic SIRmodel, the population is represented by three compart-
ments in which S represents the Susceptible population, I represents the Infected
population, and R represents the Recovered population (or removed). In this type of
model, populations divided into homogenous compartments that imitate the trans-
mission of an infectious disease from an infected person to a susceptible individual by
contact, and themodel can determine transmission risk and spread of the disease over
a period of time. Compartmental models could be tailored based on characteristics
of infectious diseases, and they could be named as SI, SIR, SIRS, SEIR, MSEIR, etc.
depending on the type of compartments included. For instance, if a person could be
immune to infectious disease due to maternally inquired antibodies such as measles,
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Fig. 4 Deterministic model
type

M (maternally derived immunity) compartment is added to the model. Similarly,
if there is no recovery from this infectious disease such as HIV, the Recovered
compartment could be eliminated from the model. In terms of modeling HCV, the
SIR model is often preferred. Among all studies included in this paper, the determin-
istic compartmental model was used by 96% under the dynamical modeling group.
On the other hand, individual-based models, also called agent-based models, could
include heterogeneity of the population and individual characteristics compared to
population-based compartmental models. As a result, they often enable the modelers
to understand the high-level complexity of interactions among individuals. However,
they require more parameters and data as well as computational resources compared
to the compartmental models [16]. Due to their complexity, this approach is not
preferred in most of the studies included in this paper, and only four percent of these
deterministic models include an agent-based or individual model (Fig. 4).

In contrast to deterministic models, stochastic models consider randomness in the
system rather than certainty. Stochastic modeling could be more realistic than deter-
ministic models since real-life systems usually have uncertain elements. However,
it is not easy to construct and implement stochastic models, the complexity level is
higher, and the workload and parameter requirement is more than the deterministic
approach.

In our taxonomy,we separated the stochasticmodeling section intofive subgroups,
which are compartmental models, agent-based models, network-based models,
Bernoulli models, and Markov models. Compartmental models and agent-based
models could be deterministic or stochastic. Hence we included this categorization
in both subgroups. If a model of these types included probabilistic nature or param-
eters, they are analyzed under the stochastic model group. Network-based models
in epidemiology consider individuals as a node that can be reached from any other
by network links, which are contacts that enables disease transmission among indi-
viduals. With the help of such a network, who infects whom could be demonstrated
[37]. Due to the complexity of network models, sophisticated interventions, and
different strategies could be tested in an artificial environment. Only one study of the
19 studies in the stochastic modeling category was a network model. In stochastic
modeling, one of the most well-known methodologies is Markov models. In Markov
models, the natural progression of the disease is divided into states, and probabilistic
transitions between disease acquisition and progression are provided. These models
should also satisfy the Markovian property [42]. Markovian property is based on the
conditional distribution of any future state depends only on the present. Six percent
of 19 articles in this category included Markov models for the transmission of the
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Fig. 5 Deterministic model
type

Hepatitis C. Agent-based model, also known as individual-based models, was the
most common method in the stochastic modeling group, which contributed 65%
of the articles. Stochastic compartmental models were the second most common
method for stochastic modeling and included 23% of 19 articles (Fig. 5).

Focus of Study

Modeling studies could focus on several important aspects of Hepatitis C, such as
the spread of the disease, prevention methods, and ultimately elimination of HCV.
We classified the focus of studies included in our work into three subgroups, which
are Hepatitis C elimination, Hepatitis C prevention, and Hepatitis C transmission
(Table 3). The papers included in the Hepatitis C elimination category are defined
as studies that evaluated elimination strategies for Hepatitis C according to WHO
HCV elimination goals. WHO elimination targets are specified as a 65% reduction
in mortality and a 90% reduction in new infection by 2030 and 90% coverage for
treatment with direct-acting antivirals for those who have Hepatitis C [31]. Fourteen
percent of the articles contributed to the literature about the elimination strategies
of HCV. Hepatitis C prevention subgroup contained articles on prevention strategies
such as needle exchange programs, hand hygiene, training of health care workers,
improving diagnosis, scaling up treatment, access to treatment, and blood safety
programs. The ratio of this subgroup was 41%. All modeling studies include HCV
transmission before analyzing prevention and elimination strategies because models
developed in these studies initially forecast the future of the HCV epidemic in the
status quo and then, they include further analysis of prevention and elimination
strategies to determine the number of infections prevented as well as quality-adjusted

Table 3 Classification focus
of study

3 Focus of study

3.1 HCV elimination

3.2 HCV prevention

3.3 HCV transmission
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Fig. 6 Pie chart of focus of
study

life-years saved. Based on our analysis, this subgroup had the highest number of
articles, with 45% among 73 articles (Fig. 6).

Treatment Strategies

Recently, the treatment of Hepatitis C infection has drastically changed due to the
development of direct-acting antiviral agents (DAA). Newmedications, compared to
the old standard of care treatmentwith antivirals, which include PEGylated interferon
and ribavirin, have a higher success rate, lower side effects, and shorter treatment
duration. Unfortunately, they also have a quite higher cost compared to interferon-
based treatment. As a result, many studies analyzed the effect and cost-effectiveness
of DAAs and often compared them with older treatment methods in the last decade.
DAAs and interferon-based therapy have different durations of sustained virologic
response. “Virologic response means that the Hepatitis C virus is not detected in
the blood during treatment. When the virus continues to be undetectable 12 weeks
or more after completing treatment, a “sustained” virologic response (SVR) has
been achieved” [21]. Based on the major changes in the treatment guidelines that
moved towards DAAs from antivirals, we categorized treatment strategies included
in the articles. We presented four subgroups related to treatment strategies, which
are DAAs, antivirals, not defined, and comparison studies (Table 4). Comparison
studies included both DAAs and antivirals and conducted a comparison study in
terms of old and new treatment strategies. Our results suggested that 34% of 73
articles compared treatments, 36% did not define treatment included in the study,
27% focused on direct antiviral agents (DAA) as a treatment strategy and finally, 3%
included interferon-based therapies (Fig. 7).

Table 4 Classification of
treatment strategies

4 Treatment strategies

4.1 DAA

4.2 Antivirals (PEG/RBV interferon based)

4.3 Not defined

4.4 Comparison studies
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Fig. 7 Pie chart of related treatment

Cost-Effectiveness Analysis

An important dimension of infectious disease modeling is the inclusion of economic
analysis.With the help of economic analysis techniques such as cost-benefit analysis,
cost-utility analysis, and cost-effectiveness analysis, modelers can answer the ques-
tions such aswhich interventions are cost-effective,which programs should be imple-
mented before others and what is the best allocation of health-care resources. Among
economic analysis methods, cost-effectiveness analysis (CEA) is the most common
and widely used technique. CEA compares prevention interventions and treatment
methods to determine if an intervention or treatment is cost-effective compared to
other interventions or treatments. As a result, policymakers could choose the best
interventions or treatments that would give the best health outcomes with the least
cost. Since many modeling studies include CEA, we ask the following question for
our taxonomy work “Is there any cost-effectiveness analysis?” Thirty-seven percent
of 73 articles contained CEA. The remaining 67% did not contain CEA in their study
(Fig. 8).

Conclusion

Mathematical modeling has been widely used in the prediction of infectious disease
outbreaks, and modeling methodologies such as compartmental models and agent-
based simulation have been applied in many infectious diseases including malaria,
measles, HIV, gonorrhea, whooping cough, SARS, MERS, pandemic influenza and
Ebola. Hepatitis C is one of the infectious diseases that is an important public health
problem, and it is a leading cause of death worldwide. There are several modeling
studies that focus on the transmission, prevention, and elimination ofHCV in the liter-
ature. In this study, we examined 73 papers about Hepatitis C modeling published
in the last 20 years, 2000–2020. There is a significant growth in the number of
studies in the last decade due to the introduction of DAAs for the treatment of HCV.
Based on our taxonomy, we presented that modeling techniques that are mostly used
were compartmental modeling and individual-based modeling. The majority of the
interest of articles is in economic analysis, particularly cost-effectiveness analysis
and in understanding the best prevention methods and determining the impact of
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Fig. 8 Pie chart of
cost-effectiveness analysis

these methods on the spread and future of HCV infections. All modeling techniques
mentioned above have advantages and disadvantages in terms of data and computa-
tional requirements, simplicity and implementation, however often their main objec-
tive is to understand the dynamics of this disease, to predict the future transmission of
the disease better, to find the most cost-effective intervention for prevention of HCV
and to find efficient public health strategies for the ultimate elimination of HCV.
The taxonomy proposed here could potentially be a useful tool for public health
policymakers in developing new HCV models via understanding existing modeling
studies, providing the most common modeling techniques, and assessing treatment
strategies included.
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