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Preface

We are delighted to introduce the proceedings of the 12th edition of the European
Alliance for Innovation (EAI) International Conference on Intelligent Technologies for
Interactive Entertainment (INTETAIN 2020). This conference brought together
researchers, developers, and practitioners from around the world who are active in areas
including art, science, design, and engineering for computer-based systems (algo-
rithms, models, software, tools, etc.) and devices (digital cameras, Internet of Things
components, Extended Reality equipment, etc.) that provide intelligent human inter-
action and/or entertainment experiences. This year’s edition of the conference put
emphasis on how technology is changing the way humanity interacts with reality,
ranging from the usage of digital art in its many forms for entertainment to the usage of
technology to provide a new lifeline to many segments of the human population who
have been disenfranchised.

The technical program of INTETAIN 2020 consisted of 19 full papers in oral
presentation sessions at the main conference tracks. The conference program included
five sessions: Session 1 – Big Ideas and Ethics; Session 2 – Haptics, Audio, and
Internet of Things (IoT); Session 3 – Industry and Government; Session 4 – Machine
Learning (ML); and Session 5 – Extended Reality (XR) and Human Computer Inter-
action (HCI). Aside from the high-quality technical paper presentations, the technical
program also featured three keynote speeches, one invited talk, four technical work-
shops, a demo, and a poster competition session with 10 finalists and 4 prizes in
different categories.

The three keynote speeches were “Questions and Answers on Technology Ethics”
by Brian Green, Director of Technology Ethics at Santa Clara University’s Markulla
Center for Applied Ethics, USA; “Maintaining the Ethics of Artificial Intelligence in
the era of Over Digitization: Risks for Machines from Machines” by Abhishek Biswas,
Senior Management Consultant at Protiviti Middle East, UAE; and “Leveraging
Classical Mathematics for Computer Art and Design” by Frank Farris, Mathematics
and Computer Science department chair at Santa Clara University’s College of Arts
and Sciences, USA. The four organized workshops were Workshop 1 “Prototyping for
IoT Projects with Arduino and ProtoPie” instructed by Annie Sungkajun, Assistant
Professor of Graphic Design and Creative Technologies in Wonsook Kim School of
Art at Illinois State University; Workshop 2 “Basics of Gaze-based Interactivity with
VIVE Pro Eye” instructed by Masson Smith, Lecturer and PhD Candidate at Texas
A&M University; Workshop 3 “How to use VR Game Design to Teach Concepts in
Sustainability” instructed by Brian Beams, Imaginarium XR Lab Manager and Lecturer
at Santa Clara University; and Workshop 4 “How to use P5.js to Generate Ideas for
your Art Practice” instructed by Krista Fay, an Independent, oil painter, digital artist,
and art instructor. The invited talk titled “Art Access in Pandemic Times: 3D Digiti-
zation Process of an Art Gallery” was given by Rogério Augusto Bordini and Cesar
Augusto Baio from the University of Campinas, Brazil. The demo entitled “MIST: You



play, I draw” was given by Juliana Shihadeh from Santa Clara University’s Computer
Science and Engineering department.

The Organizing Committee did a tremendous job in putting together the three-day
conference under the leadership of General Chair, Navid Shaghaghi, who envisioned
this year’s conference theme and direction with Steering Committee Chair, Imrich
Chlamtac, and led the conference into new avenues not explored by previous iterations
of the INTETAIN conference. Coordination with the Steering Committee Chair, Imrich
Chlamtac, was essential for the success of the conference as his constant support and
guidance were greatly appreciated especially given the global hardships faced due to
the COVID-19 pandemic.

The outstanding Technical Program Committee (TPC), led by Co-chairs Ahmed
Amer, Mehdi Dastani, Mohamad Eid, Brian Green, Mohd Sunar, and Shihan Wang,
managed the peer-review process and put together a high-quality and high-impact
technical program. Workshops Chair Brian Beams coordinated workshops that were
truly exhilarating and informative. Local Co-chairs Reza Shariatmadari and Allan Baez
Morales made the conference possible through well programmed and executed
scheduling and video conferencing technology. Posters Track Chair Jaykumar Sheth
put together a magnificent poster session and competition with a Healthcare Innovation
Excellence award sponsored by SCU’s BioInnovation and Design Lab, a Most Inter-
disciplinary and Innovative award sponsored by SCU’s Ciocca Center for Innovation
and Entrepreneurship, a Most Humanitarian award sponsored by SCU’s Frugal Inno-
vation Hub (FIH), and a Most Mathematically Rigorous award sponsored by SCU’s
Mathematics and Computer Science Department. Demos Chair Simon Flutur arranged
for a most touching demonstration on the intersection of art and technology. Web Chair
Yu Yang Chee, Publicity and Social Media Co-chairs Heidi Williams and Dagmar
Caganova, and Sponsorship and Exhibits Chair Prashanth Asuri brought together
authors, contributors, and participants from around the world.

Very special thanks are due to Publications Chair Fabrizio Lamberti, for making the
contributions of INTETAIN 2020 accessible in this conference proceedings volume as
well as to Conference Manager Viltare Platzner, for her extreme dedication and hard
work in bringing INTETAIN 2020 to life; to all of the keynote speakers who awed and
educated the conference attendees; and to all of the authors who submitted their papers
and posters to the conference, without whom none of this would have been possible.

We strongly believe that INTETAIN 2020 provided a great forum for all
researchers, developers and practitioners to discuss all science and technology aspects
that are relevant to how technology is changing the way in which humans interact with
reality. We also expect that the future iterations of the INTETAIN conference will be as
successful and stimulating, as indicated by the contributions presented in this volume.

vi Preface
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Designing Serious Games for the Mitigation
of the Impact of Massive Shootings in a Mexican

Environment

Juan Chacon Quintero(B) and Hisa Martinez Nimi

Universidad de Monterrey, Monterrey, México
juan.chacon@udem.edu

Abstract. Serious games have proven to be effective methods of communication
and learning. Qualities that had been taken advantage of in Disaster risk manage-
ment by developing serious games that mitigate the impact of natural disasters by
incurring in preparedness. Design Against Crime and its derived methodologies
and tools have proven effective in the reduction of fear of crime in Mexican com-
munities. By combining the approach previously applied in Disaster Risk Man-
agement (DRM) by game creators and researchers with Design Against Crime,
the current research project proposes the use of the resulting methodology in the
design of serious games as interventions for crime related incidents with similar
characteristics to natural disasters like massive shootings in public spaces.

Keywords: Serious games · Disaster Risk Management · Design Against Crime

1 Introduction

Serious games, accompanied by simulations, present the opportunity to improve the
information retention process through emotion and repetition. These activities act as
metaphors in which users face artificial conflicts through defined rules and quantifiable
results [1]. This can facilitate themeasurement of these experiences’ impact onmitigation
in a potential disaster before the disaster occurs.

Since the beginning of the war against drug trafficking in Mexico, which began in
2006 [2], the population has lived in a situation of violence as the confrontation between
the authorities and drug cartels has been recurrently provoked. This has generated a
climate of insecurity and has had considerable impacts on the population, such as the
increase in insecurity perception indices.

In crime sociology, insecurity perception can be defined as the emotional response
to the perception of crime-related symbols, this implies that security perception is deter-
mined by the individual and collective perceptions of crime [3]. Fear of crime and
insecurity perception can stimulate and accelerate communities’ decay and provoke
individuals to retire physically and psychologically from community life, weakening
the informal process of social control that inhibits delinquency [4].

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
N. Shaghaghi et al. (Eds.): INTETAIN 2020, LNICST 377, pp. 3–14, 2021.
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4 J. C. Quintero and H. M. Nimi

Clashes in public spaces between members of organized crime and the authorities
function as events that promote fear of crime and increase the perception of insecurity in
the communities in which they occur. The consequences of this impact can be disastrous
in the short term and long term since the fear of crime creates the risk of negatively
impacting various aspects of life in the affected communities.

By matching intervention strategies to reduce the fear of crime in Mexican com-
munities with interactive simulation experiences in the form of serious games, it was
proposed to mitigate the situation from the perspective of disaster prevention as a result
of the course. From the experience design of the player from theUniversity ofMonterrey,
this research presents a methodology, as well as the initial documentation for the design
of micro games in order to intervene in the positive mitigation of the problem.

During the project, aworkmethodologywas developed. The steps to follow for devel-
oping this type of experience were selected, followed by a stage of conceptualization
and defining the narrative elements to consider for the intervention.

2 Serious Games and Disaster Risk Management

Traditional Disaster RiskManagement (DRM)methods tend to involve centralized deci-
sion processes, the responsibilities of which lie with members of the government and
researchers [5]. These traditional strategies limit the participation of members of the
affected communities. They tend to be perceived as imposed commands by affecting the
existing culture and social participation in those communities [6].

However, the DRM strategies that have recently proven to bemost successful involve
community participation in the strategy and communication process [8]. By implement-
ing these types of strategies, communities are treated as partners in co-creating products
that reflect their participation, allowing these strategies to be better accepted and no
longer perceived as impositions [7].

The application of interactive experiences such as serious games in these types
of situations can facilitate the participation of communities, as they are perceived as
tools capable of effectively and innately communicating essential concepts for disaster
mitigation or prevention. It has been verified in different cases related to climate change
mitigation and sustainable development, among others [8].

As highly interactive and social activities, games and simulations are able to activate
a positive emotional response in players, transforming into convincing, memorable, and
challenging learning experiences, making them fun and prolonging their impact on the
user. Active learning methods have much greater information retention potential than
passive or traditional methods. Studies show that only 5% of the information is retained
in the case of reading, while in the case of an active experience, such as a training
session, up to 75% of the information is retained [9]. Added to this is the evidence on
adults’ attention span, which is estimated to be 20 min, during which only in the first
five minutes does the greatest learning impact occur [10].

Game-based learning strategies present a similar environment to those presented in
problem-based learning. They are normally guided by a facilitator who provides the
necessary information and determines the rules of the game. In this type of environment,
participants face the collection of information by applying critical thinking,which allows
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participants to conclude with a broader picture of the issue presented to them, gaining a
deeper understanding of systems or complex concepts [11].

Current interactive learning experiences like serious games present players with
the opportunity for immersions in a simulated reality representing crucial elements of
a particular process or problem. This environment allows the user or participant in the
experience to take a specific role in the situationor problem, often inviting them to interact
with other participants in the same environment, resulting in specific strategic decision-
making, as well as consideration of the consequences produced by said decisions in
the game environment [12]. This also allows players to explore and compare multiple
causes and effects concerning the game’s reality, which can then be extrapolated to other
systems, resulting in players’ ability to recognize the links between decisions made in
the game.

Gaming and the mechanisms that govern reality turn serious games into practical
tools formitigation inDRMprocesses, both in the pre-disaster stages, such asmitigation,
prevention, and preparedness, and in the post-disaster stages, such as response, reaction,
and recovery, since it is entirely related to the main objectives of serious games, which
are message broadcasting, training, and data exchange [13].

As cultural artefacts, Serious Games also represent an opportunity for those involved
in an emergency situation to consider the ethical ramifications derived from their role and
decision making during this type of situation. As experiences, video games in general
can be used for developing ethical thinking skills [14].

Allowing players to reflect about the consequences derived from their actions. This is
often achieved through assuming new identities that allow to experience these situations
within the game space [15].

3 Design Against Crime and Serious Games

This research documents the work process followed in the conceptualization and design
of an interactive micro-experience as a serious game to prepare a Mexican population
sector to face a shooting situation in a public space. For this purpose, this study refers to
strategies used in disaster prevention tomitigate the impact of natural disasters, as well as
the design of interventions to mitigate the impact of crime inMexican communities [16].
The use of a design methodology derived from the strategies above was conceptualized
and put into practice, consisting mainly of involving stakeholders in the co-creation
process directly or indirectly as well as a series of steps that have allowed for knowing
the situation in relation to the needs derived from both the agents and the environment
involved in the situation.

In the Design Against Crime, Crime Lifecycle Methodology [17], which has previ-
ously proven its effectiveness in the design of interventions to mitigate or prevent the
impact of a crime situation by involving stakeholders in the planning and design process
[18], communitymembers or participants in various activities are invited to visualize and
identify the most effective point at which to carry out an intervention so that the crime
in question can be prevented, participants can react adequately to its occurrence, or, in
the case of identifying a stage after the occurrence as the most relevant in the situation,
participants can limit spread of the economic, emotional, or psychological impact of
crime in the community.
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Shootings in public spaces were selected as the central theme for the development of
this project since these phenomena can be considered and analyzed from the perspective
of both Design Against Crime and DRM, the latter being one of the fields in which
the application of serious games has previously demonstrated its effectiveness as tools
capable of mitigating such situations [19].

4 Designing Serious Games for the Mitigation of the Impact
of Massive Shootings in a Mexican Environment

Once the topic was selected, the project participants undertook to investigate the back-
ground and registered cases of that type of occurrence and the main reactions of the
participants or victims of said events in Mexico. Among the cases registered in the last
decade, the situation derived from the capture of Ovidio Guzman in 2019 stands out,
where the city of Culiacán and its surroundings were seized and virtually besieged by
organized crime, resulting in dozens of shootings in public spaces and 14 deceased and
21 wounded people [20]. Something that stands out, in this case, is the high number of
recordings resulting from this incident, due to the reaction of the witnesses and civilian
victims who, contrary to what could be assumed, decided to react to the shootings by
trying to follow their actions or staying immovable in the space of the action. How-
ever, despite keeping low to the ground or keeping cover, by broadcasting live on social
networks or recording the situation, they put themselves even more at risk.

Such a reaction to this type of situation puts those involved physically at risk [21] and
spreads the impact of the crime far beyond the environment and agents involved. When
the captured images are disseminated, they end up affecting the perception of insecurity
of all those inhabitants of nearby communities, possibly even affecting the indexes of
security perception at state or national levels.

Although this case best exemplifies the lack of preparation or knowledge of the
population when facing this type of situation, it is not isolated. Outdoor shootings have
occurred both in Tamaulipas [22] and Coahuila [23], as well as in Nuevo León [24].
They show similar reactions and characteristics throughout the years.

Due to this type of reaction, as well as the fact that it is an apparently random and
unexpected situation, out of control of the majority of those involved, it was decided to
select the reaction to this situation as the stage for the intervention design. In this case, a
serious gamecan teachpotential victimshow to react to this typeof phenomenon.Derived
from this, the city of Monterrey, Nuevo León, was selected to test this concept, and the
students of the player experience design class, of the video game design master’s degree
from the University of Monterrey, were chosen to put the conceptualized methodology
into practice. In order to put the participating students into the context and facilitate
the assimilation of the process to follow in the design of the intervention against crime,
the team opted to synthesize and replace the elements of the Crime Life Cycle [25]
methodology, and the conjunction of criminal opportunity [26], previously used in the
design of interventions against crime in Mexican communities [27], with procedures
and elements related to or derived from the process of designing interactive experiences,
as well as with video games. Both methods mentioned above consist of identifying the
agents and environments involved in the crime situation, their needs and vulnerabilities,
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and the most important stage of the crime situation in which to apply an intervention
capable of completely stopping or mitigating the impact of said crime, followed by
designing the said intervention, applying it in the situation, and measuring its impact.

Following these guidelines as a basis, the students began by analyzing the agents
involved in the situation, in this case, the profile of the potential victims, members of the
general population of Nuevo León. A total of 12 participants, men and women with an
average age of 26 years, were initially analyzed with a survey to determine from written
text their profiles according to the traits of the Big Five Personality Model [28]. Previous
research has used the relationship between these personality traits and gamer archetypes
[29], so the same system was chosen to identify each participant’s video game profile.
Using this method determined those elements necessary to generate a greater emotional
impact on the participants to facilitate the learning of the correct reactions or instructions
to follow when facing a shooting in public spaces.

According to theAutonomousUniversity ofHidalgo [21], if someone is in themiddle
of a shooting in a public space, hear gunshots from a distance, or have the shooter within
sight range, it is recommended to drop to the ground, not to kneel nor bend down, and
to let go of everything you’re holding. Wait until you identify the shooter and withdraw
from the area if possible. In the case of running, it is recommended not to run since
you could be heading in the direction where the shots originate and running could also
attract the shooter’s attention. When hitting the ground, it is necessary to check where
the shots have come from and how far away the shooter is and avoid any investigation.
Use the ears and be prepared to stay away from the sound, if possible.

An attempt should be made to determine if the shots are directed at you or if there
are immediate threats nearby. If you need to look, you should not raise your head, and
it is recommended to look from the sides, taking into account that the shots can come
from all directions. If there is an accessible escape route, you should try to evacuate the
present people as long as you do not risk your life and that of others. It is recommended
to leave belongings. As much as possible, prevent people from entering the area where
the shooter is. Keep your hands visible and follow the instructions of any security officers
or trained personnel present.

If evacuation is not possible, it is recommended to find a hiding place out of sight of
the shooter, which protects you if shots are fired in your direction. Facing or trying to
catch shooters is not recommended. If the shooter is close, it is recommended to silence
your cell phone. Turn off any noise source, hide behind large objects, and stay calm.
Stay calm and dial 911, if possible, to alert the police to the shooter’s presence. If you
cannot speak, leave the line open and allow the operator to hear you.

It is recommended that the player take action against the active shooter as a last resort.
Only when your life is in imminent danger should you try to disrupt or incapacitate the
active shooter. When the authorities arrive, it is recommended to stay calm and follow
the instructions of the officers.

Following this stage, each participant’s profile was developed with the results of
the applied surveys. This profile included within it the elements the player archetype
identified as the main ones, in this case, Mastermind–Manager, as well as the elements
and characteristics of the most attractive video games for said profile.
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Derived from said profile, the participants opted to propose a puzzle-like experience
in the form of a maze. Users were confronted with the simulated situation of a street
shooting and needed to find the route, making correct decisions to survive and complete
their journey.

For the environment, the team chose the Monterrey metropolitan area. Considering
previous occurrences of shootings and acts of violence by organized crime in the area
[30], the municipality of Guadalupe, Nuevo León, was selected as a real space/location
to be used as a basis for the design of the environment of the proposed experience.

In both DRM and Design Against Crime strategies, the background of the situation,
the decisions available to those involved in the situation, and the possible consequences
of making such decisions are taken into account. Following this scheme as a basis, the
work team proposed using a similar structure for the construction of the message or
complex concept to be transmitted as a form of teaching through interaction with the
proposed experience. The students were invited to select the background, the possible
decisions, and their consequences to be transmitted as a message, which was later used
as the narrative basis of the proposed serious game, derived in the introduction, climax,
and conclusion.

Once these narrative elements were determined, the students were invited to transfer
these narrative elements into a real geographic area, using a digital map of the Guadalupe
area (See Fig. 1), to distribute said elements, selecting three relevant points to use as
base locations for the narrative, followed by a starting and an ending point. With this
completed narrative, the team chose to start the creative conceptualization stage and the
construction of the necessary elements for the execution of the experience.

Fig. 1. Map of Guadalupe zone, with narrative elements distributed and marked.
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5 Life Oppression

As a result of this process, the students proposed “life oppression,” a five-minute experi-
ence built using the Unity Engine [31], with the concept of run from the block. Here the
players are immersed in a situation of being in-between an armed confrontation between
the authorities and organized crime groups on the streets of Guadalupe, Nuevo León (See
Fig. 2). The player must make correct decisions to survive, get out of the situation, and
reach a safe area. The player can quickly visualize if their decisions are successful and
have saved his life, or if they are incorrect and have led him to panic and die within the
game (See Fig. 3).

Fig. 2. Game location inspired by Guadalupe Nuevo León

The game takes as inspiration the locations previously selected by the team and
reinterprets them in a closed environment, like a labyrinth in which secondary agents
are distributed, representing both members of organized crime and of the authorities.
Members of organized crime may be able to directly shoot and “kill” the player by
mistaking him for a member of the authorities, and in the same way, the authorities may
mistake him for a member of organized crime. The player is also faced with situations
where, depending on their decisions, they may find themselves in the crossfire and die
amid accidental shooting. Along the way, the player receives messages that give her
suggestions or, where appropriate, specific indications on how to react to survive the
situation. To confront the player with different versions or cases in which a real victim
can face an outdoor shooting, secondary agents are distributed so that the player can face
different distributions and cases along the way. If the player makes the correct decisions
and completes the route satisfactorily, fleeing the sound of the shots and trying to get as
far away as possible within the confines of the available space, he ends up finding a safe
area protected by the authorities where he can take refuge and conclude the experience
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Fig. 3. Making the wrong decisions can lead to the player to death

satisfactorily, Fig. 4 shows the resulting environment map, player routes and agents’
distribution.

Fig. 4. Environment map.

For the evaluation of the experience in this stage of the project, the team opted to
use a real-time facial recognition model, tensorflow-js in conjunction with a Single Shot
Multibox Detector based on MobileNetV1 was used for face detection, while a depth-
wise separable convolutions and densely connected blocks model was used for emotion
expression recognition, both models derived from the approach originally proposed by
face-api.js [32]. The resulting tool estimates the players emotional impact that the expe-
rience has on them throughout their participation from their facial expression. At the
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end of the game, the participants were invited to provide feedback on their experience
to improve future iterations of the game and to give a clearer idea of the learning impact
it had on the participants. For the first test, a total of eight participants, men and women
with an average age of 30 years, played the game.

Before interactingwith the experience, the participants’ profileswere evaluated using
the same correlation method between the Big Five Personality Model and the player
archetype to determine if there was a similarity between the profiles identified by the
previous tests and the participants,withMastermind–Manager being the profile identified
among the participants. When analyzing the recordings of the different interactions, the
participating students concluded that the participants showed sadness, anger, and disgust
as the primary expressions of facial emotion throughout the experience when interacting
with the game, such as surprise and sadness when dying and happiness when completing
the game, Fig. 5 shows a participant interactingwith the experiencewhile their emotional
reaction is being recorded. It should be noted that the fact that sadness, disgust, and
anger were presented as the primary emotions may be related to the participants’ lack
of familiarity with the environment and the control of the experience, which must be
improved in subsequent iterations.

Fig. 5. Participant interacting with the game.

There is a relationship between the characteristics of a video game and the level of
excitement or satisfaction that users can obtain from that experience. Considering that
the level of excitement can help maintain attention and improve learning through the
experience, we opted for a type of game based on the personality and profile of the player
identified among most of the participants.
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6 Discussion and Conclusion

This research documents the background, the method and the process utilized to design
and develop a 5-min interactive experience as a serious game, with the goal of teach-
ing possible victims of street mass shootings how to react when confronted by such
situation, potentially mitigating its impact. To achieve a meaningful impact in the sit-
uation, the Monterrey Nuevo Leon metropolitan area was selected as the environment
for the project. A team of students from this area, specifically members of the game
design master program of Universidad deMonterrey, which in a sense can be considered
stakeholders because of their links to the local community, where selected to design the
experiences and test the proposed work methodology. A first version of the conceptu-
alized game, “Life Oppression”, was developed in Unity Engine using stock assets and
was consequently tested bymembers of the community, measuring the emotional impact
by applying face recognition during their experience. Although the decision was made
to measure users’ emotional impact by interacting with the experience using real-time
facial recognition, future elaboration of protocols and methods for quantification are
required. Both based on the emotional impact of the participants’ expressions, as well as
the level of learning and retention of information after the experience. Further consider-
ation and analysis should be directed towards the ethical ramifications and consequences
derived from the interaction with the resulting game, particularly for members of the
community that have been previous direct or indirect victims of a street shooting situa-
tion, which may be triggered by the simulation furthering the impact of the crime rather
than mitigating it.

This research details the basis and methods applied in the first iteration of what is
planned to be an annual recurrent program for the development of serious games that
facilitate or promote the information necessary to mitigate the impact of this kind of
violent situation. The possibility of expanding this method’s application to other types
of situations such as natural disasters or human-made disasters that plague communities
in the same geographical area is not ruled out.
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Abstract. The commercial VR/AR marketplace is gaining ground and is becom-
ing an ever larger and more significant component of the global economy. While
much attention has been paid to the commercial promise ofVR/AR, comparatively
little attention has been given to the ethical issues that VR/AR technologies intro-
duce. We here examine existing codes of ethics proposed by the ACM and IEEE
and apply them to the unique ethical facets that VR/AR introduces. We propose a
VR/AR code of ethics for developers and apply this code to several commercial
applications.

Keywords: ACM · IEEE · Applied ethics · Augmented reality · Professional
ethics · Technology ethics · Virtual reality

1 Introduction

Virtual reality technologies have rapidly emerged into the consumer marketplace since
the 2016 release of the HTC Vive and Oculus Rift systems. In 2019, aVR application,
the motion game Beat Saber, was the first to sell over 1 million copies (“Virtual Reality
2019”). Late in 2019, Mark Zuckerberg announced that sales of VR content for the
Oculus family of VR hardware had surpassed $100 million dollars (“Oculus” 2019).

With well over 1 million VR headsets connected monthly on the Steam platform
alone, the VR marketplace is on a pace to expand radically as next generation hardware
becomes wireless, more mobile, and more cost-effective. While we’re not yet at the
point where most households have access to VR and AR hardware, game and software
developers are hoping that a day comes when this will be true. As a result, the need for
deeper discussions on the ethics of VR and AR is imperative.

While significant attention has been given to its commercial potential, much less
attention has been devoted to an examination of the potential ethical issues arising from
VR andARdevelopment.We examine these issues here and propose a new code of ethics
for commercial VR and AR applications. This code draws upon existing frameworks
provided by the IEEE and ACM professional codes and extends its applicability towards
ethical issues surrounding unique features of VR/AR.
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2 Existing Codes of Ethics

Both the Association for Computing Machinery ACM) and Institute of Electrical and
Electronics Engineers (IEEE) have developed codes of ethics to guide the members
of their respective professional organizations (see Tables 1 and 2). We begin with these
organizations in part because they are the largest international professional organizations
which developers of VR and AR applications are likely to belong and thus they wield
influence over how ethics gets incorporated into the project workflows of developers
large and small.

Both codes of ethics stress professional duties to protect and promote public welfare,
build public trust, and work toward the common good. The ACM code of ethics goes
on to helpfully distinguish between ethical duties owed to consumers and the public
from those developers owe themselves. The duty to be a good developer, in other words,
extends beyond the duty to minimize harm, design for compliance, or to enhance social
welfare. Being a good developer is, in itself, a moral virtue all developers should aim
for.

In this section, we highlight what we believe are the most relevant aspects of each
organization’s code of ethics. In particular we will later draw upon both professional
codes in order to create a code of ethics specifically aimed at developers of VR/AR
applications. While there’s significant overlap between being an ethical developer of
traditional software platforms and that of VR applications, the unique features of VR/AR
require we call specific attention to the virtues of good VR/AR design.

These codes of ethics include:

Table 1. IEEE Code of Ethics

• To hold paramount the safety, health, and welfare of the public

• To improve the understanding by individuals and society of the capabilities and societal
implications of conventional and emerging technologies

• To seek, accept, and offer honest criticism of technical work, to acknowledge and correct
errors, and to credit properly the contributions of others

• To avoid injuring others, their property, reputation, or employment by false or malicious
action

• To assist colleagues and co-workers in their professional development and to support them in
following this code of ethics

Retrieved from: https://www.ieee.org/about/corporate/governance/p7-8.html

One limitation of both the ACM and the IEEE codes is that, while both speak some-
what generally about harm avoidance and designing with the public good in mind, they
do not make distinctions on methods by which different technologies can impact (and
harm) individuals. Although some material harms (e.g., data privacy, physical safety)
are easy enough to identify and to build protections around, emerging technologies are

https://www.ieee.org/about/corporate/governance/p7-8.html
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Table 2. ACM Code of Ethics

• Avoid harm

• Be honest and trustworthy

• Be fair and take action not to discriminate

• Respect privacy

• Ensure that the public good is the central concern during all professional computing work

• Recognize when a computer system is becoming integrated into the infrastructure of society
and adopt an appropriate standard of care for that system and its users

Retrieved from: https://ethics.acm.org/code-of-ethics/code-2018/

likely to bring with them new forms of harm that are especially important to protect
consumers from in advance of launching a product.1

Virtual reality introduces several new variables into the equation of ethical game
design that are unprecedented and require proactive attention. We must consider before-
hand the potential harms of virtual reality to ensure that such technologies are neither
intentionally nor accidentally misused. Accounting for these new forms of harm protects
both the users and developers of VR/AR, who are both fundamental to the progression
of good VR and AR technology.

In an effort to integrate VR/AR in a way that reflects the spirit of the ethical codes
currently in play, as well as tailoring it to the unique features of the VR/AR landscape,
we must look at the way people experience a virtually real environment. While there
exist guidelines for the responsible creation of media like film and television, VR and
AR are less researched, and they have more capacity to create psychologically real
experiences. The interactivity, immersion, and the fact that VR and AR experiences are
not screen-bound (experienced as being contained by a screen within the larger field of
view of the user), means that events that occur in these virtual spaces will be more ‘real’
than in TV or film. As such, there is more responsibility to consider these impacts and
mitigate any potential harms, especially because of a higher degree of similarity to real
life experiences than in these more ubiquitous mediums.

One benefit of the ACM code is that it includes a special set of ethical considerations
aimed at those technologieswhich are, or are poised to become, integrated into the infras-
tructure of society. We believe virtual reality hardware will be one of these technologies
and thus should be subject to a higher level of ethical scrutiny. For example, in 2019,
the Facebook Corporation (the parent company of the Oculus Corporation) announced a
multimillion dollar effort to create Horizon, a VR social media environment, that it plans
to roll out sometime in 2020 (Kaser 2019). We believe that the hardware and software
investments being made by companies like Facebook are strong indicators that VR and
AR technologies are likely to become a part of the social media infrastructure of the

1 Most commercial developers (Oculus, HTC, etc) have their own internal codes for employees
and other codes have been proposed (Madary and Metzinger 2016). We aim to incorporate and
synthesize these codes into our own proposal here which builds on what we argue are unique
psychological aspects of simulation design that are unique to VR/AR.

https://ethics.acm.org/code-of-ethics/code-2018/
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21st century and thus such technologies require an especially careful level of ethical
assessment.

3 Ethical Issues in AR/VR

As the IEEE and ACM codes help us see, VR and AR technologies will inherit many
ethical issues already familiar to those of us concerned with ethics and technology. In
this section we briefly survey these issues before extending our analysis to ethical issues
that are unique to emerging VR technologies and our research on the moral psychology
of user experience.

3.1 Data Collection and Privacy

Virtual Reality devices are capable of collecting a great deal of personalized data that
must be safeguarded. For example, VRand AR technologies are capable of collecting
information about a user’s location, the media they experience, hours spent in virtual
space, virtualwallets, and other relevant data typically associatedwith virtual economies.
AR technologies have the additional ability to track a user’s location as they move about
both virtual and real spaces.

Additionally, VR and AR devices are able to collect information about user height,
motion, interaction choices, and avatar design choices. These devices are also able to
track user gaze, record facial expressions, and store user audio input using the built-in
cameras andmicrophones on newer generations of VRHMDs such as the Oculus Rift-S,
the Vive Cosmos, and the Valve Index. Many developers in these spaces allow users to
upload photos to allow their avatars to more closely resemble themselves (or others).
These data could lead to a new, and more insidious, form of identity theft in which
physical and audio avatar profiles can be cloned and used to deceive unsuspecting users
(Slater et al. 2020).

Not only is the volume of data generated by virtual reality technologies larger than
that provided by traditional consumer computing platforms, the haptic systems thatmake
virtual reality technologies so immersive allows that data to be of a more intimate nature.
Though data collection is used to enhance user experience, it introduces a potential inva-
sion of privacy that players may not have explicitly consented to. Ethical commercial
applications must make clear to users not only that such data can be collected but also
take great pains to carefully encrypt collected data. Equally importantly, developers
should aim not to collect more data than is absolutely necessary for particular applica-
tions. Furthermore, care must be taken to delete such data at the earliest possible time
(minimizing the harm of a data breach). Users must also, to the degree allowed by the
application, be empowered to opt out of data collection.2

2 Although different in terms of their “opt-in” vs. “opt-out” structure, both the state of Califor-
nia’s Consumer Privacy Act (CCPS) enacted in 2020 and the European Union’s General Data
Protection Regulation (GDPR) enacted in 2018 provide consumers with such a right and both
serve as good models for ethical data collection.
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3.2 Content

Like all media, some individuals may have concerns about VR and AR based on content
that they may personally find objectionable. While this has been a concern raised about
all forms of media, the interactive and especially immersive nature of VR and AR
technologies, and the degree to which they more greatly affect user emotion, makes
such concerns especially important.

Although content warnings, game ratings, and other advisories are now common in
the industry, there may be instances in which the nature of immersion can add a new
ethical dimension that should inform how developers, and rating agencies, respond to
these content concerns. We address the special nature of content in section D below. The
very same content should, we believe, often receivemore conservative ratings (e.g., more
adult ratings) whenmade for VR andAR than other forms ofmedia. These ratings should
explicitly convey that virtual reality may result in more severe psychological reactions
to content that a player may otherwise find acceptable in less immersive mediums.

3.3 Nudges

Cambridge Analytica’s approach to targeted advertising made the ethics of nudging
salient in 2016. Nudges are intentional manipulations of a user’s (real or virtual) envi-
ronment that are meant to influence users (Sunstein 2015). As Cambridge Analytica’s
example helps demonstrate, nudges are sometimes morally problematic to design and
use.

Because VR and AR technologies can be immersive, highly convincing, and emo-
tionally engaging, they are an especially good tool for nudges. Already, such applications
have been developed for the purpose of nudging users into being less racist, more sym-
pathetic to homelessness, more caring about the environment, and to eating less meat.
However, an ethical analysis of the design and development of such nudges has not
followed suit. Tech ethicists have argued that a nudge is permissible so long as it avoids
manipulating users (by deception or lack of transparency) and works to benefit users and
social welfare whenever possible. VR and AR nudges can also be ethically appropri-
ate ways of helping users develop good skills and habits (Sunstein 2015; Herrera et al.
2018).

Because experiences involving these technologies can blur the distinction between
reality and simulation, developers should be especially cautious about developing nudges
that leave users with the false impression that they understand what it’s like to live the
life of a different person (Ramirez 2018b).

3.4 User Experience/Harm

One of the unique features of virtual reality technologies is their ability to convince
their users that they’re physically located inside the virtual worlds instead of wherever
they happen to be in reality. Psychologists refer to this phenomenon as the feeling of
“presence” (Cummings and Bailenson 2016). While many forms of media can instill
feelings of presence in their users, virtual reality technologies are capable of generating
especially intense forms of presence known as “virtually real” experiences (Ramirez
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2018a). Because virtual reality is capable of generating virtually real experiences (i.e.,
experiences that are treated by users, in the moment, as if they were real) developers of
VR and AR applications should pay special care, in line with the ACM and IEEE codes,
to avoid causing unintended harm to users.

Scott Stephan, director of games at FoxNext VR Studio (makers of TheBlu:
Encounter), makes the same point when he cautions that he

...find[s] that scary experiences, horror experiences need to be really finely cali-
brated. If you see a horror movie on a screen, you have the abstraction. It’s not
so frightening, and you know you’re there for fun… I found that, in room-scale
VR, things that might be fun on a TV screen, like jump scares...We actually have a
rule that no creature should be larger than the size of a small dog. Anything above
that and you get this primal, lizard-brain thing of, ’Oh, this isn’t a fun scare. It’s a
survival scare. (“On Immersive Virtual Reality” 2018)

Commercial VR and AR applications need to be sensitive to the hardware’s ability
to generate virtually real experiences and need to think carefully about how to design
simulations with them in mind. Specific design elements of simulations are known to
affect the probability that a simulation will give its users virtually real experiences. An
ethics for VR and AR applications requires that designers become sensitive to how these
elements can be modified to decrease the risk of virtual trauma while increasing user
engagement and enjoyment (see Fig. 1).

Less Virtually Real More Virtually Real

3rd Person Perspective 1st Person Perspective
Non-Diegetic Sound Only Diegetic Sound
Unrealistic Settings Contemporary Settings
Impossible Physics Naturalistic Physics 
Poor NPC A.I. Human-Like NPC A.I.

Fig. 1. A selection of features demonstrating the dimensional nature of virtually real experiences.
Developers of VR/AR applications should adjust these parameters to tailor their simulations so as
to avoid harmful or undesirable user experiences.

The success of virtual reality exposure therapies (VRET) support this point (Rizzo
et al. 2017). VRET environments are created to simulate, as realistically as possible,
real-world exposure therapy treatments for phobias and post-traumatic stress disorders.
To date they show positive results, comparable to traditional treatments, demonstrating
the power of virtually real experiences.

Best practice should focus on avoiding user harm through all phases of an appli-
cation’s design and development. We suggest that these practices should be aimed at
following The Equivalence Principle (TEP) when it comes to ethical simulation design:

TEP: If it would be wrong to allow a person to have an experience of something
in the real world, then it would be wrong to allow a person to a virtually real
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analogue of that experience. As a simulation’s likelihood of inducing virtually-
real experiences in its subject increases, so too should the justification for the
use of the simulation (Bliznyuk 2019; Ramirez 2018a; Ffiske 2020; Ramirez and
LaBarge 2018)

Ethical developers of VR and AR content should take care to fine-tune their appli-
cation’s parameters, in line with TEP, to enhance user experience and minimize user
harm. Because these applications are more likely to give users virtually real experi-
ences they should be subject to greater ethical scrutiny. For example, although virtually
unreal simulations of murder or torture are common features of games, virtually real
simulations of the same actions have the potential to harm users and, in rare cases, can
affect real-world user behavior (Ramirez 2020). For this reason, developers of virtual
reality simulations that include actions that would be bad for us to do in the real world
need to be developed with special ethical care to avoid harming users. Also because of
this, developers of applications for VR and AR should not use comparisons of violent
content in non-VR/AR games to justify violent content in their own applications. These
new media are psychologically unique and require their own ethical frameworks.

3.5 Dissociation/Derealization

Madary and Metzinger (2016) have cautioned that prolonged use of VR can affect a
user’s perception of reality. Dissociation (separating yourself from your experiences)
and derealization (loss of a sense of reality) are concerns about long-term use of virtual
reality technologies. There’s evidence that supports Madary and Metzinger’s concerns
about the effects that VR and AR may have on our perception of reality and our ability
to keep track of real and virtual experience (Aardema et al. 2010).

Madary and Metzinger (2016) also worry that long-term use of virtual reality tech-
nologies can have negative personal and social consequences if users neglect their real-
world health, nutrition, home-life, and social obligations because they prefer to spend
time in virtual worlds.

Ethical developers of commercial VR and AR applications should thus take care to
prompt their users to exit or suspend use to minimize these problems. Such prompts have
become more and more common in traditional media. Little research has been done, to
date, on the severity of this problem and it’s likely, given the immersive experiences that
these technologies offer, that stronger nudges will be necessary to avoid the dangers of
prolonged use.

3.6 The Special Case of Children

The Oculus Rift owner’s manual recognizes that children raise a special set of ethical
issues when it comes to VR. They caution owners that:

[t]his product is not a toy and should not be used by children under the age of 13,
as the headset is not sized for children and improper sizing can lead to discomfort
or adverse health effects, and younger children are in a critical period in visual
development...Adults should monitor children age 13 and older who are using
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or have used the headset for any of the symptoms described in these health and
safety warnings ...and should limit the time children spend using the headset and
ensure they take breaks during use. Prolonged use should be avoided, as this
could negatively impact hand-eye coordination, balance, andmulti-tasking ability.
Adults should monitor children closely during and after use of the headset for any
decrease in these abilities. (Oculus Health and Safety Manual)

VR and AR hardware and applications are likely to become deeply integrated into
the future structure of society, and in line with the ACM code of ethics, special care
and precaution need to be exercised when designing applications that may be attractive
to children. Because very young children are especially likely to develop issues with
derealization and depersonalization as a result of time spent in virtual environments, we
believe that it would be wrong to develop VR/AR applications directly (or indirectly)
for children. As we learn more about the effects of these technologies on developing
brains and minds, such precautions may become less (or even more) necessary.

4 A Code of Ethics for VR/AR: Designing for the Common Good

Table 3. VR/AR Code of Ethics

• Design simulations to avoid being more virtually real than necessary

• The Equivalence Principle sets an upper limit on ethically acceptable virtual and augmented
reality applications

• Take special care when designing VR and AR applications used by children 13 years or older
and do not develop applications for children younger than 13 years

• Incorporate design elements into VR applications to avoid prolonged and sustained use

• Applications intended to change (nudge) user behavior must be transparent, avoid
manipulation, and serve both the user and public goods

• Be mindful of the fact that content that may not be problematic if experienced using
traditional media may become problematic if experienced as virtually real

• User data should only be collected as-needed for application functionality and should be
encrypted and deleted as soon as is feasible to protect user privacy and identity-theft

• Simulated environments (social, educational, governmental) that aim to be integrated into
the infrastructure of society should receive the highest level of ethical scrutiny

The code of ethics that we propose in Table 3 above draws from the decades of
experience enshrined in the codes of both the ACM, the IEEE, and our own research
on user responses to simulated environments. Developers of commercial VR and AR
applications have ethical duties to avoid unnecessary harm to users and to consider the
massive impact on basic social structures that these technologies are likely to have in
the 21st century. Ethical VR and AR engineers (both software and hardware) must be
mindful of both their impacts on users and society. The more axes in our code that a
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potential commercial application makes contact with (e.g., a VR app aimed at nudging
teenagers toward healthy habits), the more ethical scrutiny such applications should
be subjected to both internally, by development teams, and externally by government
regulatory bodies. Understanding not only the role of virtually real experiences in the
ethics of VR and AR but also how such experiences can be made more or less likely by
concrete design choices, is essential to ethical VR and AR development.

To illustate a proper application of this code, we briefly look at one case of ethical
virtual reality development, Sisu VR’s sexual harassment VR training simulations. Sisu
VR’s simulations are aimed at both the user and public good. Sexual harassment not
only harms individuals but also creates a workplace (and social) culture that, overall,
generates negtive utility. Harnessing the perspective-taking and immersive capacities of
VR, Sisu VR’s simulations provide users with different points of view about how to
confront, pacify, intervene, or even keep silent in those viewpoints helps ingrain ethical
habits into the user. The simulations themselves aim to be virtually real enough (e.g.,
first-person, realistic settings, etc.) so that they engage users emotionally but not so
virtually real that they traumatize them (e.g., text-box prompts artificially limit user
choice as many VRET simulations do).

The objective of Sisu VR’s product is to empower users to make morally civil deci-
sions through “passive and active involvement…where the user is required to “hammer”
home the activity or action” (Kenwright 2014). For example, the user is prompted to
speak a variety of dialogue responses out loud to in-game characters. To complete the
training, one has to select and speak a set of phrases containing both professional and
ethical language. Practicing morally civil dialogue in a VR context may empower the
user to eventually manifest such actions in a real life context.

5 Conclusion

Virtual reality technologies have been in development throughout the 20th century and
are only now becoming widely available commercially. As consumers and developers
explore the new spaces and possibilities opened up by VR and AR hardware, we must
work proactively to avoid creating unethical applications of these technologies. As these
technologies become more deeply integrated into the everyday fabric of our social,
political, and educational institutions and as they become a part of thework-environment,
we must make sure that such new developments are met with equally new and important
ethical constraints. The code contained here represents one early attempt to express the
most critical ethical considerations that VR and AR developers should build into all
levels of their project workflows.
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Abstract. The increased ability of Artificial Intelligence (AI) technolo-
gies to generate and parse texts will inevitably lead to more proposals
for AI’s use in the semantic sentiment analysis (SSA) of textual sources.
We argue that instead of focusing solely on debating the merits of auto-
mated versus manual processing and analysis of texts, it is critical to
also rethink our underlying storage and representation formats. Further,
we argue that accommodating multivariate metadata exemplifies how
underlying data storage infrastructure can reshape the ethical debate
surrounding the use of such algorithms. In other words, a system that
employs automated analysis typically requires manual intervention to
assess the quality of its output, and thus demands that we select between
multiple competing NLP algorithms. Settling on an algorithm or ensem-
ble is not a decision that has to be made a priori, but when made, involves
implicit ethical considerations. An underlying storage and representation
system that allows for the existence and evaluation of multiple variants
of the same source data, while maintaining attribution to the individ-
ual sources of each variant, would be a much-needed enhancement to
existing storage technologies, as well as, facilitate the interpretation of
proliferating AI semantic analysis technologies. To this end, we take the
view that AI functions as (or acts as an implicate meta-ordering of) the
SSA sociotechnical system in a manner that allows for novel solutions
for safer cyber curation. This can be done by holding the attribution
of source data in symmetrical relationship to its further multiple dif-
fering annotations as coexisting data points within a single publishing
ecosystem. In this way, the AI program allows for the annotations of indi-
vidual and aggregate data by means of competing algorithmic models,
or varying degrees of human intervention. We discuss the feasibility of
such a scheme, using our own infrastructure model, (MultiVerse), as an
illustrative model for such a system, and analyse its ethical implications.
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1 Introduction

Artificial Intelligence (AI) is increasingly touching and structuring our lives.
AI helps enhance our ordinary experiences with its tailored news, real time
traffic updates, more accurate weather forecasts, better personal time man-
agement, delivery of online meetings, global email communications, and cost-
efficient healthcare diagnosis. Where the moral nature of the personal use of AI
in these examples is largely beneficial, implicit and nominal, its impact becomes
more direct and ethically ambiguous when employed essentially to judge people.
Today AI is being used to predict one’s ethnicity [29], credit-worthiness for a
loan or mortgage [7,39], academic grade [38], or political leanings [54]. More
recently, the literal judgement in court sentencing is increasingly influenced by
“risk assessment” AI with potentially dire consequences to these developments
[8,71,72]. Although seemingly innocuous, the application of algorithms for the
micro-evaluations of a text demands moral explication. The use of Natural Lan-
guage Processing (NLP) algorithms varies from its application to judge the verac-
ity of a text’s authorship, to the assessment of a written work’s sub-text such as
the writer’s sentiment in the piece [20,60]. Because automated sentiment anal-
ysis and similar textual processing become more efficient as one increases the
data available for the AI, it seems unlikely that this practice will cease, indeed
it may be the only way to handle the exponential volume of automatically gen-
erated text flooding online media channels. The interconnectedness of data sets
used by the AI mean there are no neutral or bias-free domains of knowledge.
The need to automatically identify bad actors posting online news [2,49] or
social media [58,75], can wrongfully limit an individual’s freedom of speech or
be gamed effectively by deliberate bad actors or states. These situations contex-
tualize the ethical and professional domain of the hypothetical cyber-archivist,
the AI librarian or scholarly assistant who processes written data and annotates
it for further analysis or classification.

AI’s usefulness for all such cyber-archivist tasks is undeniable, given its abil-
ity to quickly sift through massive datasets and to detect and trace patterns
that would be impossible for a human to process with any efficiency [26,57]. For
example, given human limitations and financial considerations, combing through
online media posts to detect trends in public sentiment, or to detect spam in
individual post comments, would require more personnel hours than could rea-
sonably be brought to bear by any individual party or organization. As more and
more data about our world becomes available and meets computing power to
process it as never before, this apparent usefulness can only grow. But whether
or not such usefulness is truly beneficial, or merely an invitation to hand over
human judgment to fallible algorithms, given the potential for bias and error, is
a topic of intense debate [33,36,41,47,67]. And when AI is used to process and
pass judgment upon large data sets, attempts to improve the quality of an AI
solution may be hindered by the very nature of the data that leads us to embrace
such solutions – specifically, its vastness. For example, if an AI model that has
processed vast volumes of data is found to be flawed, then correcting such a flaw
and embracing a new model may be impossible without entirely reprocessing
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the vast datasets involved. This could mean that opportunities to embrace new,
more trustworthy, AI models (or to simply tweak existing models to correct a
minor flaw), would be lost to us without sufficient information being preserved
regarding more than simply the results of prior processing.

To debate the merits and perils of applying such technologies without consid-
eration for how the underlying technological infrastructure could be changed to
promote or discourage risks, is a necessary ongoing ethical conversation, for any
blinkered views could lead to an inaccurate and potentially harmful AI model.

Given the fundamental nature of this problem for all AI models we will con-
sider the role of automated algorithms in rendering judgment without reference
to a specific domain, that is, in its most general form as a processor of data that
mimics human judgment. More specifically, we look to how artificial automation
is analogous to an archivist or librarian citing, archiving, and scholarly critiquing
data. We are, therefore, dealing with the question of whether or not a cyber-
archivist can be both useful and safely trusted. In deciding whether or not to
place AI technology in a position of trust, the question is not merely whether
the AI can be trusted to offer good judgments, but also critical is how that tech-
nology, and the judgements it makes, is integrated into the broader system. The
questions of whether or not an AI’s judgment can be trusted is not therefore our
focus, but rather we look at the manner in which it is best applied. We illus-
trate the potential to overlook this by illustrating how underlying infrastructure
can impact the amount of trust placed in AI, and we do this by describing our
system, MultiVerse1, which allows us to support the coexistence and processing
of multiple (competing, and potentially conflicting) decisions within the same
archive. In other words, we argue that the ethical dilemma posed by whether or
not AI can be trusted in roles of judgment can be mitigated by building bet-
ter technological infrastructure underlying such AIs and affecting how AI and
humans interact and collaborate. Specifically, we use the analogy of a flawed
cyber-archivist, being trusted thanks to the construction of a suitably resilient
library, rather than being the subject of attempts to create a flawless AI to serve
as a trustworthy cyber-archivist.

1 The term “Multiverse” is widely used in different domains to describe different con-
cepts. In science, it refers to everything that exists in totality [13] - as a hypothet-
ical group of multiple universes. In quantum-computation, it refers to a reality in
which many classical computations can occur simultaneously [19]. In a bibliographic-
archival system, referred to as “Archival Multiverse”, it denotes “the plurality of
evidentiary texts (records in multiple forms and cultural contexts), memory-keeping
practices and institutions, bureaucratic and personal motivations, community per-
spectives and needs, and cultural and legal constructs” [24](Pluralizing the Archival
Curriculum Group). In Information Systems, it deals with the complexity, plural-
ity, and increasingly post-physical nature of information flows [31]. Our use of the
term “MultiVerse” with a capitalized ‘V’ denotes a version of our proposed digital
infrastructure for a richer metadata representation, which captures the nature of
representing multiple versions of a source data object, and was named partially due
to the system’s earliest tests being focused on translated poetry verses.
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The rest of the paper is organized as follows: Sect. 2 discusses the related work
covering the efforts in tackling the trustworthiness of automated systems and the
importance of human-computer interaction. Section 3 further leads the ethical
discussions of AI/ML as understood by the proponents and opponents of cyber-
archivists. Section 4 briefly describes our project, MultiVerse, as an illustrative
example to discuss the importance of the underlying data storage infrastructure
of an automated system, and broader ethical concerns. In particular, our focus in
this paper is on the broader conflicting ethical implications that can be impacted
by such focus on systems infrastructure (e.g., data privacy versus veracity, accu-
racy versus authenticity, efficiency versus transparency, and the ongoing need
for more explainable AI)

2 Related Work: The Problem of Flawed Librarians

With our use of a library analogy and its focused use of text analysis and anno-
tation, it is necessary to acknowledge the efforts that lead us to this work. In
particular, there is a large body of works on automating the processing of tex-
tual data and considerable recent efforts in tackling the trustworthiness of such
automated systems. One particularly promising approach has been to consider
how humans and AI can most beneficially interact. Our proposal, to focus more
on the underlying storage infrastructure as a means of mitigating potential prob-
lems, builds upon our ongoing work, and a considerable body of prior research,
in the domain of data provenance.

Tools and techniques in automating data science, also known as AutoML/
AutoAI, are the subject of research in many companies and open source com-
munities [22,46]. Given the speed and cost-effectiveness of AI for such tasks,
there is optimism in the industry that AI/ML systems can eventually replace
the thousands of human workers who are currently involved in making deci-
sions, for example, automated comments moderation on social media [44]. Other
examples of automated ML and NLP techniques for semantic sentiment anal-
ysis include: financial microblogs and news [21], twitter [52,62,63], big social
data [25], clinical analytics [59], specific language-based literature [3,48,50], and
publishing domains [9,12,73]. These systems have the potential to perform mod-
eration much faster than human moderators, which is attractive for more than
simple performance/cost reasons (since removal of harmful content quickly can
reduce the harm it causes). Automating humanly laborious tasks not only facil-
itates scalability, it is also promoted for its potential to introduce consistency in
performing allocated tasks/decisions. But this is not necessarily a good thing, if
an error or a bias is consistently and reliably propagated across vast volume of
data and large number of people.

Despite the many benefits of automated ML and NLP techniques, their use
introduces new challenges. In an AI-automated system, identifying tasks that
should be automated and configuring tools to perform those tasks is crucial.
Perhaps there are those who view the biggest hurdle in accepting AI-generated
models to be the lack of trust and transparency, given the potential for large-
scale harm due to errors [46]. Attempting to understand an intelligent agent’s
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intent, performance, future plans, and reasoning process is a challenge. Accu-
rate automated systems are not an easy task. These challenges place a greater
emphasis on how AI and humans interact, and prior research on this point –
Computer Supported Cooperative Work (CSCW) research – has established that
a fundamental socio-technical gap exists between how individuals manage infor-
mation in everyday social situations versus how this is done explicitly through
the use of technology [5,30]. Often, technical systems fail to capture the flexibil-
ity or ambiguity that is inherent in normal social conditions [1]. Concurrently,
research findings reveal the deficiencies of AI in making decisions that require
it to be attuned to the sensitivities in cultural context or to the differences in
linguistic cues [1,65,73]. These failures to detect individual differences of context
and content can have serious consequences, for example, in failing to distinguish
hate speech and misinformation from newsworthiness in automated news feeds
can have serious consequences. In fact, these failures to address context issues
and misinformation on automated Facebook or WhatsApp content regulation
arguably contributed to violence in Myanmar [66]. Overcoming these obstacles
requires human ingenuity and the moral to engage artificial intelligent systems.

To overcome these challenges and to boost user’s morale to act upon an
artificial intelligent system requires human intervention. The Human-in-the-loop
system or Human-guided machine learning [30] taps the speed and processing
power along with human intuition and morality. Hybrid AI-Human systems forge
a strong collaboration between artificial and organic systems and this opens a
way to solve difficult tasks that were once thought to be intractable. To be
ethical, this man-computer symbiosis must be characterised by the cooperation
of machines with humans. The machine and AI systems should not be designed
to replace the natural skills and abilities of humans, but rather to co-exist with
and assist humans in making their work and lives more efficient and effective.
Fortunately, some progress towards this goal has been made. Some works that
combine human-in-the-loop collaboration with AI for solving difficult problems
include, but not limited to: image classification [70], object annotation [61,69],
protein folding [56,68], disaster relief distribution [28], galaxy discovery [43], and
online content regulation [35].

Human-Computer Interaction (HCI) and in particular Computer-Supported
Cooperative Work (CSCW) are not radically new concepts in spite of their cur-
rent urgency. The concept of symbiotic computing has been around since the
early 1960s “Man-Machine Symbiosis” work by J. C. R. Licklider [42]. Licklider
envisioned computers serving as partners whose interactive design as intelligent
agents would collaborate with human beings to solve interesting and worthy
problems in computing and society. His view can be universally applied to any
technologies that extend or enhance humans abilities to interact with their envi-
ronments, and can therefore be considered a persistent question surrounding our
interaction with AI.

More generally, as long as human operators and new automated systems
simultaneously adapt, they will co-evolve. However, it remains important to
remember that the socio-technical gaps that CSCW problems generalize, are
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never completely resolved and continued efforts to “round off the edges” [1] of
such coevolution is necessary. Given the shortcomings of automated tools and the
required careful human administration of these tools, we propose that instead of
developing fully automated systems that require perfection for complete auton-
omy, researchers and designers should make efforts to improve the current state
of mixed-initiative regulation systems where humans work alongside AI systems.

Since automated tools are likely to perform worse than humans on cases
where understanding nuance and context is crucial, perhaps the most significant
consideration is determining when automated tools should perform certain tasks
by themselves and when results of such tasks need to be reviewed by human
actors. We echo calls by previous studies for building systems that ensure that the
interactions between automation and human activities foster robust communities
that function well at scale [65].

MultiVerse looks at how an AI’s improved infrastructure, for the preservation
of both source data and its annotations (including AI generated annotations),
can help grant greater resilience to decisions making capacities of AI-human
systems. Our approach simplifies these decisions, as well as, allots for their
safe reversal or delaying their implementation. In this way, a boon is made for
explanatory data that supports these decisions of critical importance in the cre-
ation of accessible AI that also complies with the legislative demands for trans-
parency like the EU’s General Data Protection Regulation (GDPR) [32,34,64].
It does so by preserving more data regarding decisions/outcomes (i.e., auto-
mated results and judgments), their annotations as they are produced. In its
support of the preservation of multiple versions of data, our approach is com-
mensurate with both AI (XAI) algorithms used in a black box neural networks
and those transparent box presentations of data such as decision trees. These
features combine to grant greater flexibility in how humans verify the results or
describe its data sources or when the results require explanation. To offer such a
richer storage infrastructure, we leverage a novel architecture built upon our own
extensions of data provenance research. Data provenance research is focused on
the preservation and presentation of the origins and transformations of stored
data, and has typically been narrowly employed for the management of project
data like scientific workflow or code management [4,10,16,27,53].

3 The Proponents and Opponents of Cyber-Archivists

Opposing Camps of AI: While AI systems present enormous potential bene-
fits, they are not without problems. As a result, there are opposing camps arguing
extreme views on the acceptance or rejection of AI. The optimists of AI, like Ray
Kurzweil, an inventor and futurist [40] and other AI enthusiasts [45], predict a
utopian future of immortality, immense wealth, and all-engaging robotic assis-
tants to humans, ushered in with the singularity AI help. These techno-optimists
believe that Genetics, Nanotechnology and Robotics (GNR) with ‘strong AI’ will
revolutionize everything “allowing humans to harness speed, memory capacities
and knowledge sharing ability of computers and our brain being directly con-
nected to the cloud” [40]. On the other hand, there are those who argue AI
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risks and its potential dystopian consequences. The critics of strong AI include
the likes of Bill Joy, a computer engineer, co-founder of Sun Microsystems, and
venture capitalist [37], Stephen Hawking, a theoretical physicist [14], and Nick
Bostrom, a philosopher at the University of Oxford [11]. They believe that AI
is “threatening to make humans an endangered species and second rate status”
[45]. But there are others like Sam Altman, an entrepreneur and CEO of “Ope-
nAI” and Michio Kaku, a theoretical physicist and futurist, who believe that AI
could be controlled through “openAI” and effective regulation [55]. They believe
that humans could learn to exploit the power of the computers to augment their
own skills and always stay a step ahead of AI or at least not be at a disadvantage.
The spectrum on this is expansive as it ranges between the extremes of reactive
fear and complete embrace of AI. Both accounts fail to make a rational and
ethical assessment of AI. The practical debate, the real question, is not whether
AI technologies should be adopted, but how they can be most beneficially, and
most safely, adopted.

Algorithmic Transparency: How algorithmic decisions are embedded in a
larger AI system is difficult and specialized area of study. When an AI sys-
tem produces outputs that can lead to harm, the likelihood of realizing that, let
alone remedying it, can often be blamed on a lack of transparency regarding how
the outcomes were reached. This has led to increasing demands for algorithmic
transparency. But the immediate claim that these problems can be remedied by
greater algorithmic transparency offers little more than the self-evident. Basi-
cally, any process or technology that does not offer perspective on its manner of
operation is inherently suspect, and unlikely to be trusted. There is, of course,
a place to discuss the philosophical notion of transparency as an ideal. Indeed,
it can be argued that the genealogy for any one practical instantiation of the
transparent is ultimately found in epistemological speculation concerning the
nature of truth.

Recently, transparency has once again taken a prominent place in public gov-
ernance systems, where social activists strive for greater government account-
ability. In AI, as with these practices, transparency is touted as a way to disclose
the inherent truth of a system. In the context of AI, it is understood as taking
a peek inside the black-box of algorithms that enable its automated operations.
However, we view transparency for AI systems more broadly, not as merely see-
ing phenomena inside a system, but rather, across the system, as argued by
Ananny and Crowford, and Crawford [6,15]. That is, not merely as code and
data in a specific algorithm, but rather to see “transparency as socio-technical
systems that do not contain complexity, but enact complexity by connecting to
and intertwining with assemblages of humans and non-humans” [6]. In other
words, it is better to take account of the more complete model of AI and this
includes a comprehensive view of how humans and algorithms mutually intersect
within the system [15]. Without a sound understanding of the nature of algo-
rithmic transparency and decision making, a false conflation of the “algorithmic
operation” and human policy failings is possible. This is an especially troubling
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occurrence when inherent bias in an AI model is applied to the judicial system
as evident in the the scandalous COMPAS revelations about the Correctional
Offender Management Profiling for Alternative Sanctions algorithm [8,71,72].

Accountability Beyond Algorithmic Transparency: In the ideal, algo-
rithms are transparent when they are predicative, enable benefits given they
are fundamentally neutral, unbiased. As stated previously, it is logically possible
that deterministic, flawed or discriminatory algorithms may on occasion produce
equitable outcomes – an AI system must be continuously evaluated [23]. On this
reality, Dwork and Mulligan state concerning AI “the reality is a far messier mix
of technical and human curating” [23]. AI has moral implications, but never in
isolation of the context in which it is applied. When AI has a negative impact,
the assumption of fault and responsibility differs based on your perspective and
role.

If algorithms are presented as an open book, then the developers of algo-
rithms have less responsibility when they are misapplied. On the other hand, if
algorithms are constructed as a black-box, or an autonomous agent operating
with an opaque logic, then the users are denied accountability for how algorithms
make decisions that affect them. In essence, the developers of such systems are
asking that their judgment be trusted blindly, and would therefore be expected
to shoulder more responsibility for any future problems.

There are also different default assumptions depending on the role one plays.
Generally speaking, the present legal system does not hold firms responsible for
the misuse of algorithms they develop [46,72], but they can be held responsible
for systems they sell. From the perspective of software developers, their algo-
rithms are neutral and so a failure is more likely assumed to be due to users’
thrusting algorithms into fallible contexts of biased data and improper use. At
the users’ end, algorithms are difficult to identify and comprehend and there-
fore they aren’t typically held accountable for the ethical implications of their
use [46]. [18] and [74] suggest that as algorithms seem to be unpredictable and
inscrutable, assigning the responsibility to developers or users is ineffective and
even impossible, but firms could be better held responsible for the ethical impli-
cations of their products’ use. [46] conceptualizes algorithms as value-laden in
that algorithms create moral consequences, reinforce or undercut ethical prin-
ciples, and enable or diminish stakeholder rights and dignity. In other words,
ascribing responsibility for algorithms resulting in harm is very tricky. This lack
of clarity is a hurdle to responsible and ethical adoption of algorithms in critical
roles, e.g., when they are placed in roles that require them to pass judgment.
But it is insufficient to say that these risks need only greater transparency of
the algorithm, for the algorithm alone is never responsible for the outcome, and
transparency needs to expose more than the workings of an individual algo-
rithm to offer the most resilience and trust possible. Moreover, an algorithm’s
transparency and one’s relevant faith in it involves the quality of data it pro-
cesses, the structure of the AI from which it operates and larger socio-cultural
considerations introduced with human involvement.
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Without striving for transparency beyond the specific algorithm, i.e., striving
for a broader, more holistic view of the system, we may miss opportunities to
build better and more resilient AI-enhanced systems. Returning to our analogy
of a cyber-archivist, we would argue that simply offering a view of the work-
ings of a particular instance of such an AI is to pass on the opportunity to really
understand the overall system and lessen later opportunities to harden it against
failures. Specifically, imagine if one particular algorithm for processing a large
dataset was deemed to be the best, and was employed for several years with
acceptable performance (including full transparency regarding its implementa-
tion), but that it was discovered that its outputs were flawed for certain edge
cases that could have been caught with a superior algorithm. The only way to
remedy this, would seem to be to reprocess the entire dataset (assuming it is still
available), and to compare the outputs of the algorithms. But if the data storage
infrastructure had the facility to support the operation of both algorithms, and
the maintenance of the provenance of their outputs, then this process would be
feasible without a reprocessing of the potentially vast datasets (assuming they
are still available). It’s exactly this kind of increased accountability and account-
ing that is possible if we aim for transparency that goes beyond the algorithm
alone, and is enabled with infrastructure that can support such a goal. Our
MultiVerse system is an example of such an infrastructure.

4 Trusting the Cyber-Archivist – MultiVerse

MultiVerse is designed as a digital data infrastructure that preserves multiple
perspectives, and thereby allows better support for multicultural digital content.
We contend that in order to better support transparency, intercultural ethics,
and more ethical digital media curation across cultures, such an infrastructure
is needed. So, what is MultiVerse? MultiVerse is a digital data representation
infrastructure intended to track provenance of multi-varied translations of schol-
arly texts and their derivatives. Provenance can be defined as the recording of the
history of user activities that create and transform data. The MultiVerse infras-
tructure allows users to remix/combine existing translations and/or add one’s
own personal translations at will and add annotations to it. Annotations can be
made regarding the scope, context, or other relevant metadata. MultiVerse is
primarily concerned with the metadata needed to store such provenance along-
side the data to which it refers. In this project, provenance tracking is done by
capturing all translations (users’ activities) without any preferences, prejudices,
and prizes (value judgements/correctness), at the time of their composition.

To realize this concept, we have used the well known 13th century Italian poet
Dante Aligheri’s the Divine Comedy, and some of its many English translations
[17]. We have combined these into a single repository that allows the remixing
and composition of new translations, while offering detailed tracking of the ori-
gins and transformations of such texts. A user has the option of either collating
different versions of verses or adding in his/her versions of verses from/to this
repository to compose his/her unique version of translation of the Divine Com-
edy. Moreover, the user can tag richer semantic metadata like context, intent,
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scope, or tone/sentiment to his/her composition. Multiple versions of the Divine
Comedy are thereby stored in a single repository with rich version histories. A
high level architectural overview and the user API of MultiVerse are depicted in
Fig. 1.

Fig. 1. MultiVerse’s architecture overview

The primary purpose of this project is to demonstrate the importance of a
robust data storage technology, in the context of human-in-the-loop system, that
captures and represents pluralistic views cutting across individuals’ cultural, eth-
nic, religious, gender, social, political, economic, emotional, etc., stances/ view-
points. At its very beginning, a key design principle of MultiVerse is to enhance
technology to represent pluralistic multicultural perspectives of all users, rather
than after-the-fact. This is achieved by designing MultiVerse which enables users
to record not only their views irrespective of their correctness but also accom-
modate their contexts and intents.

We might ask, “what are the benefits of this technology design principle
in the first place?” Without arguments, it can be stated that all voices (deci-
sions/judgements) are preserved. Single versions can be presented on demand.
But the history and identity of those who selected the individual versions and
the provenance of the documents can be permanently stored using blockchain
technology [51] and can not be tampered with in any way. By virtue of its
immutability, MultiVerse becomes a means to establish the source of any loss of
nuances, and makes arguments (by allowing future archaeology on such reposi-
tories) about the correct form moot. More precisely, while it does not eliminate
contention over the ideal translation, it does not force that debate to be fought
over the preserved version. There need be no permanent winner, and past mis-
takes can be corrected in future revisions. But this leads us to consider the
broader ethical implications of such multicultural pluralistic digital infrastruc-
tures.

In the context of AI, it helps to record the decisions of users and machines,
and to preserve them for as long as they might be needed. Such logs are useful
in case we need to revisit them, whether to better understand past behavior or
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to further enhance future decisions. As the underlying data storage repository
in MultiVerse preserves all versions of decisions in an immutable manner, any
additions, deletions, and modifications may be made as annotations without
corrupting original logs, or conflicting with their subsequent versions. It thereby
helps by protecting their lineage/provenance.

4.1 Using MultiVerse

A user creates a resource (multi-varied translated texts in our initial example,
MultiVerse), either by copying an existing resource, or by newly translating a
resource. For this new resource, or for an existing resource we wish to add to
the system, MultiVerse generates a few standard properties, also known as the
structural metadata for that resource. This metadata describes the resource,
such as its type, size, creation date, and creator, and adds this information to
a provenance log. The Semantic Metadata Module extends this mechanism to
allow generation of user-specified descriptive properties such as context, scope,
and sentiments. These additional properties are a concrete example of what we
mean by “richer semantic metadata.” These properties will be based on the
uploaded data as well as newly derived sources. Consequently it is possible to
register new translations for existing resources and/or generate a new resource.
This new resource can be described as a source, with its own location, i.e., context
(which would be, for example, specified through a URL). It could, for example,
be generated from an existing resource via a copy operation (where that existing
resource would be the source for this copy). To help track a copied resource’s
origin, Semantic Metadata Module adds a source property, which becomes part
of the provenance of the resource. This source property is added to the new copy,
which links it to the original URL.

Once a user integrates a translated version of the data into his/her work
space, the user can proceed to the next task in the plan. In the next task, if a
user chooses to make his/her own translation, the Semantic Metadata Module
generates a hasTranslation property and enables a user to tag information about
the user-as-the-translator, its creation time, context, and scope of the transla-
tion. Using the provenance log, the Semantic Annotation-Provenance Module
will help document the data’s provenance into annotated provenance documents
that contain both structural as well as user-specified descriptive metadata.

Given the final derived product’s URL, anyone granted access to MultiVerse
can trace backward following the links in hasSource and hasTranslation prop-
erties to discover the input data and relevant user-specified metadata entries.
This kind of query would not be possible without the added metadata (i.e., the
semantically-enrichable provenance framework we have proposed in MultiVerse).
Adding this metadata would increase the storage demands of the system as a
whole, but these would be increases in capacity demands (simply the volume
of data stored, as opposed to the needed storage system performance), which
is arguably a cheaper resource than the time, energy, and temporary storage
demands of having to reconstitute such information at a later point in time. In
other words, assuming that it is possible to reconstruct the varied versions of our
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data at a later date (which is not necessarily possible), then there is a tradeoff
between efficient space utilization today, and the cost of future computation and
data retrieval demands tomorrow. The decision to store such metadata thereby
holds efficiency considerations, in addition to the added transparency it could
provide.

MultiVerse is not just a repository of multivariate data, but a means of
ensuring the preservation of those versions against malicious action attempting
to rewrite history, hence the immutability requirement is incorporated into Mul-
tiVerse. To keep such a repository consistent, it is structured as an immutable
data store, allowing the addition of new content and amendments, but disallow-
ing any modification or deletion of data that has been committed to this store.
The immutable aspect of MultiVerse is achieved by adapting a basic model
of blockchain technology [51]. The technical details of blockchain technology is
beyond the scope of this paper. The interactive aspects of MultiVerse are enabled
by offering a user application programming interface (API) to annotate seman-
tic analysis decisions and allow access to the repository in a secured manner.
We discuss the ethical implications of the MultiVerse framework in the next
subsection.

4.2 Ethical Considerations

A moral question that arises on MultiVerse is: How does MultiVerse change the
ethical debate around allowing an algorithm to judge/annotate and provide an
actionable opinion? Our approach, illustrated through the MultiVerse example,
shows that it is possible to construct systems whose impacts are more easily
reviewed and evaluated against each other (since multiple versions are readily
accessible for comparison), or that allow decisions taken by an automated algo-
rithm to be less permanent in their effect (since alternative results that have
been preserved, can be retroactively embraced). In other words, by allowing for
one of three outcomes:

1. The decisions can be undone by preserving results of the prior decision
and superseding it by adopting an alternate decision at a later date;

2. If undoing is not possible, then perhaps it allows us to defer making the
decision at all, if we delay the aggregation or selection amongst alternative
annotations (judgements) until the latest possible point in time, we would
have guaranteed the adoption of the best and fairest technology available
for that decision; or finally,

3. Assuming that decisions can neither be undone nor delayed, it is still
beneficial to have on hand the results of competing models, if only to aid
the more rapid analysis and evaluation of new and improved models, and
to improve and accelerate our understanding of where and how defunct
models may have failed.
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On the contrary, leaning too heavily on an ability to defer or delay decisions,
or a false sense of immunity to bad decisions, can lead to more reckless human
adoption of algorithmic decision-making technologies.

However, one view of what distinguishes human intelligence from AI in
decision-making is our ability to make connections in ways that are not formal-
izable (through unconscious processes, for example, or by involving emotions).
When seen from that perspective, an AI algorithm would be a tool enacting
what is ultimately a human will. That human will may be inexplicable, but the
algorithms can and should be transparent and open to revision, making it easier
to adopt in an informed manner. The use of an infrastructure like MultiVerse
may aid in documenting such open algorithms, or may host the results of more
opaque algorithms. It does not dictate taking one approach or the other.

The moral considerations of MultiVerse are slightly different than the moral
considerations of using AIs for sentiment analysis. Harm is mitigated by poten-
tially making sure that no decision is necessarily permanent, or that bad decisions
can be attributed to specific sources (allowing for greater accountability), but
this still leaves concerns. It is possible to confuse the mitigation of harm with
the elimination of the possibility of harm, which of course is not the case here.
A decision can be revised if enough provenance data is available to retroactively
consider alternatives, but the effects of decisions might not be reversible (e.g., we
can learn to improve a sentencing algorithm, but cannot expect any data storage
system to restore a single day of unjustly lost freedom. While it may be possible
to retroactively determine what a sentence algorithm could have recommended,
it is definitely not possible to undo a sentence that has already been served). A
potential harm that could be introduced arises if users of MultiVerse are lulled
into a sense of complacency, such that human errors that would result in poor
decisions might be made more often. MultiVerse provides the ability to mitigate
harms and add greater accountability, but it is still up to individual deployments
of systems to actually monitor the performance of their “cyber-librarians” and
to temper their decisions when there is doubt about the quality of their outputs.

A significant portion of the potential harm of automated systems can arise as
a result of those systems shifting the focus of responsibility away from humans.
In other words, when we lose accountability, harm caused by acting on AI-
provided data would not necessarily be blamed on those who should have main-
tained human oversight of how we got there. A mechanism that can improve
the accountability of such systems, improving tracking of problems to failures of
algorithm selection or oversight, would therefore have the potential to encourage
both system builders and system adopters, to be more conscientious and ethical
(thanks to an awareness of provenance tracking), but may also be helped in their
oversight tasks thanks to the long term evaluation and auditing of the perfor-
mance of different algorithms. The different choices regarding whether we defer
to the algorithms, when and how often we defer to the algorithms, or when and
how often we defer to the algorithms that are deployed for a specific problem is
a question related to best practices around auditing and system improvements.
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Finally, one might perceive MultiVerse as a system that is deliberately
designed to record too much metadata, thereby creating an unnecessary infor-
mation overload; or as a scientific apparatus to dissect the intellectual work
of others; or as a blockchain mechanism to prevent the ability to edit what is
stored. This leads to the issue of (data) privacy in the context of immutability of
stored information about persons interacting with MultiVerse. To prevent these
undesired consequences, there is a choice, by design, for users either to opt out
from recording all their creative activities or to opt in to reveal as much as it is
needed or to choose documenting the synthesizing process of a digital product.
Such decisions regarding opting in or out would affect what data is recorded by
the system, but it’s important to recognize that when it comes to the question
of an individual’s right to be forgotten, such a question is not simply decided by
the presence or absence of data, but is a question of the retrievability of such
data. A data store can be immutable, and hold data that is never completely
removed, and yet can still honor an individual’s right to be forgotten within
such a system, for example, adapting users’ data access and retrieval rights and
policies as appropriate.

To return to the use a library analogy, we go beyond prior efforts by focusing
less on making librarians less flawed, but instead highlighting how an improved
library could perhaps lessen the risk of harm posed by less-than-perfect librari-
ans, and help all who support and benefit from librarians to better support and
improve the library.

5 Concluding Remarks and Further Applications

To demonstrate how rethinking underlying technical infrastructure can reshape
the questions we face with AI, we illustrated an example of one such “rethought”
realization of a data storage system. By combining elements of version con-
trol systems, trusted immutable stores, and provenance technologies, MultiVerse
shows that we can defer and revise decisions between human and automated
analysis.

Such an infrastructure functions as an example of how to critically rethink the
either/or decision regarding the applicability of AI. In fact, this infrastructure
is useful for any AI domain that involves NLP and text processing/classification
of texts, etc. While we’ve used the analogy of a librarian, to emphasize that our
focus is on systems that automate the processing and tagging of textual informa-
tion, our arguments should hold for any data processing task that could involve
AI. It, therefore, would have applications beyond scholarly articles and refer-
ences, including domains like managing fake news, social media, synthetically
generated media, legal and governmental processes, materials in the broader
arts and sciences (beyond simple workflow management), and can encompass
more than purely textual media and materials.
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Abstract. Advancements in digital technology have eased the process
of gathering, generating, and altering digital data at large scale. The
sheer scale of the data necessitates the development and use of smaller
secondary data structured as ‘indices,’ which are typically used to locate
desired subsets of the original data, thereby speeding up data referencing
and retrieval operations. Many variants of such indices exist in today’s
database systems, and the subject of their design is well investigated
by computer scientists. However, indices are examples of data derived
from existing data; and the implications of such derived indices, as well
as indices derived from other indices, pose problems that require care-
ful ethical analysis. But before being able to thoroughly discuss the full
nature of such problems, let alone analyze their ethical implications, an
appropriate and complete vocabulary in the form of a robust taxonomy
for defining and describing the myriad variations of derived indices and
their nuances is needed. This paper therefore introduces a novel taxon-
omy of derived indices that can be used to identify, characterise, and
differentiate derived indices.

Keywords: Data indices · Index derivation · Metadata hierarchy ·
Referential data · Taxonomy

1 Motivation

Advancements in digital technology have eased the process of gathering, generat-
ing, and altering digital data at large scales. As a result, publishing, intellectual
property, or moderation of data raises questions of proper attribution, owner-
ship, and fair use. These questions are further complicated when dealing with
data that refers to other data, i.e., referential data, metadata, indices, etc. and
it would be impossible to speak rigorously and meaningfully about solutions to
problems in this space (which will only increase as the volume of digital corpora
increases) without a clear taxonomy of the different dimensions of metadata and
its derivation. To address this issue, we have developed a taxonomy to assess
the nature and shape of all the different forms and collections that such refer-
ential data can take. At the time of this writing, to the best of our knowledge,
the Taxonomy of Derived Indices (ToDI) presented in this work is the first of
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its kind to provide a clear and rigorous vocabulary for describing instances of
derived or referential data in the form of indices.

The focus of this paper is not so much on the specific implementations of dif-
ferent index types, but rather on the basic variations in the relationship between
indices (and similar metadata) and the data from which it is derived. We make
some basic assumptions regarding data and metadata, but attempt to keep our
definitions as broad and inclusive as possible.

The key question is whether a datum is solely a primary representa-
tion of data, or whether it was a result of derivation from existing indices.
This brings about complex questions regarding originality, authorship, owner-
ship/intellectual property, attribution, responsibility, and privacy. We cannot be
confident in rigorous analyses of such questions, let alone ethical evaluation, if we
cannot describe clearly the relationship of data to its derivatives. The presented
taxonomy here is an attempt at laying the foundation for others to achieve all
of that.

The rest of this paper is structured as follows: Sect. 2 introduces basic ter-
minology such as data, metadata, and index, as way of providing background
for discussing other key terms of the taxonomy and Sect. 3 details related work.
Section 4 describes the structure of the proposed taxonomy and key descriptors
and Sect. 5 explores the future work on ethical frameworks which this taxonomy
contributes to. And lastly, Sect. 6 provides some closing remarks.

2 Background

This section provides a brief overview of some basic but important terms and
terminologies such as data, metadata, and index, in order to set the background
for describing a taxonomy as these terms are implicitly referred to in describing
the taxonomy.

2.1 Data

We live in an era of big-data with unfathomable amounts of data everywhere.
Data is often associated with electronic data produced by and stored on the
informational technology innovations of the twentieth century, though the use
of the term “data” is much older. Datum, a singular element of data, can be
understood as a basic unit of information. When it is aggregated it forms the
bedrock of knowledge. Data differs from information and knowledge, in the sense
that it is discrete and descriptive, and is dependent on interpretation for it to
hold meaning (and thus become information). To this, Gitelman prepends other
characteristics such as abstractness, aggregativeness, and graphicalness [8] when
he discusses the origins and economy of modern data and offers the follow-
ing rationale: Data is abstract, because it requires material expression. Data is
aggregative because it can pile up into larger datasets or be reduced into smaller
datasets. Data is graphical because it can be visualized by diagrams and graphs
as part of an explanation of one’s argument as well as to inform us of what we
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already know or ought to know, and drive us either to action or inaction depend-
ing on circumstances (such as data-driven government policies, financial invest-
ments, scientific experiments, medical and health practices, ecological claims,
personal decisions, etc.). Data is therefore a symbolic, aggregatable, abstraction
of the concepts that we interpret it to represent.

While the underlying idea of data remains the same, the relationship between
data, data creation, and data consumption has radically changed. This is a result
of our increased ability to generate and process ever greater quantities of data.
That is to say, we have moved from passive data consumers to active data cre-
ators, as today’s information technology makes it easy and relatively cheap or
even free to create, manipulate, accumulate, store, and transmit data at high
speed and large quantities. This characteristic nature of data has also reversed
the role of data from being subject to us, waiting upon our interpretation of
small amounts of data, to we being subject to the data, given that every click
and every move has the potential to count for something for someone somewhere,
meaning that every individual can produce such vast quantities of data, that no
individual can reasonably consume or process it all. For example, the Google
Search Engine collects information on user’s interests and behaviors [19], Ama-
zon’s Alexa gathers user’s personal information and interactions [15], Facebook
tracks user’s social friends and their activities [4], just to name a few. There is
a radical shift in contemporary conception of data and its economy on everyday
life activities and interactions. This raises complex questions of naming such
data for what they are, let alone ethical questions raised by the use and abuse of
such data. Descriptive language for all this data is complicated based on activ-
ities that alter data creation, collection, and its subsequent custodianship or
ownership.

2.2 Metadata

Closely related to data is the concept of metadata that is gaining currency in the
field of big-data and online social media. Metadata, generally defined as “data
about data” [11], describes additional information about data and its movement
and modification among individuals, organizations, disciplines, and machines.
Paradigmatic metadata use cases include library catalogs, table of contents, and
inventories. With the advent of information technologies, metadata is gaining
popularity and is widely used both by information professionals in cataloging,
classifying, and indexing data, and by information consumers in social networks’
tag clouds, folksonomies, photo captions, and social bookmarks. Therefore, meta-
data can be understood as the sum total of value-added information/description
of any information object’s content, context, and structure at any level (i.e.,
individual, aggregate, or system) [7]. Often metadata elements are structured as
explicit information, compiled in standardized categories, and tightly controlled
vocabularies in order to establish common ground for researchers and users
[13] and to enable authoritative, inter-operable, scalable, achievable, preserv-
able record-keeping systems [7]. For example, archival and museum metadata
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contain information such as indices, abstracts, and bibliographic records adher-
ing to data content standards like Anglo-American Cataloging Rules (AACR),
Machine-Readable Cataloging (MARC), and Library of Congress Subject Head-
ing (LCSH). Scientific metadata datasets specific to Earth System Science com-
ply with, among many others, the Open Archival Information System (OASIS)
Reference Model and the Network Common Data Form (NetCDF). With the
advent of RDF and semantic technologies, rich metadata are not only manually
generated/curated, but automated through metadata mining, metadata harvest-
ing, and web crawling.

However, the origin of metadata goes back to when humans began using lan-
guage to communicate their feelings, thoughts, and plans. One of the earliest
recorded examples of metadata is the use of meta tags, at the great library of
Alexandria in 280 C.E., attached to the end of each scroll containing informa-
tion like title, subject, and author, assisting library users to search through the
scrolls without having to unroll all the scrolls and to return a scroll to its right
position after usage [5]. This practice evolved into standard library catalogs in
the eighteenth and nineteenth centuries and evolved into online catalogs with
the emergence of information technology in the late twentieth century [5]. The
modern metadata requirement was introduced via meta language by MIT’s Stu-
art McIntosh and David Griffel [9] and metadata standards by the International
Press Telecommunications Council [20]. In the early twenty-first century, the
National Information Standards Organization introduced metadata for libraries
[17] and Adobe’s Extensible Metadata Platform (XMP) made use of XML and
RDF for metadata representation [2]. Eventually metadata became a pivotal tool
for marketing by companies (like Google and Amazon) and leveraged machine
learning techniques to automate metadata mining and harvesting [18]. The usage
of such vast stores of metadata has thus raised countless privacy and intellec-
tual property concerns to levels that have not yet been fully regulated nor even
understood. One attempt to counter the misuse of metadata collection and its
management, for instance, the European Union introduced the General Data
Protection Regulation (GDPR) compliance law [21].

2.3 Index

Another term that needs to be defined is index which is now generally under-
stood as a mechanism to optimise access to certain data records within a file. The
modern use of index traces back to the mid 18th century [22]. In today’s digital
database context, a database index is a structure similar to a book’s table of
content utilized for quick data retrieval operations achieved by minimizing table
traversal and maximizing performance [1]. In other words, an index is associated
with a table and used to efficiently locate data without having to investigate
every row in a database table. An index is a routine way of maximizing perfor-
mance of the databases, at the cost of extra replicas of data.

An index file consists of index entries of the form search key value and pointers
to blocks of data in a data file. There are two types of indices: ordered indexes
and hash indexes. In the former, search keys are stored in a sorted order and in



ToDI: A Taxonomy of Derived Indices 47

the latter, the search keys are distributed uniformly across buckets/slots using
a hash function. The hash function f(k, n) denotes the key k and the number of
buckets n, and maps the key k to the corresponding bucket of the hash index.
There are many more types of indices such as primary, secondary, clustering,
dynamic, B-Tree, and bitmap indices available to achieve various performance
and storage requirements. However, ToDI is not dependent in the ‘form’ of the
index as listed above, but rather in the ‘nature’ of the index. Section 4 explicates
the assumptions, structure, and descriptors of the new proposed taxonomy.

3 Related Work

Given the new ground explored in this work, it is insufficient to focus on a single
area of related works; thus a discussion of relevant historical usage and contexts
is included.

Before the modern adoption of the term index, tracing back to its classical
usage in the mid 18th century, the term index had the same indication or meaning
as words like: Table, Register, Calendar, Summary, and Syllabus, and conveyed
the meaning of a discoverer, discloser, informer, catalogue or list, inscription,
title of a book, and the fore or index-finger [22]. Index was meant to be an
indicator, pointing out the position of the desired information. As observed by
Wheatley [22], some early usages of (English) indices as tables of references
arranged in alphabetical order placed either at the beginning or end of a book,
include: Biblical concordances (e.g., an earliest one dedicated to Edward VI by
John Marbec in 1550); indices to publications of societies; indices of atlases;
indices to statutes; indices of parliamentary papers; indices to the journals of
the houses of lords and commons; and indices of periodicals. In other words, an
index of the historical uses and forms of indices would not be short.

In more modern usage, within the domain of digital databases and storage
systems, an index helps retrieve data from a database system quickly by minimiz-
ing data structure traversal and physical access demands, thereby maximizing
performance [1]. As a result, most technical researches on indices have looked at
their use for performance improvement in various contexts. Several studies have
addressed factors concerning the speed and storage efficiency of various index
structures like T-Trees, B-Trees, and etc., for main memory databases [3,14]
as well as disk-based database systems [10,12,16]. There are also works that
focused on the sequential/single dimensional and multidimensional features of
index structures in relational database systems [6]. Some examples of the former
include: dense index, sparse index, multilevel index, secondary index, B-Tree
index, and hash tables; and examples of the latter include hash-like structure
based index, tree-like structure based index (k-d tree, Quad tree, R-tree, etc.),
and bitmap indices [6]. These classifications of indices deal with data storage
and retrieval performances of mostly relational database systems. Unlike such
a technical focus on index form and performance, the proposed taxonomy pre-
sented in this paper is technology agnostic, and is therefore not restricted to any
specific realization or application. It also deals particularly with the nature of
derived indices, as distinct from base indices.
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4 Taxonomy: Assumptions, Structure, and Derivatives
of Referential Data

For the design and development of ToDI, the life cycle of data is assumed to
include creation/capture, modification, transmission, storage, update, access,
archive, restore, and delete. The focus of this research paper is on the modi-
fication and access of data by a user or a software agent that operates on it.
Naturally, any modification and transformation of original data brings forth
another set of data, a derived data. Therefore, derived data is defined as data
that has come about either partially or fully from other data sources. Though a
data source can be literally anything, for the purpose of this paper, the (main)
source of referential data is the actual data without which an index or other
related metadata could not exist. It is therefore the primary corpus of digital
data without which any derived metadata is not defined, as it would have no
context. Depending on the instance of derived data the source may vary. For
example, when the first instance of any index or metadata is further abstracted,
then the source of the newly derived data is the immediate metadata, not the
original data upon which it was defined. Similarly, referential data is defined as
data that performs the functions of pointers, indicating where or how to reference
other data.

This is different from the main content of a data repository. For example,
chapters in a book can be considered as the main content of the book, whereas
an index at the end of the book, by its very nature, does not form the primary
data of the book, but rather helps reference content/concepts in the main body
of the book. In the database domain, a data repository is the actual data, but
indices are typically pointers to the main data, structured in some useful manner.
Similar to a book’s table of contents, some indices can be a part of the book itself,
while others, like a bibliographical index, could typically be seen as a separate
entity. Either way, there is a logical distinction between the base data, and the
data that is derived from it (e.g., a table of contents or bibliographic index),
regardless of whether that derived data is typically found along, or apart from,
the data from which it was derived.

4.1 Taxonomy Assumptions

The following assumptions determine the scope of the taxonomy:
A1. The types of data that are considered in this paper are indices, also

known as referential data, metadata, or pointers/derivatives of original
data.

A2. The type of classified index in this taxonomy refers to the nature of the
derived indices depicting implicit relationships between original data
and derived data, and not based on any data storage and retrieval
performance factors.

A3. The proposed taxonomy is generic and tech-agnostic in nature, mean-
ing that it is not restricted to any specific type of data or database
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architecture. In other words, it is applicable to all heterogeneous data
types and database systems.

4.2 Taxonomy of Derived Indices (ToDI)

The different types of indices are categorized based on the nature of their
derivation. Figure 1 illustrates the taxonomy of derived indices graphically and
Table 1 summarises key characteristics of each of the derived indices. This section
describes the taxonomy and presents a case for each type of the derived indices
by discussing the logic behind the structure of the taxonomy. Each node of the
taxonomy is illustrated with examples as appropriate.

The taxonomy is based on the premise that indices ares a kind of metadata
and metadata is itself data. Moreover, like raw data, metadata can be generated
directly from data or from modifying, combining, or altering existing metadata.
The taxonomy follows a successive hierarchical refinement approach in simplify-
ing the classification of child nodes in the taxonomy. Different taxonomies can
be created depending on the different premises. However, the presented taxon-
omy is the first of its kind and even though it may require further refinement by
including finer types to make it more comprehensive, this does not diminish its
usefulness and significance.

Fig. 1. A Taxonomy of Derived Indices (ToDI)

The root of the taxonomy is a data node which represents a collection of raw
data. An example of a dataset which will be used throughout this section is the
information housed within a book. A book is usually defined as a set of sheets
or pages comprising of sentences containing fictional or nonfictional information
that is organized in sections, chapters, and paragraphs.
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Table 1. Derived indices: types, definitions, and examples

Index type Description Example reference

Base Index An immediate index of a data set BI

Derived Index An index that is derived from an
existing index

DI

Functional Derivation Refers to the functional aspect of the
index

FD

Structural Derivation Refers to the structural aspect of the
index

SD

Copy Index An index that duplicates a portion of
an existing index (beyond a threshold)

DI0

Carbon Copy Index An index that duplicates a hundred
percent of an existing index

DI0

Meta Index An index of an index DI1

Abridged Index A briefer version of an existing index DI2

Fragment Index An incomplete portion of an index DI3

Supplemental Index An index which supplements an
existing index

DI4

Tangential Index An index which indexes related data
to data already indexed in an existing
index

DI5

Inter-sectional Index An index which combines parts of
existing indices into a single index

DI6

Union/Aggregate Index An index which combines 2 or more
indices in their entirety into a single
index

DI7

Base Index (BI). A base index is an immediate index of a data set that is
derived directly from the data it indexes without using any other metadata or
indices about the data it indexes. All the indices described in the background
and related works sections above are examples of base indices. An example base
index for a book could be the table of contents included in the book, which is
used to index the location where each chapter or section of the presented data
in the book can be found.

Derived Index (DI). Derived indices are the result of indexing an existing
index or the duplicating, summarizing, supplementing, and/or combining of sev-
eral indices (be they base or derived) to form a new index of a data set. Derived
indices may be the result of structural or functional derivation, or a combination
of the two.

Functional Derivation (FD) of an index refers to the derivation of the func-
tionality and purpose of the index that is being derived from. The result of a
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functional derivation of an index is a derived index that in some way indexes
or duplicates, summarizes, supplements, and/or combines existing indices’ func-
tionality. Meaning the derived index copies, limits, or enhances the indexing
capability of an existing index’s referential purpose and functionality regardless
of whether it is structured similar to or different from the index or indices it is
derived from.

Structural Derivation (SD) on the other hand, refers to indexing or duplicating,
summarizing, supplementing, or combining an existing index in precisely the
same way that the existing index indexes the data. Meaning the derived index
in some way mimics the look and feel (a.k.a. structure) of the index or indices it
is derived from. This type of derivation has the potential to violate the copyright
and patent protections of the original index if any exist. But this discussion is
beyond the scope of this paper and will be explored in a future paper by the
authors.

ToDI distinguishes a set of eight basic types of derived indices (DI0..DI7):
Copy & Carbon Copy, meta, abridged, supplemental, tangential, intersectional,
and union/aggregate indices. Each of which is explored below:

DI0. Copy & Carbon Copy Indices. A copy index, is a derived index
that is created through any process that duplicates (copies) some or all of an
existing index’s functionality, structure, or both; but which need not result
in a perfect structural and/or functional duplicate of the original index. The
amount of the original index which needs to be duplicated in the derived
index before that derived index is considered to be a copy index is dependent
on the context of the original data and differs from case to case. A copy index
may vary from a carbon copy index to a certain degree of cloning of an index
which could be distinguished by a degree of (intentional) similarity of the
index. In other words, the degree of similarity of a copied index with the orig-
inal index is a range between some lower bound and 100%. The lower bound
is dependent on the data and the purpose of the index being created and
thus varies from index to index. A 100% copy is a carbon copy index, similar
to the olden days dittoed blue carbon copy paper. That is to say, since the
degree of similarity of a copied index to the original index is defined within a
range, when the degree of similarity is exactly at 100% of its function and/or
structure, then the copy is a carbon copy index. For this reason, a carbon
copy index can also be called a clone index.
A copy (and as an extension a carbon copy or clone) index can be a func-
tional copy and/or structural copy, based on the properties of the derived
index from which a copy is made. A functional copy of an index functions
similarly to the original index, but its design and specific purpose may be
different. It may differ in structure, but aid the same functions as the original
index. Alternatively, it could be a duplicate of a partial or complete struc-
ture, making it a structural copy, that in turn need not be used for the same
functions.
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An example of a carbon copy or clone index would be a table of contents
copied from a book. Since a publisher may have produced a table of contents
included with the text, it is possible for another party (such as an online
bookseller) to simply copy all of the chapter title and page number informa-
tion from that table of contents, hence producing a structural carbon copy
of that index, or replicating the same work to produce an informationally
equivalent but structurally different table of contents, thus producing a func-
tional carbon copy of that index. The former is a base index created by a
third party (publisher) from the original data (from the author), while the
latter is a derived index.
A more complex example of a structural copy index could be using a tra-
ditional book index to produce a table of keyword page occurrence counts.
The data from a traditional word index, listing the pages on which the word
occurs, would be copied and used to serve a different function, which in this
case could be to offer a count of the number of pages on which the word
occurs. This is an example of a different functional use of structurally identi-
cal data. On the other hand, an example of a functional copy index might be
a data structure listing the locations of words in a book organized in ascend-
ing order of occurrence (instead of alphabetically), or arranged in a sequence
dependent on a numerical hash of the word letters thereby creating a hash
table of the words, as opposed to the more traditional alphabetical listing
that would be found in a book. Such an index would be derived from the
existing index and used to serve the identical function as the existing index
but with a fundamentally different structure.
As this example also demonstrates, it is possible for a derived index (such as
a carbon copy index) to be indistinguishable structurally and/or functionally
from the base index it is derived from. Therefore, it is not the content or
functionality of the index itself but rather the manner of its creation that
defines its characteristics. It is possible for two people to independently come
up with structurally similar (relatively unlikely) or functionally similar (more
likely) copies of a derived index. What then makes such indices carbon copy
indices is the manner in which these indices are created. If they are created
independently then they are both base indices of the same data but if one is
created off of (i.e., copied from) another then the one that was produced via
copying is a derived copy index of the other index.
DI1. Meta Index. A meta index is an index of an index which in turn refers
to the data being indexed. An index of indices occurs in many contexts, and
is not directly based on the original data. Sticking with the book analogy,
a bibliography of books and book chapters in a particular subject area is
effectively a meta index of indices. But such an index, built upon data that is
a set of existing indices, need not simply be a higher-level implementation of
the same functionality as its underlying indices. One usage domain for such
an index, that is not concerned with locating individual indices but rather
quite the opposite, it’s obfuscation, is the removal of “personally identifiable
data elements” in an index of a users’ data records. The use of a meta-index as
an additional layer of indirection, doubly distances the user from the original
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data records, and thereby is a means of obfuscation rather than location
of data. This is an implicit goal in building general purpose recommendation
systems based on individual tracking of user behavior. The result is a broader
indexing of indices, intended to provide a wider view of the original data, while
simultaneously obfuscating individual behaviors (indices) that contributed to
that broader view.
DI2. Abridged Index. An abridged index is an index that focuses on certain
select aspects/sections of an existing index. An example of an abridged index
is seen in books which poses two indices: one that only lists the chapters and
another which lists the chapters along with every section and subsection of
each chapter. If the more detailed index is for example assumed to be the
base index, then the chapters-only index is a shortening (abridgement) of
that index.
DI3. Fragment Index. A fragment index is an incomplete portion of an
index, which differs from an abridged index in that it was not necessarily
constructed deliberately as an abridged index, and thus is inconsistent in its
missing components. An index is therefore fragmentary if it is created through
an inconsistent or unplanned process of abridgement. An example of such an
index is a table of contents of a book which is missing a page. This table
of contents thus might include an incomplete selection of subsections for one
chapter, while being complete for all the preceding and following chapters.
Any salvaged part of an index of an ancient book is thus also an example of
a fragmented index.
DI4. Supplemental Index. A supplemental index is an index that supple-
ments an existing index. In other words, it is a value-added index as it adds
additional information to the existing index. In terms of our taxonomy, this
would differ from the other derivations in that it is an index that merges
additional data that is not inferrable from the original data or the index
from which it was derived. An example of a supplemental index in a book is
seen in various paper copy textbooks which include several additional (not
included on paper) chapters on either an included digital media such as a
disk or the textbook’s/author’s/publisher’s website. The added chapters are
accompanied with new index entries which supplement the existing index.
DI5. Tangential Index. A tangential index is an index which indexes related
data to data already indexed in an existing index. Unlike the Supplemental
index, this type of index merely links data that already exists in the original
data corpus with existing index data. Since it does not add data from an
external source, it is therefore tangential, touching on more of the existing
data, but not supplementing it with additional information that could not be
derived solely, albeit with extra work, from the existing index. For example, a
book word index, listing the pages upon which a word occurs, can be enhanced
with a tangential index that adds the line number or numbers in that page
wherein the word occurs.
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DI6. Intersectional Index. An intersectional index is an index that com-
bines certain parts of other indices into a single index. For example, a table
of contents in a book that is an editorial work which brings together parts of
several books and lists several chapters, sections, and subsections of each in
one uniform index, is an intersectional index.
DI7. Aggregate/Union Index. An aggregate/union index is one that com-
bines two or more existing indices in their entirety into a single index. Any
book series which after completion is then republished in a single volume edi-
tion may contain a master index which brings together the indices of each of
the books together in a single index. That union of indices is an aggregate
or union index and not an intersectional index because it includes all of the
individual book indices in their entirety.

The taxonomy described is not limited to books and applies equally well to
all indices in their varied forms and incarnations. Furthermore, these categories
are not mutually exclusive as combinations are easily possible. For example,
a separate tangential page occurrence index for all words that are included in
each novel written by the Brontë sisters (Anne, Emily and Charlotte) could
be created. Then these indices could be aggregated into a master union index
which is used as a basis for a supplemental derived index that lists synonyms
and antonyms for each word in the novels to produce a thesaurus specific to this
body of work. In other words, this would produce a literal Brontë-saurus1 which
is a supplemental aggregate index of tangential indices to each of the table of
contents (base indices) in Brontë sisters’ novels.

4.3 Taxonomy’s Structure and Hierarchy

ToDI deals with referential (anything to which we can refer) data, which by its
nature is data that refers to anything, but typically that to which it refers is
itself data. This means that referential data is relative to some starting point,
that may well be arbitrary. An example could be a single digital data word (or
a single binary datum, i.e., a bit) which represents the smallest, simplest, unit
of data to which a reference can be made. If debating the nature of scholarly
publication indices, it would be reasonable to call a single published paper the
atomic datum in such a context. If, however, we are talking about indices built
upon a textual database like a book, then the smallest item to which one can refer
can be an individual character or symbol within the book. Where one chooses
to start, answers the following question of what the lowest level of granularity
is within the system, i.e., level 0 or the source data itself, as opposed to any
reference to it. If one were to build a higher-level index, not of papers, but of
existing scholarly indices, and cared not for any individual paper, then level

1 We use this particular example to point out that such an index can have surprisingly
comical uses. This example, and terrible pun, was inspired by the works of British
writer and comedian John Finnemore.
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zero would be a single index, with its data items being the entries of the index
(which may seem clearly referential data, but would not be considered level 0
if one does not ever actually refer to any individual papers within the system).
A table of contents of a conference proceedings is a simple example of a level 1
index, which in this case does not make use of any of the referential data that
could be decoded from the papers (i.e., the bibliographies and citations).

In the proposed taxonomy, there are many levels of indices based on the
nature of the derived index/indices. To determine the order of these different
types of indices, the formula: I(i+1) can be used. Here, I indicates the index and
i+ 1 indicates the current order of the index which is the result of incrementing
the order of I’s parent index (i) by 1 to arrive at the order of the index. This
simply means that the raw data is I0, the first (base) index of the raw data is
denoted by I0+1 = I1 to indicate that it is of the first order level, and a derived
index from it is denoted by Ii+1 = I2 to indicate that it is of the second order
level, and so on ad infinitum. That is, any index that is derived from index order
i, is a derived index of the order i + 1. The different types of indices and their
relative order is depicted in Fig. 1 and enumerated in Table 1.

5 Future Work

Given the advancement in digital technology, it is not only easy to generate and
alter data at large scale, it is also feasible to add, modify, and delete underlying
metadata that point to the location of original data/information. Such metadata
can be of index types which could be further abstracted to distance/alter from
the original data, or otherwise transcribed, translated, or modified to varying
degrees from the original data and the original index. Descriptive language for all
this data, and the nature of their potential links and associations, is complicated
based on activities that automated data creation, collection, and alteration, in
such a manner as to bring into question its rightful custodianship, ownership,
or even authorship. This raises ethical questions concerning the use and abuse
of such data, especially issues of proper attribution, ownership, and fair use of
such digital data and derivatives thereof. While there are efforts to address the
ethical and legal dimensions of these issues, a consensus regarding their desired
properties is yet to emerge. In this context, this new taxonomy can be used to
guide, compare, or differentiate, the different ethical and legal frameworks that
have been, and may yet be, proposed. This could be very beneficial for the clear
communication of arguments and proposals regarding ownership and attribution
of metadata for instance.

The ethical question “Is data about you yours, or should it be?” is an impor-
tant one for discussing the nature of ownership of data in general, but any such
discussion is incomplete if it does not address derivative and referential data as
well. For example, how would we describe the data in the following scenarios: Is
data about person X, when X’s personally identifiable information is included
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within the metadata, considered the data of person X? What if the personally
identifiable data was not included in the corpus, but could be inferred by pro-
cessing derivative metadata? Would the anonymized data be of person X with
or without the metadata? Is the metadata considered to be about person X
if it alone would not identify the person? To address these questions, and to
coherently discuss questions of identification, in addition to attribution, custo-
dianship, and ownership, the vocabulary provided by the proposed taxonomy
of derived indices would become very useful. Further exploration of this space,
including comparative analysis of case studies of intellectual property arguments
involving metadata, and privacy arguments surrounding the use of metadata, is
warranted. Such explorations would be direct applications of the presented tax-
onomy, and would be expected to demonstrate its usefulness for providing a
coherent common language when describing data that described data.

6 Concluding Remarks

This paper delineates a novel taxonomy of derived indices and explains its poten-
tial usefulness in exploring ethical questions surrounding metadata. The moti-
vation for the research is the confluence of big data, specifically the increas-
ing ability to manipulate and manage ever-larger datasets, which in turns aids
the increasingly easy modification, abstraction, and duplication or recreation of
metadata. Such data, whether ubiquitously captured from users’ interactions on
social media, or mined from ever-growing logs of transactions and activities, is
increasingly vast, but so is our ability to generate more useful representations,
summaries, and references to the data. So far the focus of discussion has natu-
rally been concentrated on the original preserved data, and less on the derived
metadata (i.e., indices). The presented taxonomy specifically focuses on this
easily overlooked form of data, which with ever-larger datasets becomes increas-
ingly valuable, but which also is – by its very nature – a derivation with varying
degrees, of the original data.

The objective was therefore to present a taxonomy of derived indices that
provides a basis for systematically understanding the complexity of different
forms of referential metadata, and thereby introducing a useful vocabulary to
discuss them. And the proposed taxonomy is an initial offering which may well
require further iterations of refinement and development to ensure that it is
comprehensive and complete.

Acknowledgement. Many thanks are due to the departments of Mathematics and
Computer Science (MCS) and Computer Science and Engineering (CSEN) for their
continued support of the project. And to reviewers of ToDI’s drafts for their helpful
comments without which this work could not have been improved.



ToDI: A Taxonomy of Derived Indices 57

A Appendix

A.1 Taxonomy and Associated Descriptors

Term Description

Term Name Base Index

Label Base Index

Definition A base index is an immediate index of a data set

Comment A base index is different from other derived indices in that it is
base/source of all other derived index (indices). All the indices
described in the related work section of this paper are examples of
base indices. An example of a base index is for a book could be the
table of contents, which is used to index the location where each
chapter or section of the presented data in the book can be found

Type of Term Base index

Term Description

Term Name Derived Index

Label Derived Index

Definition A derived index is an index that is derived from an existing index

Comment Derived indices may be the result of structural or functional
derivation, or a combination of the two

Type of Term Derived Index

Term Description

Term Name Functional Property

Label Functional Property

Definition Functional property refers to the functionality and purpose of the
index that is being derived from

Comment A functional property is different from other properties of an index
in that it is in some ways indexes or duplicates, summarizes,
supplements, and/or combines existing indices’ functionality

Type of Term Property
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Term Description

Term Name Structural Property

Label Structural Property

Definition Structural property refers to the structural aspect of the index

Comment A structural property is different from other properties of an index
in that it is in some ways mimics the look and feel of the index or
indices it is derived from

Type of Term Property

Term Description

Term Name Copy Index

Label Copy Index

Definition A copy index is an index that duplicates a portion of an existing
index

Comment Copy index is different from Carbon copy index and from other
derived index in that it copies some or all of an existing index’s
functionality, structure or both

Type of Term Derived index

Term Description

Term Name Carbon Copy Index

Label Carbon Copy Index

Definition A carbon copy index is an index that duplicates an existing index a
hundred percent

Comment Carbon Copy index is different from copy index and other derived
index in that it is an exact copy of an existing index or indices

Type of Term Derived index

Term Description

Term Name Meta Index

Label Meta Index

Definition An index of an index, meaning an index that is abstracted from the
original index without revealing identifiable information, that may
be doubly distanced from the original base index or other derived
index

Comment Meta index is different from other derived index in that it is meta of
derived index. An example of a meta index is a bibliography of
books and book chapters in a particular subject area. It is a meta
index of indices

Type of Term Derived index
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Term Description

Term Name Abridged Index

Label Abridged Index

Definition An abridged index is a briefer version of an existing index

Comment Abridged index is different from other derived index in that it is
shorted version of a derived index. An example of a abridged index
can be seen in books which poses two indices: one that only lists the
chapters and another which lists the chapters along with every
section and subsection of each chapter...

Type of Term Derived index

Term Description

Label Fragment Index

Term Name Fragment Index

Definition A fragment index is an incomplete portion of an index

Comment Fragment index is different from other derived index in that it is an
incomplete derived index. An example of a fragment index is a table
of contents of a book which is missing a page

Type of Term Derived index

Term Description

Label Supplemental Index

Term Name Supplemental Index

Definition A supplemental index is an index which supplements an existing
index

Comment An example of a supplemental index in a book is seen in various
paper copy textbooks which include several additional (not included
on paper) chapters on either an included digital media such as a
disk or the textbook’s/author’s/publisher’s website

Type of Term Derived index

Term Description

Label Tangential Index

Term Name Tangential Index

Definition A tangential index is an index which indexes related data to data
already indexed in an existing index

Comment For example, a book word index, listing the pages upon which a
word occurs, can be enhanced with a tangential index that adds the
line number or numbers in that page wherein the word occurs

Type of Term Derived index



60 M. J. Israel et al.

Term Description

Term Name Intersectional Index

Label Intersectional Index

Definition An intersectional index is an index which combines parts of existing
indices into a single index

Comment For example, a table of contents in a book that is an editorial work
which brings together parts of several books and lists several
chapters, sections, and subsections of each in one uniform index is
an intersectional index

Type of Term Derived index

Term Description

Term Name Union/Aggregate Index

Label Union/Aggregate Index

Definition A union/aggregate index is an index which combines 2 or more
indices in their entirety into a single index

Comment Any book series which after completion is then republished in a
single volume edition will contain a master index which brings
together the indices of each of the books together in a single index

Type of Term Derived index

References

1. Ahmed, I., Fayyaz, A., Shahzad, A.: PostgreSQL Developer’s Guide. Packt Pub-
lishing Ltd., Birmingham (2015)

2. Ball, A., Darlington, M.: Briefing paper: the adobe extensible metadata platform
(XMP). UKOLN research organization (2007)

3. Choi, K.R., Kim, K.C.: T*-tree: a main memory database index structure for real
time applications. In: Proceedings of 3rd International Workshop on Real-Time
Computing Systems and Applications, pp. 81–88. IEEE (1996)

4. Dwyer, C.: Privacy in the age of google and facebook. IEEE Technol. Soc. Mag.
30(3), 58–63 (2011)

5. Foote, K.D.: A brief history of metadata. Online (Data Varsity) (2019)
6. Garcia-Molina, H., Ullman, J.D., Widom, J.: Database System Implementation,

vol. 672. Prentice Hall, Upper Saddle River (2000)
7. Gilliland, A.J.: Setting the stage. Introduction Metadata 2, 1–19 (2008)
8. Gitelman, L.: Raw Data is an Oxymoron. MIT Press, Cambridge (2013)
9. Griffel, D.M., McIntosh, S.D.: Admins: a progress report. Technical report. Center

for International Studies, Massachusetts, Cambridge (1967)
10. Heumann, K., Mewes, H.W.: The hashed position tree (HPT): a suffix tree variant

for large data sets stored on slow mass storage devices. In: 3rd South American
Workshop on String Processing, pp. 101–114 (1996)

11. Hey, T., Trefethen, A.: The data deluge: an e-science perspective. In: Grid Com-
puting: Making the Global Infrastructure a Reality, pp. 809–824 (2003)



ToDI: A Taxonomy of Derived Indices 61

12. Japp, R.: The top-compressed suffix tree: a disk-resident index for large sequences.
In: Proceedings of the Bioinformatics Workshop at the 21st Annual British
National Conference on Databases (2004)

13. Lawrence, B., Lowry, R., Miller, P., Snaith, H., Woolf, A.: Information in envi-
ronmental data grids. Philos. Trans. R. Soc. A: Math. Phys. Eng. Sci. 367(1890),
1003–1014 (2009)

14. Lehman, T.J., Carey, M.J.: A study of index structures for main memory database
management systems. Technical report, University of Wisconsin-Madison, Depart-
ment of Computer Sciences (1985)

15. Orr, D.A., Sanchez, L.: Alexa, did you get that? Determining the evidentiary value
of data stored by the Amazon R© echo. Digit. Investig. 24, 72–78 (2018)

16. Phoophakdee, B., Zaki, M.J.: Genome-scale disk-based suffix tree indexing. In:
Proceedings of the 2007 ACM SIGMOD International Conference on Management
of Data, pp. 833–844 (2007)

17. Riley, J.: Understanding metadata. National Information Standards Organization,
Washington DC, United States, p. 23 (2017). http://www.niso.org/publications/
press/UnderstandingMetadata.pdf
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Abstract. Tactile Internet promises a widespread adoption of haptic
communication over the Internet. However, as haptic technologies are
becoming more diversified and available than ever, the need has arisen for
a plug-and-play (PnP) haptic communication over a computer network.
This paper presents a system for enabling PnP communication of het-
erogeneous haptic interfaces. The system is based on three key features:
(i) a haptic metadata to make haptic interfaces self-descriptive, (ii) a
handshake protocol to automatically exchange haptic metadata between
two communicating devices, and (iii) a multimodal (haptic-audio-visual)
media communication protocol. Implemented using WebRTC, the PnP
communication is evaluated using a Tele-Writing application with two
heterogeneous haptic interfaces, namely Geomagic Touch and Novint Fal-
con. Our findings demonstrate the potential of the system to be employed
in any Tactile Internet scenario.

Keywords: Tactile Internet (TI) · Haptic-Audio-Visual (HAV)
handshake · TI Metadata (TIM) · WebRTC · Request/response

1 Introduction

Tactile Internet (TI) [16] – deemed as the Internet of Skills [12] – is antici-
pated to redefine the nature of human interactions with remote environments.
TI extends the human capability to effectively control and manipulate remote
environments by providing haptic (touch) experience in an ultra-responsive and
ultra-reliable fashion [6]. This enables humans to experience remote environ-
ments as if they are located there. This has opened up a world of new opportu-
nities with potential to impact every aspect of human lives [18]. Some examples
include telesurgery [7], remote disaster management, online shopping [31], gam-
ing and entertainment, and long-distance inter-personal communication.

The inclusion of haptic media as an integral element of TI presents several
challenging communication requirements that are unique to TI, and hence need
to be separately addressed. For example, design of schemes for robust control
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and communication, inter-media (haptic, audio, and video) as well as intra-
media (haptic sensors and actuators) synchronization, and so on. To address
these challenges, IEEE established the IEEE P1918.1 TI standards Working
Group (WG) [18] for defining a standard framework encompassing a generic TI
reference model and architecture. It also aims to standardize the interconnections
between multitude of interfaces featured in the framework. Further, in order to
identify and standardize the TI modules specific to haptic communication, a
sub-WG – P1918.1.1 – has been created. This has spawned a string of activities
with specific focus on design and development of:

1. haptic codecs for perception-based haptic signal compression
2. plug-and-play (PnP) communication for interoperability under heterogeneous

environment settings.

While the former has witnessed significant progress, the latter is still in its
nascent stages of development.

Design Challenges: Designing a PnP communication system for TI comes with
several challenges. We list the most important ones here.

1. Application-level heterogeneity: TI applications manifest a diverse range
of requirements. For instance, while in a haptic-based VR game a single point
device with 3 Degrees of Freedom (DoF) suffices, complex interactions, such
as a telesurgery, require several sensors and actuators possibly with heteroge-
neous Quality of Service (QoS) requirements. A PnP communication system
should be capable of detecting these interfaces and start communication on
the fly with zero or minimal configurations.

2. Interoperability: PnP communication system for TI should be cross-
platform and work without requiring installation of any software/firmware.

3. Quality of Service: TI applications demand extremely stringent QoS
requirements, such as a round trip time (RTT) 10 ms [16]. PnP communi-
cation system should be capable of strictly complying to such requirements.

In this work, we attempt to fuel this direction of advancement in TI by
proposing a WebRTC-based system for enabling PnP haptic communication for
TI interactions. Our contributions in this paper are the following:

1. We propose a system for haptic interaction between multiple TI nodes in a
PnP fashion. Our system is robust to the characteristics of applications and
the haptic interfaces used.

2. We present the design details of our PnP communication system developed
using WebRTC API. The efficacy of our design lies in the fact that we achieve
haptic communication by leveraging only the built-in features of WebRTC,
thereby posing no demands for modifications to the standard WebRTC struc-
ture.

3. We test the proof-of-concept of the proposed system through a tele-writing
application using both homogeneous and heterogeneous haptic interfaces con-
nected via a real-network. The latency measurements of our system demon-
strate its potential to be employed in any TI scenario.
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The remainder of the paper is organized as follows. In Section 2, we present a
review of the related literature. In Sects. 3, 4, we present an overview of our
PnP system and discuss its implementation details, respectively. We present our
experimental results and discussions in Sect. 5. Finally, we state our conclusions
in Sect. 6.

2 Related Literature

Standardizing haptic communication interfaces has been a pervasive challenge
in the haptic research community. This primarily requires (i) comprehensive def-
inition of haptic metadata format, (ii) exchanging and negotiation of metadata,
and (iii) exchange of media payload.

Several works exist in the literature that have looked at definition and
exchange of haptic metadata. In order to systematically describe various
attributes of a haptic interface, researchers have proposed a structured data for-
mat. Early studies proposed an XML-based approach to represent generic haptic
applications [8]. Cha et al. extended MPEG-4 Binary Format for Scenes (BIFS)
[29] to support the synchronization and communication of haptic-audio-visual
(HAV) media streams [9]. Others [14] have proposed HAML, a haptic applica-
tions metadata language, to describe haptic-related information, including haptic
interfaces, haptic development APIs, and quality of experience requirements. A
HAML-based authoring tool has also been developed [13] to facilitate the devel-
opment of haptic applications for various haptic interfaces for non-programmer
developers or artists. The work in [24] explored the use of Session Initiation Pro-
tocol (SIP), used commonly in VoIP sessions, for establishing haptic interactive
sessions.

Only a handful of works have addressed the latter challenge of exchanging
media payload using standardized protocols/tools. An example is the work in
[24] that considered Real-time Transport protocol (RTP), which forms the cor-
nerstone of VoIP applications, for haptic interactions.

A recent work in [20], presents Tactile Internet Metadata (TIM) and a haptic
handshake protocol, the implementations of which were realized using WebRTC.
This study is a continuation of our previous work where we evaluate the PnP
system with heterogeneous haptic devices in a realistic tele-haptic application
(Tele-writing). This design choice of using a browser-based API enabled the
authors to develop the protocol in a cross-platform manner. In this work, we
make significant enhancements to the work in [20] to come up with a PnP com-
munication system for TI that we present in the following section.

3 Proposed PnP Communication System

In this section, we provide an overview of the proposed PnP communication sys-
tem. The system consists of three tightly coupled components: Tactile Internet
Metadata (TIM) scheme, haptic handshake protocol, and a real-time haptic-
audio-video communication protocol to support network applications. While a



68 K. Iiyoshi et al.

preliminary implementation of these components was done in the recent work
[20], we have enhanced it significantly in order to make the communication sys-
tem plug-and-play. Nevertheless, we will provide a holistic view of the proposed
system here.

3.1 HAV Handshake

We propose a three-way handshake protocol for the exchange of haptic-audio-
video (HAV) metadata between TI nodes, as shown in Fig. 1. The TI node
initiating the TI session (node A) advertises all of its capabilities/requirements
to the other participant (node B) through the request message. For example,
node A could be capable of supporting a set of haptic codec types and certain
maximum haptic refresh rate. In response, node B chooses a feasible option out of
the advertised specifications. For example, only a subset of the advertised codecs
and a lower refresh rate could be supported. Node B transmits the response
message carrying the chosen parameters. Upon reception of the response signal,
node A transmits ACK message indicating that the consensus on metadata is
reached. The packet structures of these messages are discussed in Sect. 3.2.

The reception of ACK marks the completion of HAV handshake phase where
the advertisement and negotiation of metadata happens. This is then followed
by the media communication phase in which the exchange of media and control
data corresponding to the live TI interaction is carried out. We discuss further
details on this in Sect. 3.3.

Fig. 1. Schematic of the proposed HAV handshake. HAV synchronization involves a
simple 3-way handshake consisting of request, response, and acknowledgment.
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3.2 Tactile Internet Metadata (TIM)

TIM is designed to provide a technology-neutral description of the various char-
acteristics and requirements of TI systems in terms of session attributes. As
shown in Fig. 2, the session attributes are organized into two broad categories:
Quality of Experience (QoE) and haptic. QoE captures the essential parameters
that are crucial for an immersive perception of the remote haptic interaction
by the human operator. This category is further sub-divided into Quality of
Experience (QoS) and user experience. QoS specifies the end-to-end network
requirements for guaranteeing transparency between the TI nodes. For example,
latency and jitter fields specify the maximum tolerable end-to-end delay and
jitter, respectively. User experience specifies the perceptual attributes that will
be used to describe the current quality of human perception, such as the quality
of user immersion or telepresence.

On the other hand, the haptic category represents the haptic modality in
terms of the properties of the media (data) and the haptic interface attributes.
While the former describes the attributes for source coding and communication
of the haptic data, the latter describes the capabilities of the haptic interface
being employed in the TI session. These include the number of degrees of free-
dom, ranges of displayable force and torque, and position resolution, among
others.

Fig. 2. Haptic session attributes as defined in TIM.

The TIM structure is adapted for various types of haptic handshake and com-
munication messages, including the schema for the request/response messages
and the data/control messages.
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As for the haptic handshake, two types of messages are defined, namely
the request and the response (Fig. 3 (a)). The message header consists of a
packetType identifier for indicating the type of handshake message – request,
response, or ACK. The header also include a packet sequence number for unique
identification of the packet. The request/response message payload carries the
metadata advertised/selected by the transmitting TI node. In order to support
evolving requirements, CustomHapticAttributes field is provided in which several
user-defined attributes may be added. The payload of the message is formatted
in accordance with the TIM definition (Fig. 1).

(a)

(b)

Fig. 3. Schematic representation of TIM packet format for (a) request/response,
(b) data.

As seen in Fig. 3 (a), the attributes in the interface options of the
request/response packet cater to the capabilities of the tactile device by keeping
the attributes in the data packet within the lower/upper bounds of the specifi-
cations of the device. For instance, the TIM communicates the maximum force
attribute during the handshake (via request/response packets) and a value for
maximum force is set. If the payload of the data packet is force, it will stay
within the bound of maximum force set during the handshake throughout the
operation phase. Similarly, the attribute “immersion” could be set to “true” or
“false” depending on the application.

3.3 HAV Media Communication

The media communication phase starts once the haptic handshake phase com-
pletes. In Fig. 1, this is shown as the operation state, consisting of haptic, audio-
visual, and control channels. In the phase, two types of messages are exchanged:
data message shown in Fig. 3 and (b) control message which is a combination of
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fields in Fig. 3 (a). The data message simply carries a header and a payload. The
header defines the media type (haptic, audio, video, or combination), the packet
sequence number, and the haptic timestamp (utilized for intra- and inter-media
synchronization). The payload comprises the corresponding haptic media data
(such as position, force, torque or velocity for kinesthetic haptic interaction or
vibration frequency, location, intensity for tactile feedback, etc.). On the other
hand, the control messages are used to deal with dynamic control parameter
adjustments during the data communication, such as change in network charac-
teristics, addition of a new media type or user.

In this work, while we implement the handshake and media communication
of haptic-related messages, for communicating AV-related messages, we simply
invoke the de-facto standards – Real-time Transport Protocol (RTP) and Session
Description Protocol (SDP) for data and control, respectively.

4 Implementation on WebRTC

In this section, we will provide the implementation details of our PnP commu-
nication system using Web Real Time Communication (WebRTC) – an open-
source peer-to-peer cross-platform and cross-browser communication API [23].

4.1 TIM

A sample request packet of TIM is shown in Fig. 4. As can be seen it contains
several attributes and their corresponding values. This particular example con-
figures the deadband parameter for velocity signals (“VelocityDeadbandParam-
eter”) to 0.1, the manufacturer of the haptic device used (“manufacturerName”)
as “3D Systems”, and the device model (“modelName”) as “Geomagic Touch”.
Note that this excerpt of response packet is being taken from a real TI experiment
of tele-writing that we discuss in detail in Sect. 4.4. Here, we used the kines-
thetic codec [19] to smoothly interface haptic devices to the TI nodes. Other
attributes related to QoS, media, and interface fields are specified in detail. The
fields are arranged in JSON format. TIM is extensible and the exact attributes
can be easily defined by the developers depending on their application needs.
This can include any attributes related to handshake/data/control packets. For
AV metadata, we simply leverage the SDP implementation of WebRTC.

4.2 HAV Handshake

Haptic handshake and communication requires open source protocols for acces-
sibility, flexibility, and maintenance. For these reasons, commercial and propri-
etary services such as Skype and Google Hangout are challenging to adopt,
although their texting features can certainly be re-purposed for haptic hand-
shake. Due to these reasons, we resort to WebRTC for realizing our proposed
system.
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Fig. 4. Sample TIM Request generated when TI node is connected to Geomagic Touch
Device.

WebRTC handles AV data through Secure Real-Time Transport Proto-
col (SRTP) and non-AV data, which can be re-purposed for haptic data,
through UDP-based, DTLS-encapsulated SCTP [RFC4960]. Supported by major
browsers, it is being standardized through the World Wide Web Consortium
(W3C) and the Internet Engineering Task Force (IETF) [23,25]. These features
make WebRTC the most versatile solution among other open source options such
as easyRTC [26], Jitsi [21], Linphone [2], Jami [1], Riot [4], and Retroshare [3].

AV Handshake: We leverage the standard AV handshake handled by
WebRTC’s MediaStream for handling AV handshake and communication.
Figure 5 outlines the AV handshake. First, each TI node involved in the TI
interaction creates a PeerConnection for the AV channel. These nodes then con-
nect with each other through signaling messages. The request/response/ACK
generations are automated, and the SDP exchange process between the nodes
can be implemented using any third-party services such as emails, SMS, and
external servers. After these steps are executed, the PeerConnection objects of
the interacting nodes get attached to each other and the AV communication
starts between the nodes.

Haptic Handshake: WebRTC provides a generic object RTCDataChannel
that can be employed for any non-AV data communication. We make use of this
for haptic data. Figure 6 outlines the haptic handshake. First, both TI nodes
obtain TIM described earlier in Sect. 4.1. This is then encapsulated in SDP pack-
ets that are exchanged through the haptic handshake RTCDataChannel. Note
that the haptic handshake leverages the PeerConnection that was established
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Fig. 5. Schematic of AV handshake carried out by WebRTC.

during the AV handshake. Hence, there are no more processes to be executed
before the SDP exchanges can begin.

Fig. 6. Schematic of haptic handshake after completion of AV handshake.

AV and haptic media are intentionally handled in separate channels so that
third party developers can use different AV codecs based on their own application
needs. Note that the haptic metadata exchange happens separately from the AV
metadata, however, haptic media communication may or may not happen with
RTP.
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4.3 HAV Media Communication

After the handshake, the RTCDataChannel that was used for haptic handshake
is reused for control communication, and a second RTCDataChannel is opened
to be used for haptic media communication, thus triggering the comprehensive
HAV media communication.

RTCDataChannel objects exist in WebRTC to address communication needs
of various data, not only limited to haptic data. Hence, although not exactly TCP
or UDP, they can be configured to protocols within those two ends of transport
layer spectrum. The configurable options are listed below in Fig. 7:

Fig. 7. Different configuration options offered by the general RTCDataChannel object.

When the parameter Ordered is set to true (default), it means choosing a
reliable method of communication (leaning towards TCP). For UDP, it is set
to false and MaxRetransmits is set to 0. Additionally, RTCDataChannel can
control MaxRetransmits or MaxPacketLifeTime attributes but not both. RTC-
DataChannel is by default negotiated in-band between two nodes. This means
that the local node calls createDataChannel(), and the remote node connects
to the ondatachannel EventHandler. This enables a dynamic creation of RTC-
DataChannel where the number of channels is not predetermined. Alternatively,
they can be negotiated out of-band, where both sides call createDataChannel()
with a predetermined ID to create data channels statically. This method opens
the channels with lower latency and has higher stability as the creation of the
channels is symmetric.

Based on the above descriptions, for the purpose of our experiments, we
configured the RTCDataChannel objects used for haptic handshake, media, and
control are to be UDP-like as shown below. Of course, there is flexibility to set
the handshake and control channels to be more reliable (Fig. 8).

4.4 Tele-Writing Demonstration

To evaluate the performance of the proposed PnP communication system, we
developed a tele-writing application where a human can write something phys-
ically on a piece of paper present in a remote location. For this demonstration,
we attached a pen to the remote haptic device (Node A). The human user con-
trols it through another device in his/her location (Node B). The two nodes are
connected to each other through a star connection of category-5e RJ45 ethernet
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Fig. 8. Setting of the RTCDataChannel objects that are used for haptic signaling in
the proposed communication system.

cables and gigabit desktop switch. The interface for the haptic device was pro-
grammed in C++ language. A schematic diagram of the complete tele-writing
setup is shown in Fig. 9. The implementation of the tele-writing setup is divided
into two programs at each node: a C++ program interfacing with the haptic
device and a WebRTC simulation written in HTML, CSS, and JavaScript. Node
A can be connected to either Geomagic Touch or Novint Falcon for controlling
the Node B device, which uses a pen-mounted Novint Falcon. This allows demon-
strations of the PnP system for both homogeneous and heterogeneous TI nodes.
It should be noted that for the sake of simplicity we mount the pen to only
one type of haptic device. However, the tele-writing application can be directly
extended to any other haptic device as well.

Fig. 9. Schematic diagram of PnP communication system for tele-writing application.

As noted in Fig. 9, the HAV WebRTC simulator was built by combining
HTML, CSS, and JavaScript files from WebRTC’s Munge SDP sample pro-
gram with those from C++ WebSocket Server Demo’s client project [5,28]. The
client project consists of jQuery and simple-websocket [15,30]. jQuery simplifies
traditionally verbose JavaScript expressions while simple-websocket is used to
receive WebSocket data. The C++ haptic interfacing programs consist of C++
WebSocket Server Demo project and a simplified version of kinesthetic codec
provided by the works in [17,19,28]. The WebSocket server projects consist of
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WebSocket++ [27], Asio [10], and Jsoncpp [11]. The layout of the nodes are iden-
tical. The only difference is in how the signaling process is handled on each node.
Node A first generates its own TIM, and based on this, Node B generates its
own TIM. Node A, upon receiving this information, sends an acknowledgement
to Node B and begins data communication.

Kinesthetic Codec Reference Software. We use the kinesthetic codec ref-
erence software, proposed by IEEE Haptic Codecs Work Group, to interface
the C++ programs with the haptic devices, particularly in a well-controlled,
stable manner [19]. It uses Chai3D engine to sense and actuate the haptic inter-
face, queue-based haptic packet management for smooth communication, and
Winsock’s UDP mode to communicate between localhost-simulated TI nodes.
To reduce congestion, it uses the perceptual deadband haptic data reduction.

Since UDP is not supported on browsers due to security issues, this was
replaced with the WebSocket functionalities. Thus, the Chai3D-obtained haptic
data are converted into stringified JSON via Jsoncpp and WebSocket++, and
are then sent to the WebRTC simulator.

It is worth mentioning that the communication involved Node A sending
timestamped velocity data to Node B. Based on this data, Node B device’s force
data is calculated through Algorithm 1 and sent back to Node A along with its
own timestamp.

Algorithm 1: Slave force calculation algorithm.
Data: Newly read position p. Received velocity v. Previously stored error ep and

input force fp. Coefficients A, B, and C.
e ← 0.001 · v − p;
f ← A · e − B · ep − C · fp;
ep ← e;
fp ← f ;

Constants A, B, C are based on z-domain PD control and low pass filter
applied to this system. They were calculated using Tustin’s approximation prior
to the media communication phase. The s-domain parameters used were K =
1000, Ke = 5, T = 0.001 s, and τ = 0.0016 s. The s-domain transfer function
was:

F =
Ke + Keė

τs + 1
where, K, Ke, and τ respectively were Proportional Gain, Derivative Gain, and
Low pass filter parameter. The resulting z-domain functions were:

A =
2Ke + KT

2τ + T
, B = −−2Ke + T

2τ + T
, C =

−2τ + T

2τ + T

The coefficients above can be modified to support applications with different
control needs. These parameters can be included in the TIM packets if needed.
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Figure 10 shows both homogeneous and heterogeneous modes of the tele-writing
application along with C++ console for displaying the contents of request and
response packets.

Figure 10 (a), Novint Falcon was used for controlling Node B, whereas in
Fig. 10 (b), was used Geomagic Touch. In Fig. 10 (c), the C++ console log and
web GUI from the Node A is shown, which, content-wise, was identical to Node
B. Figure 10 (C). The C++ console log displaying packet communication rates,
and the web GUI from Node A displaying SDP request and response from Node
A and B, as well as their video data. The setup allowed the user to choose the
audio, video, and haptic source devices before setting up the session. In this
case, the AV data was provided from webcams connected to the nodes. Once the
user began the WebRTC signaling process, the HAV communication commenced
automatically.

Fig. 10. Two heterogeneous nodes experimental setup. (a) Novint Falcon to Novint
Falcon. (b) Geomagic Touch to Novint Falcon. (c) C++ console log displaying packet
communication rates, and web GUI from Node A displaying SDP request and response
from Node A and B, as well as their video data. Its content is identical to the other
node.
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5 Experimental Results

In this section, we present the latency findings of the tele-writing experiment.
The mean and the standard deviation of the handshake latency is measured to
be 47.25 ms and 23.38 ms, respectively. The performance of the bidirectional
HAV communication was assessed through its mean roundtrip time (RTT) mea-
sured over the tele-writing experiment with a duration of 10 s. The standard
packet rate of 1000 (consequence of 1 kHz sampling rate), leads to measuring
RTT of 10000 packets. It was observed that the mean and standard deviation of
RTT were 3.57 ms and 1.81 ms, respectively. The breakdown of the mean RTT
is shown in Fig. 11. We observed a high level of consistency in these RTT mea-
surements over several runs of the application.

Fig. 11. Breakdown of 3.57 ms RTT 10000 packets were sampled in 10 s, at 1000 packets
per second. Note that the C++ segments are only sample applications complimenting
the handshake implementation and do not represent the performance of the handshake
protocol.

Discussion: The average and standard deviation of RTT measured in our exper-
iments indicate that the proposed system can provide stable bidirectional com-
munication under both heterogeneous or homogeneous haptic interfaces. Around
1 ms of the total RTT, is the propagation delay between the TI nodes. Another
1 ms came from delays within the TI node browsers. This is attributed to
WebRTC-related protocol handling. This is expected since the browsers are in
high-level JavaScript-based implementation. Around 0.6 ms additional latency
came from interfacing the C++ programs with the browsers through WebSocket-
based communication. The remaining 1 ms latency came from the C++ pro-
grams, which is discussed later in detail.

Latency for some of these segments could potentially be eliminated. For
example, switching from JavaScript Web API to native C++ implementation
would address synchronization of AV data with haptic data. It will also allow
the haptic interface setup to be integrated with WebRTC. This will eliminate any
unnecessary cross-language latency. HAV handshake and communication latency
between TI nodes will further reduce once WebRTC extends RTCDataChannel
transport configuration option to pure UDP.

It should be noted that the latency for each of these segments are heav-
ily dependent on the size of the haptic information being communicated. The
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C++ programs are designed to send a set of timestamp and velocity/force
data upon significant haptic device movement, with processing delays as low
as around 1μs. When they are wrapped in JSON formatting and converted to
strings for communication, their sizes are typically around 120 bytes in length.
If other types of data such as rotation, gripper movement, and button press
also need to be communicated, the data size would further increase. The pro-
cessing delay may then increase, thereby congesting the system. The commu-
nicated data should therefore be minimized by using compression mechanisms.
Xu et al. effectively addresses such issues by demonstrating a combination of
the perceptual-deadband haptic data reduction approach and the time domain
passivity approach (TDPA) [32]. The size of the programs also affect the pro-
cessing delay. As the C++ programs run multiple threads within themselves and
the browser programs are executed asynchronously, adding more features could
increase RTT proportionally more than when they are run on a single thread or
run through a synchronous language. In addition to this, using browsers other
than Chrome is known to increase the processing delays [22].

Lastly, the hardware-level performance of TI nodes might have contributed
to the RTT as well. To our surprise, the latency in Node B’s C++ program was
twice as much as that of Node A, as seen in Fig. 11. These programs were devel-
oped to exchange different form of data, namely force or velocity, and while Node
A requires calculation of force data based on the received velocity data, Node B
has to simply actuate the received force data. Hence, the latency difference was
most likely due to the fact that the Node A and B’s haptic loop frequency were
around 2 and 0.5 MHz respectively, as measured by Chai3D’s frequency counter.
This made Node A four times more responsive than Node B at handling possi-
ble congestions. To address this limitation, faster running programs or hardware
should be used.

Taking these into account, the RTT is specific to the software and hardware
environment it was implemented in. It is therefore recommended that for more
complex TI applications, more efficient applications and hardware should be
used. In addition, more types of haptic devices and applications can be tested
to ensure that the PnP system is agnostic to multitude of scenarios. The above
discussion suggests that as long as these recommendations are met, the system
can be used to construct practical TI applications. These application will meet
the sub-10 ms requirement for safe haptic control, and will be near the 1 ms
average human haptic reaction time [16]. To our knowledge, this implementation
is the only openly available WebRTC-based HAV communication system, and
will therefore serve as an integral part of future TI application development.

6 Conclusions

In this paper, we presented the design of a WebRTC-based PnP communication
system for TI interactions encompassing haptic feedback. We described in detail
the TI Metadata (TIM) devised for conveying the haptic metadata of various TI
nodes, the handshake protocol, and communication protocol for HAV interac-
tion. Through implementation of the proposed PnP system on a WebRTC-based



80 K. Iiyoshi et al.

platform and heterogeneous haptic interfaces, we provided a proof of concept of
its operation. Further, the average and standard deviation of RTT were 3.57 ms
and 1.81 ms, respectively. This paves way for sub-10 ms RTT crucial for TI inter-
actions. As the system substantiates its usefulness for TI applications, it has
been made open-source for further TI application development. The system will
thus serve to form the foundation of TI application development. Such progress
will drive innovation in global products and services, changing societies for the
better. As for future work, we would like to evaluate the PnP system with a
wider range of haptic interfaces, such as interfaces with multi-points of haptic
interaction.

The proposed PnP communication system is aimed to be used by a broad
set of audience. Hence, in future, we plan to make the project resources publicly
available to fuel the explosive growth of TI.
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Abstract. Dance choreography is often synchronized with music. Thus,
a major challenge for learning choreography is moving the correct body
part to a signified rhythm in the music surrounding the beat. However,
the rhythm is often more complex than a metronome. SwingBeats is a
real time, haptic feedback system under research and development with
the goal of helping learners of any dance style to a) focus on learning
the various dance moves, steps, patterns, and dynamics without the need
to keep constant track of the music’s beat pattern, and b) to condition
any choreography for the dance through custom built Internet of Things
(IoT) wearables.

This paper is to report on the development and preliminary success of
custom Haptic Feedback Ankle Bracelets (HFABs) for the SwingBeats
system. HFABs enable learning the footwork for any dance through con-
ditioning the learner to move their feet in accordance to the choreography
which follows the beat of the music. Thus HFABs condition muscle mem-
ory in the same way learning to play the piano conditions the musician’s
finger muscles to anticipate each move ahead of time and play the notes
in perfect harmony. Thus far, the custom HFABs have been tested with
Tap dancing because this style of dancing is predominantly focused on
footwork and includes a relatively small degree of freedom in the direc-
tions each foot can travel during dancing. The results are thus easily
generalizable to any footwork with the addition of more haptic actuators
as needed per degrees of freedom.

Keywords: Haptic feedback · Internet of Everything (IoE) · Internet
of Things (IoT) · Rhythmic metronome · Tap dance education ·
Wearable technology

1 Introduction

Dancing is a form of human expression consisting of purposefully selected
sequences of bodily movement, each with aesthetic or symbolic values, most
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often synchronized with music. Since dancers must land specific movements on
specific beats, it is crucial to maintain a constant awareness of beat and rhythm
while dancing. However, many have issues remembering the order of steps and
rhythm of choreography. They may forget what step comes next or what part of
the music that step occurs on. Since proper steps and timing are key for properly
performing a dance, they are currently conditioned into muscle memory by end-
less practice in leading up to a performance for instance. This is similar to how
practicing playing the piano conditions the musician’s finger muscles to antici-
pate each move ahead of time and to play the notes in perfect harmony on the
night of the performance. For the case of pianists, research has shown promise in
being able to enhance their practicing experience as well as to shorten the time
needed for practicing by using Passive Haptic Learning (PHL) gloves as seen in
[6]. Thus, it stands to reason that haptic feedback assistance can be provided
for conditioning muscle memory for other tasks such as dancing.

To address this issue for dancing, the SwingBeats project has developed IoT
Haptic Feedback Ankle Bracelets (HFABs) to signal learners when and how to
move their feet to the beat of the music. This can provide the learner with
immediate feedback, thus improving the learning experience. Tap dance was
chosen as the first dance style to test the HFABs. Tap dance is a style of dance
focused on rhythmic footwork which is characterized by the sounds of the metal
taps affixed under the toes and heels of the dance shoes striking the floor. Tap
dance is the perfect style of dance for this phase of the system’s development as
this style focuses on the feet rather than the whole body. This paper will discuss
the usage of HFABs for tap dance education only, but HFABs are usable for
any style of dance without loss of generality. Future work will include further
development and testing of HFABs for additional dance styles.

Section 2 will provide a background overview as well as the motivation for the
development of HFABs and Sect. 3 will explore existing products. Section 4 will
detail the design and development of SwingBeats’ HFABs and Sect. 5 will detail
the testing methodology, logistics, and results for the system with Alpha testers.
The, Sects. 6 and 7 will delineate the currently under development features and
future targets for the development of HFABs respectively. And lastly, Sect. 8
will offer some concluding remarks.

2 Background

At the time of this writing, the SwingBeats system has been under research and
development for two years.

2.1 History

As was reported in HAVE 2019, the SwingBeats system began as an iOS
metronome application that acquires a song’s beat pattern from Spotify’s API
[10] and vibrates an iPhone and/or a smart watch to the beat of the music [7].
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While the mobile app works great as a metronome, it does not teach learners
how to dance or to follow a specific choreography. With the addition of HFABs,
the SwingBeats app can now wirelessly transmit a set of instructions to an HFAB
in order to actuate the correct vibrators at the correct times. This guides dancers’
footwork by communicating the exact part of the foot they are supposed to move
at that exact point in the choreography.

2.2 Motivation

Dancers usually learn choreography in a dance studio with an instructor that
can observe their movements from all angles and give them feedback on how
they are doing as well as how they could improve. With tap dance for instance,
this feedback usually pertains to their rhythm and whether they are using the
correct part of the correct foot at the correct time to produce that rhythm.

Remembering a dance involves a lot of practice which frequently takes place
at home without an instructor. However, if a student does not remember the
dance choreography from class, missed a rehearsal, or is unable to attend a weekly
dance class due to cost, availability, or other factors such as a pandemic, they
will not be able to practice effectively. Furthermore, at the time of this writing,
due to the COVID-19 pandemic most dance studios are closed and students are
taking dance classes via video conferencing applications, which does not offer
the same learning experience as the instruction and feedback they would have
received in person from a dance instructor. Video conferencing does not allow for
watching instructors from multiple angles nor is it suitable for receiving feedback
from instructors as they are unable to observe the learners from all angles.

Closing this learning gap is one of SwingBeats’ main motivations which is
achieved by allowing learners to transmit the choreography they need to prac-
tice from their SwingBeats mobile phone app to their SwingBeats HFABs. The
HFABs vibrate the correct actuators located on the correct part of each foot at
the correct times and thus help condition the learners’ muscle memory - in effect
helping learners practice and learn the choreography.

3 Existing Products

As reported in [7] not many products for assisting in dance education exist.

3.1 Metronomes

Most existing metronome applications such as WatchHapticMetronome [4], and
“Pulse - Metronome & Tap Tempo” [5] and hardware metronomes such as Sound-
brenner Pulse [9] and Core [8] are simple metronomes meant for helping musi-
cians stay in sync with the beat. As such, they do not have any real application
in dance education beyond helping dancers stay in sync with the beat of the
music. This however, is not enough as learning how to dance requires awareness
and conditioning of complex choreography.
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3.2 Haptic Socks

As part of Georgia Tech’s 2018 “Get a Move On” hackathon, a team of graduate
students prototyped a pair of haptic socks with three sample elementary tap
routines [2]. The socks sent vibrations to individual legs in order to instruct the
dancer which foot to move when. However to the best of the author’s knowledge,
this product was never followed upon nor commercialized.

4 SwingBeats Haptic Feedback Ankle Bracelets (HFABs)

Haptic Feedback Ankle Bracelets (HFABs) depicted in Fig. 1 are custom IoT
addons for the SwingBeats system [7] designed and built to assist in the learning
of the footwork for any dance. This is done by triggering the movement of the
feet in accordance with the programmed choreography which is in sync with the
beat of the music. The main two use cases for HFABs are to 1) help condition
the learner’s muscle memory to remember choreography during learning and
practice and 2) to allow a dancer to dance to any choreography on the spot even
without having learned or practiced a choreography in the past.

Fig. 1. SwingBeats Haptic Feedback Ankle Bracelets (HFABs)

4.1 Hardware

The HFAB circuitry depicted in Fig. 2 centers around the ESP32 series of System
on a Chip (SoC) development boards and includes vibration motors, a recharge-
able battery and charging apparatus, and an on/off push button.
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Fig. 2. HFAB schematic

All of the HFAB’s circuitry is mounted and interconnected on a soldered
Printed Circuit Board (PCB) that as depicted in Fig. 3 sits in a 3D printed
drawer that slides in and out of a 3D printed casing for easy access.

(a) Without the ESP32 in position (b) With the ESP32 in position

Fig. 3. Internals of an HFAB

Communication: SwingBeats’ HFABs communicate with a mobile phone via
Bluetooth Low Energy (BLE) to acquire the music beats and choreography
queues. There are no wires between the two HFABs nor between the devices
and the phone, as a truly wireless setup is essential to maximize mobility and
degrees of freedom when dancing.

For the first prototype, the number of BLE connections to the phone are
limited. The HFAB mounted on the left ankle (referred to as the primary device)
establishes a connection with the iPhone via BLE to receive instructions. It then
forwards the instructions to the one mounted on the right ankle (referred to as
the secondary device) via WiFi. The secondary device only listens to the primary
device and never the iOS application.
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Actuation in the Form of Vibration: As dancing shoes are quite tight, it
could be a problem if the vibration motors used are too thick. As a result the
micro (10 mm diameter × 3 mm thickness) flat coin vibration motors depicted
in Fig. 4 were used which have a DC voltage rating of 3 V and an operation
speed of 12,000 RPMs.

Fig. 4. HFAB with micro, flat coin vibration motors

Two different levels of vibrations for the toes and a single level of vibration
for the heal actuators were incorporated in order to help learners distinguish
between certain steps. A lighter vibration on the toes indicates when the learner
is supposed to strike their toes on the ground but not transfer any of their body’s
weight onto that foot (a.k.a. not step onto that foot). A stronger vibration on
the toes indicates when the learner is supposed to step onto that foot.

Tap dancers stand on the balls of their feet which means their heels are off the
ground. This is so they are able to drop their heels to make a tap sound instead
of having to first lift their heel off the ground and then drop it to get the same
sound. The importance of this increases as the rhythms being created with the
tap sounds get faster and faster. It would thus be impossible to produce such
fast rhythms otherwise. Therefore for now, only one vibration level has been
programmed for the heel actuators which indicates when the dancer needs to
drop their heel to the ground. Different heel vibration levels will be programmed
in the future to incorporate more advanced tap moves.

Since beginner tap dancers struggle with remembering to stand on the ball
of their feet, if the dancer is meant to step (meaning lift their foot and drop it
to the ground), as aforementioned only the toe actuators will vibrate so they
do not drop their heal when they take the step and thus remain on the balls of
their feet. There are however times during tapping that the dancer needs to use
their entire foot such as when the dancer strikes the floor with their entire foot
for a louder sound but does not step onto that foot, jumps to the other foot, or
hops (jumps and lands on the same foot). To indicate these instances, both the
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front and back actuators vibrate. When the dancer is to strike their foot, but
not step onto it, a lighter vibration occurs; and when the dancer is to jump or
hop, a stronger vibration occurs. Both feet will vibrate if the dancer is meant to
jump with both feet.

The vibrations, regardless of level, occur for 200 ms which is long enough for
the dancer to feel and recognize them, but not long enough that they would
continue into the next step. One of the biggest decisions when programming the
HFABs was deciding if the vibration should start right on the beat or slightly
before the beat. If before the beat, the HFABs can not vibrate too far ahead
of the beat so the dancer can still distinguish when they are meant to strike
the ground. After testing out both methods, it was decided to have the device
vibrate 100 ms before the beat. This is so the dancer’s brain has time to react
to what part of the foot vibrated and perform the correct footwork. Therefore
the HFAB will vibrate 100 ms before the beat starts and finish vibrating 100 ms
after the beat occurs. Meaning the HFAB vibrates through the beat so dancers
have enough time to react to the vibration and step on the beat.

Modularity: The HFABs have been designed and built to ensure that every
internal component can be swapped out without the need to desolder or resolder
anything. This allows for speed and ease in repairing and upgrading each and
every one of the components. Furthermore, the modular approach to SwingBeats’
hardware design is especially important for future applications, as different dance
styles will require slightly different set ups. For example, while tap dance only
requires a vibration motor on the front and back of each foot, other styles will
require four vibration motors on each foot’s front, back, left, and right. To this
end, terminal block connectors were used to connect the vibration motors to the
ESP32 development board, and two extra connectors were included to enable
easy expansion.

Power: HFABs are powered by a LiPO 3.7 V 1500 mAh battery. A McIgIcM
TP4056 battery charger is used to enable usb charging of the battery.

Cost: Table 1 details the cost of each hardware component. Due to economies
of scale however, all of these components can be purchased for a fraction of the
prices listed here when purchased in bulk from overseas vendors. It should be
noted that the total coast does not include the extra wires, heat shrink tubing,
and solder used in each HFAB. Since it is extremely difficult to truly ascertain
these components’ cost due to their bulk availability in the lab. Hence, to roughly
incorporate their cost, the total cost of an HFAB’s circuitry is rounded to $14
USD.
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Table 1. Cost of items

Components for a single HFAB Count Cost

MELIFE ESP32 1 $5.07

YDL 3.7V 1500mAh 603959 Lipo battery 1 $4.50

McIgIcM TP4056 battery charger 1 $0.59

Linkstyle 12–24V 12mm ON/OFF Latching Push Button Switch 1 $2.00

YXQ 1030 Flat Vibration Motor Coin 2 $0.63

Blank PCB 1 $0.40

Total $13.82

4.2 3D Printing

The HFAB’s circuitry is encapsulated by a 3D printed case consisting of a main
body and a slide in drawer as seen in Figs. 5, 6 and 7. The case is 3D printed using
Polyethylene Terephthalate Glycol (PETG) filament to provide a high level of
durability without making the case brittle [3]. At a 0.2 mm layer height, making
a complete set of two cases (one for each of the left and right ankles) takes 11 h
and 22 min, uses 103 g of filament, and costs roughly $3.8 USD to produce. This
brings the hardware cost of producing a single HFAB to $14 (for circuitry) +
$3.8/2 (for 3D-Printing) = $15.9 which is rounded to $16 USD once the cost of
the Velcro is assumed to be $0.10 due to its availability in bulk at the lab.

The casing dimensions are 55 mm× 45 mm× 70 mm (L×W×H) in order to
maintain a low profile on the user’s leg. As can be seen in Figs. 5a and 6b, the
main body of the capsule is curved to comfortably fit around the dancer’s leg
right above the ankle joint. An opening on the ankle side of the case holds a
Velcro strap used for securing the HFAB to the dancer’s leg. This opening has a
tight tolerance in order to provide resistance so that the device does not freely
shift on the strap, while still enabling easy user adjustments.

(a) Side profile of switched Off HFAB (b) Switched on HFAB

Fig. 5. Assembled HFAB in custom 3D-printed case with heal and toe actuators
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The use of Velcro also enables the mounting of the HFABs at almost any
distance above the ankles based on the dancer’s preference. The length of the
actuator cables can be adjustable and custom built but for this first prototype
have been kept to a minimum length to reduce tangling. In order to ensure that
the heal actuators have the shortest cables as possible, the HFABs are designed
to be mounted with their actuator cable holes facing backwards. To this end,
the left and right ankle HFAB cases have small variations in order to help easily
distinguish them from each other: when mounted around the ankle, the power
toggle switch and actuator cables on each need to be facing backwards as seen
in Fig. 6a and the Creative, Augmented, and Virtual Environments (CAVE)
Laboratory’s logo on each case faces upward as can be seen in Fig. 6b.

(a) Front view: Power switch and
cable holes face backwards

(b) Side View: Creative, Augmented, and
Virtual Environments (CAVE) laboratory
logo faces upward

Fig. 6. HFABs mounted above dancer’s ankles

If that fact is forgotten, the case also has an “L” or “R” carved out right
above the power switch in order to further indicate whether the HFAB is for the
left or right ankle, which can be seen back in Fig. 1. The letters “B” and “F”
are placed above cable holes for the actuators to indicate whether the actuator
should be placed on the back (heel) or front (above the toes) of the foot. The
front also contains a hole for the micro-USB charging port. An incline around the
charging port provides room for charging cables of various housing dimensions to
be accommodated. The interior of the capsule has a tight tolerance so that the
PCB is right against the interior wall, preventing movement of the PCB when
pushing in the charging cable. Two mounting holes diagonal from one another
secure the slide in drawer to the main body using M3× 6 mm screws.

Inside the capsule, the removable drawer has a two sided tray. On the side
facing the user’s leg, the tray has small ridges on its two edges that act as a
slide mechanism allowing the PCB and its hardware to be slid into position and
secured due to their tight tolerance. This mechanism can be partially seen back
in Fig. 3. The other side of the tray has another similar slide in mechanism for the
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battery, as can be easily seen in Fig. 7a. The use of these slide in mechanisms
ensures that the device’s hardware is secured and does not rattle in the case
when in use. In addition, the tray acts as a barrier between the PCB hardware
and the battery, ensuring no damaging interactions occur between the two. This
tray also makes assembly and disassembly significantly easier, as all the HFAB’s
hardware is directly mounted on the slide-in tray and can be easily inserted or
removed from the casing as is conveyed in Fig. 7b.

(a) Battery compartment under slid-in
tray of HFAB along with connector for
easy replacement of battery.

(b) Hardware compartment tray par-
tially slid out of HFAB case in order to
expose circuitry.

Fig. 7. HFAB slide-in tray mechanism

4.3 Software

The software necessary to make everything work is divided into two locations:
the SwingBeats (currently iOS only) mobile application and the ESP32 micro-
controller.

iOS: The basic flow of the application which can be seen in Fig. 8 is as follows:
First, the user taps a button on the screen to establish a connection between the
SwingBeats application and the Spotify application. SwingBeats checks if the
Spotify application is installed and if the user has a Spotify premium subscrip-
tion. This step is required as Spotify iOS SDK requires the user to have a Spotify
premium account for remote playback. Next, the user turns on the HFABs by
pressing the toggle button on the device. A ring light around the button will illu-
minate when the device is powered on as depicted in Fig. 5b. Once the HFAB
is on, the user can scan for the device in the SwingBeats phone application and
connect it via BLE. Connection between the left and right device is automatic
assuming both devices are turned on. Once a connection is established between
the iPhone and the device, the user can choose between four choreographed
dances. Each dance is labeled by the song used when performing. When the
song is selected by the user, the application runs an algorithm that converts
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the dance moves into compressed instruction sets for the HFABs. Finally, the
user can tap the start button when he/she is ready to begin. The start button
sends the instructions to the HFABs to start the vibration in sync with the song
playing on Spotify.

Fig. 8. SwingBeats HFAB connection and utilization sequence diagram

ESP32: One priority of the HFABs’ design is for them to be as small and light
as possible in order to prevent disruption of any of the dance moves when being
worn. This makes the ESP32 series of SoC perfect for HFABs due to their small
size and wireless communication features. Furthermore, ESP32 microcontrollers
come with a dual core processor which enables the parallel processing of the
vibration instructions and the timings of the beats without the need for multi
threading and context switching between the two processes.

The software on the primary HFAB is in one of two modes: waiting or danc-
ing. In waiting mode, the primary HFAB listens for instructions from the phone.
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The moment it receives dance instructions, it processes and forwards that mes-
sage to the secondary HFAB. In dancing mode, the HFAB’s ESP32 uses core 0
to read timings and adjust the amount of time to delay until the next vibration,
and uses core 1 to manage turning the vibrations on and off. Each vibration is
turned on for 200 ms.

5 User Testing

For the initial round of testing, advanced tap dancers with 8–20 years of experi-
ence were recruited. While this may not be the eventual key demographic that
will take advantage of SwingBeats’ HFABs, feedback from people with a lot of
tap experience is crucial for successful product development. These individuals
know what is most important when learning to tap dance, thus will be able to
provide the most useful feedback on how the HFABs are helpful and what can
be done to improve them as they have past learning experiences to compare this
experience to. Given the pandemic, however, many were not available to test
the HFABs or did not have the resources such as tap shoes and a suitable floor
to dance on in order to participate. Thus, only 7 testers were recruited for this
round of testing. However, even given this small number, the feedback provided
was invaluable for how the HFABs performed and how they could be improved.
Once the COVID-19 pandemic subsides, the upgraded HFABs will be tested
with larger numbers of participants from the introductory tap dancing class on
campus.

5.1 Methodology

Each participant took part in 4 rounds of testing where each round consisted
of a different tap dance choreography. Every dance was 14 eight-counts long
(112 beats) and consisted of beginner basic tap moves. Each dance incorporated
the same steps in different orders and the songs were approximately the same
beats per minute (bpm) thus all dances were at the same level of difficulty. The
dances incorporated portions with slower and portions with faster rhythm. The
four tests involved learning the dance, practicing the dance with the music while
watching the instructor, and filming themselves perform the dance. The par-
ticipants were on a video conference call with the instructor while they filmed
themselves performing the dance to ensure that they recorded the video imme-
diately after learning the choreography. In one round, participants practiced
and recorded with the HFABs. In another round, they practiced with HFABS
but recorded without using them. In a third round they practiced without the
HFABS but recorded with their assistance. And finally in the last round they
practiced and recorded without using the HFABs. Each group did each of these
rounds in a different order with different choreography in order to ensure that
no environmental bias enters the results from any of those factors.

All the testing except for one participant occurred over video conferencing
with one of the authors who has years of experience tap dancing and teaching
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tap dancing. Each round took 30 min including learning, practicing, and per-
forming the dance. Teaching participants how to use the system and app for
the first time also took about 30 min. Participants learned the dance without
the music. They were allowed to ask any questions they had on the dance at
any time. Then, they were able to practice the dance with music and feedback
from the instructor 4 times before filming themselves perform the choreography
without the instructor guiding them. With beginner tap dancers it is expected
that testing will take much longer. However, since the choreography for these
tests were basic and the participants were advanced, they did not need much
time to learn the choreography prior to recording.

5.2 Results

Everyone in the testing had a different skill level. Thus their videos were com-
pared and judged solely against their own videos from their various rounds of
testing. When analyzing the videos, the main criteria for judging were correct
timing, performing the correct step, and whether they started and stopped the
dance move at the correct time. Then, their dances were ranked from the one
they performed most accurately to the one they performed least accurately con-
sidering those criteria. In order to rank the testing setup, 4 points were given for
performing the best, 3 for second best, 2 for third best, and finally 1 point for
worst. If the dancer did the same on two dances, each dance was given the same
amount of points. There were multiple cases where it was too hard to distinguish
between someone’s second best and third best performance. When adding up the
points, as can be seen in Table 2 practicing and performing with HFABs was
the most effective. No HFAB usage was second in effectiveness. Only practicing
with HFABs but not performing with them was third effective. And finally only
performing with HFABs was least effective.

Table 2. Testing results: HFAB usage vs. performance

HFAB usage/performance Best Second Third Worst

HFAB used during both practice and performing 3 3 1 0

HFAB only used during practice 0 5 0 2

HFAB only used during performing 1 2 3 1

HFABs not used for practice nor performing 3 1 1 2

Based on the feedback elicited via a survey from the participants, testers
found practicing and recording with the HFABs helpful as they were able to
get used to the vibrations of the dance and thus allow it to guide them in
performing. However, many felt that as experienced dancers used to learning
without HFABs, they were more comfortable learning and performing as they
normally would without HFABs in comparison to using HFABs for only the
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practice or recording portions but not both. Future testing with less experienced
dancers will provide a better perspective for seeing how prior dance expertise
affects the results.

5.3 Feedback

After testing was completed, each participant was asked to fill a survey on the
strengths, weaknesses, and ways to improve the HFABs. Some of their most
important overall thoughts are summarised here.

On Vibration Initialization Time: About 71% of participants thought the
system should vibrate a little ahead of the beat (as programmed) in order to
have time to react. 15% thought it should vibrate on the beat, and 15% could
see benefits in both ways. Given that 86% are happy with the current design,
no future modification is planned for this feature.

On Vibration Strength: Every tester noted that the vibrations needed to be
stronger in order to be more useful. They also noted that because of the low
intensity of the vibrations they were unable to differentiate between the softer
and stronger vibrations. 57% of participants thought the device helped them
get back on track if they lost their place, know what foot to use, keep track of
when the choreography got slower or faster, know when the dance started and
stopped, and learn the musicality and timing. The other 43% of participants
thought that the vibrations need to be stronger for the HFABs to be as helpful
as intended in helping them learn and remember the dance choreography. This
issue has already been resolved as will be discussed in the Work in Progress
section below.

On Usage Purpose: 43% of participants found using the device for both
practicing and performing most helpful. 23% found just practicing with the
device most helpful. And the remaining 23% found just performing with the
device most helpful. All participants thought the system would be beneficial for
beginning tap dancers especially to be used for them to practice between classes.
Further testing with beginners will provide more clarity on the most effective
use of the HFABs.

6 Work in Progress

6.1 Increasing Vibration Intensity

The current version of SwingBeats is capable of producing stronger and weaker
vibrations by controlling the speed of the vibration motors. This is done by using
Pulse Width Modulation (PWM) on output pins of the ESP32, and simulating
more or less voltage for the vibration motors. However, participant’s commented
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that because the vibrations were not strong enough, they could not distinguish
them from one another as easily as they should or at times not at all. Since
the ESP32 output pins are not capable of producing voltage higher than 3.3 v
the circuitry is being redesigned using transistors to have the output pins act
as on/off switches that connect/disconnect the vibration motors to/from the
battery directly which can supply higher voltages up to 3.7 v. Initial testing in
the lab has proven significant increase in the vibration intensity of the actuators.

6.2 Addition of a Second Dimension of Vibration

Another improvement to the actuation is to add a variation in length of vibration
depending on the speed of the choreography. For example assume a dance has
steps 500 ms apart in some parts and 250 ms apart in other parts. The actuators
would have to vibrate for longer to signify that the rhythm is slower and shorter
to signify the rhythm is faster. And since as aforementioned the actuators vibrate
through the step, in this way, the HFABs will be able to communicate more than
only which part of which foot to move and when but also how fast to perform
that movement.

6.3 SwingBeats Phone Application UI Improvements

Currently, little effort has been put into the design of the mobile app beyond
what was reported on in this paper and in [7]. The application needs to include
individualized features that allow for users to create and add their own chore-
ographies and to get valuable diagnostics data such as battery life, etc. as well
as sensor date (more on this later) from each of the HFABS.

6.4 Direct BLE Connection Between Phone and both Left
and Right HFABs

The current version of HFABs designates the left leg’s HFAB as the primary
and the one for the right leg as the secondary. Only the primary HFAB commu-
nicates with the phone and relays the instructions for the right HFAB through
a WiFi connection between the two. This is inefficient as it causes unneces-
sary communication which drains battery life and pollutes the airwaves, but
more impotently prevents the usage of the right HFAB by itself. This is being
rectified by revamping the mobile application to establish two concurrent BLE
connections and disseminating the choreography for the left and right HFABs
separately.

6.5 Programming Warm Ups

A common feedback received from many testers was that they did not have
enough time to get used to the system. They didn’t have time to get used to
how different steps felt with the vibration. Thus, while learning the dance it was
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hard to rely on the vibrations to guide them. One way to fix this problem is to
program warm up dances into the system. A warm up consists of repetitive steps
to help beginners learn certain steps and get advanced dancers ready for more
advanced combinations of those steps. Every dance class begins with a warm
up. Thus it makes sense for SwingBeats to incorporate them. For example, an
instructor may begin all of the tap classes she teaches with a shuffle warm up.
This warm up occurs in most tap classes as a shuffle is a fundamental tap step
used in most dances. The warm up includes doing the step 8 times on one
leg then 8 times on the other. The dancer then repeats this multiple times at
different speeds. Using SwingBeats’ HFABs during this warm up for instance
would allow dancers to get used to the vibrations indicating a shuffle. That way
when they felt that vibration during a dance they would know exactly what
step to perform. And similarly for all other moves that show up in warm us.
Furthermore, by adding a body temperature sensor, the HFABs will be able to
sense when the dancer’s body has warmed up and is ready for transitioning to
the actual dance. This can be one of the data points which is sent back to the
mobile/watch app in order to signal to the dancer that they have warmed up
and are ready for transitioning from the warm ups into their dance routine.

6.6 Dance Intensity Measurement

Through the addition of a Pulse Oximeter and Oxygen Saturation (SPO2) sen-
sor, the HFABs will be able to monitor the heart rate and oxygen levels of the
dancer throughout a dance. Not only does this allow the graphing and mainte-
nance of the workout intensity experienced by the dancer, but also the ranking
of dances by their level of intensity and thus difficulty. This can further help
determine what warm ups are needed before attempting a certain choreogra-
phy or even what level of dance proficiency may be needed to attempt a certain
choreography. Furthermore, this can help determine when the blood oxygen level
of the dancer has reached its needed level during warm up which would be due
to the muscles having reached their ready (warmed up) state so that the dancer
can move on to the dance.

7 Future Work

7.1 Recording Dances

The current prototype relies on hand transcribed choreography. This is a man-
ageable solution at the moment but impossible to scale. Therefore, gyroscopes
and accelerometers are being worked into the HFABs’ design in order to enable
the recording of dances when performed by a professional or instructor. This
addition is very important as it would massively increase the size of SwingBeats’
repository of dances and enable the addition of dance choreography by users
without any programming or even knowledge of the inner workings of the sys-
tem. Some other implications of this include being able to compare different
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dances, visually represent some dances using only the motion data, and to mea-
sure dance expertise levels needed to perform a certain dance or choreography.
Furthermore, with quantified dances, the dance performance can be recorded as
has been shown to be possible in ballet dancing [11].

7.2 Real Time Instruction

Enabling the real-time transmission of the choreography from an instructor to a
learner will enable a whole new world of possibilities. Instructors could in real-
time lead individual or groups of learners in their class regardless of whether
the class is conducted in person in a dance studio, or over video conferencing
anywhere on earth.

The ability to transmit general dance movements through a tactile language
has been demonstrated in work done by a team of researchers at Universidad
de las Américas Puebla where they developed a rudimentary tactile language
prototype consisting of 9 tactile vocabulary for assisting in the transfer of motor
skills [1]. Participants in their study had a 90% recognition rate for the haptic
signals, highlighting the viability of haptic feedback in dance instruction.

The goal with SwingBeats’ HFABs would however be to transmit nuanced
bodily movements from the instructor to the learner in order to not only convey
the movement but also help teach the movement. The communications channel
between the instructor and learner’s systems should also be full-duplex in order
for the learner to also be able to transmit their movements to the instructor so
the instructors can provide even more feedback based on how the movements
feel rather than only how they look or sound (in the case of Tap dance). This
is important because even though a dance move can look correct, it may not be
of the correct intensity for instance and thus for example fail to lead a follower
correctly in a partnered dance.

7.3 Enabling Group Choreography

Currently, each set of HFABs are controlled by a single instance of the Swing-
Beats phone application. It stands to reason that the SwingBeats app can control
many more sets of HFABs simultaneously. This can be done in two modes: all
HFAB sets being in sync or each having their distinct instructions. These modes
are explored more below:

Staying in Sync: As of this writing, the HFABs used by an individual are not
in sync with anyone else’s. If the HFABs were capable of being in sync, this could
help groups of dancers make sure they are all in sync with one another. This is
extremely important in tap dance because of the sound of the steps. It is very
obvious when someone is off from the rest of the group, which diminishes the
performance significantly. This becomes especially important during A Capella
group dancing, when a group tap dances with no music, as they are creating the
music with the sound of their taps striking the floor. In this application, it is
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even more important that dancers are in rhythm as there is no music to cover
up when someone is off. During A Capella it is extremely difficult for groups to
stay in sync because without the music keeping a consistent beat that all can
hear and synchronize with, many may begin to count the beats incorrectly in
their head. However, Swingbeats’ metronome [7] and HFABs would fill the gap
created by a lack of music and vibrate to the beat for all dancers to follow. This
will ensure they all stay in sync.

Puppeteering Group Performances: Using the SwingBeats application to
puppeteer every dance move of every dancer in a performance has the ability
to revolutionize the performing arts industry. A choreographer will be able to
record each individual dancer’s movements using SwingBeats’ recording feature
and then bring them all together under a single harmonized performance where
the moves of each individual need not be similar. The dancers would all use
SwingBeats for warm ups and once practice of the performance begins, each will
receive the haptic feedback specific to their moves from their HFABs. This will
reduce the time needed to individually train each dancer and to harmonize each
with the group. Without such puppeteering capabilities, this process can take
months depending on the complexity of the choreography and number of dancers
involved.

Furthermore, the choreographer can easily change the tempo for all dancers
at once without having to retrain each individual dancer. The faster or slower
vibrations will convey that to the dancers as they practice. Even more beneficial,
the choreographer can easily modify or even drastically change or add movements
to each dancer’s choreography without having to retrain the dancer with the
new moves and then reharmonize them with the group. SwingBeats will thus in
essence enable the puppeteering of any dance performance with ease, speed, and
precision.

7.4 Real Time Choreography Puppeteering

The use of HFABs can allow a whole new performing art or sport: Real-Time
Dance Puppeteering. Imagine the ability of choreographers to create/change
choreographies on the spot during a live performance where they can build off
of the mood of the audience and/or the abilities of the dancers. Or a dance
or athletic instructor/coach puppeteering a group of dancers or attendees who
simply show up with their HFABs and after warm ups are sent choreography
or exercises moves. Or even dance-offs where two coreographers and two sets of
dancers show up and compete with one another to the cheering of the audience.

7.5 Case Improvements

Reducing 3D-printing Time: 3D Printing at the 0.2 mm layer height provides
quick print times for the device’s casing but at the expense of printing resolution
and thus aesthetics. Future iterations of the device will have their cases printed
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at a variable layer height. This would mean thick fast to print layers around
the case, with thin slow to print layers around the connector ports, the drawer’s
sliding mechanism for the circuitry and battery, and the CAVE Laboratory’s
logo. As a result, the case will print faster than it normally would at a high
resolution while maintaining a high level of detail where it matters most.

Incorporating Connectors for Actuators into the Drawer: Currently,
the drawer includes two holes for the actuator cables to enter. This does not
allow for the on-the-spot customization of the cable lengths, colors, etc. by the
user nor allows the upgrading of the actuators without opening the case should
new or different type of actuators become available. Furthermore, the ability
to disconnect actuators will enhance the packaging and carrying ability of the
HFABs without the worry that the cables could get bent or damaged in the
process. And it enables dancers to use only the actuators they want. For instance
if a dancer is trying to use an HFAB to cue a certain move she keeps forgetting
or which she does not have time to condition into muscle memory through a
long practice period, then she could remove all the other actuators which do not
engage in that particular movement or sequence without having to change the
vibration choreography in the mobile SwingBeats application.

7.6 Custom PCB

By using a custom Printed Circuit Board (PCB) for mounting and interconnect-
ing the HFABs’ electronics, the length and height of the casing can be shrunk.
As a result, the HFABs will be smaller and lighter which will make long-term
wearing of the device much more comfortable for the user. Furthermore, this
will significantly reduce the assembly time for each HFAB’s circuitry and thus
enable their mass production with more precision and efficiency.

8 Conclusion

The SwingBeats HFABs provide an effective way to learn Tap dance footwork as
the results indicate. Without any loss of generality, it can be argued that such
haptic devices can not only easily be used to teach/learn other dance styles’ foot-
work but also athletic footwork such as for soccer, physical therapeutic guidance,
or even walking assistance for patients suffering from cerebral palsy or recovering
from a stroke. However, much more development and testing are needed for the
tuning of the system to these other domains.

Furthermore, as the proliferation of haptics continues, and the size, energy
usage, and cost of readily available haptic components continue to shrink, it
becomes more realistic and aesthetic to produce such devices for not only the
ankles but also for all other parts of the body.
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Abstract. Innovative construction projects, such as Energy Communities, are
crucial to meet challenging climate objectives. However, currently residents of
shared energy projects receive no feedback about the real-time consumption in
the building and they cannot adjust their behaviour according to the needs of the
community. In this paper we introduce the “Mona Prisa”, an interactive prototype
dashboard with the looks of a painting at the entrance of a building which is part
of an Energy Community. The design is based on the results from 51 interviews
with 37 experts living or involved in an energy community and 14 non-experts.
We question the level of openness of participants to energy behavior change and
how this information should be visualized for a community, not on an individual
level. We present the translation of these insights into a prototype with real-time
energy, water and heat flows. The content is based on three important features of
energy consumption feedback: awareness, action-based feedback and gamifica-
tion. Interaction with the prototype is possible by infrared sensors and a camera
for face detection. In this paper we focus on the design process and components
of the product. We conclude with future development ideas.

Keywords: Energy consumption feedback · Prototype · Energy community ·
Feedback · Information · Interface · Behaviour change

1 Introduction

As a result of depletion of fossil fuel resources, technological and institutional changes
and increased awareness about climate change, the energy systems are going through a
radical transformation. Progressive cities, such as the city of Ghent in Belgium, want to
be climate neutral by 2050 and in themeantime reduce 40%of its CO2 emissions by 2030
[10]. NewCO2 neutral construction projects that meet strict environmental standards are
crucial to meet these objectives. Renewable energy communities (RECs) where citizens,
business or other community organizations invest, produce and use renewable energy,
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are viewed as one way of reducing fossil fuel dependency [23, 35]. While the behaviour
of people living in RECs impact the water, energy and heat balance (e.g. energy usage is
preferable lowon energy shortagemoments, and highwhenmuch energy is produced and
batteries are full), they have low control and feedback over the system. Energy analysis
has focused largely on the technological aspects of energy use and on the effects of
price fluctuations; limited research however, looks at the human perspective [26]. While
Strengers describes a “ResourceMan” [36], an ideal type of smart energy consumer seen
as a knowledgeable micro-resource manager; other research contests this view with a
passive and carefree energy consumer who is not engaged with energy consumption and
becomes inattentive to energy feedback platforms over time [37]. Furthermore, there
is a lack of research that looks beyond individual housing and meters, and that gives
users information about a broader living context [17] and engages with emerging energy
systems such as distributed or renewable generation [32].

We present the “Mona Prisa”, an interactive design for increased awareness and pro-
environmental behaviour based on energy, water and heat consumption of habitants of
renewable energy communities. Instead of an app or desktop based solution which are
currently the standard, it presents energy feedbackon a screen, framed like a painting.The
prototype attempts to move an individual from the previous described careless category
into the “Resource Man”, who desires to reduce carbon emissions and create an energy
efficient power generation. The remainder of this paper is structured as follows. First, we
review prevalent research within the domain of energy feedback. Secondly, we discuss
the methods used in this study, results of our interviews and present our tangible design.
We conclude by highlighting attributes of the design leading to ecologic behaviour
change.

2 Related Work

2.1 Renewable Energy Community

The Renewable Energy Directive (EU) 2018/2001 in the European Union [11] aims to
support the increase of locally, community-driven production of renewable energy. The
most common energy model today is called a centralized energy distribution model.
The participant is called a consumer. He is connected to an energy supplier and network
operator. Energy is produced centrally, such as in nuclear power plants or large wind
farms. Large energy plants are switched on and off to keep the energy supply and
demand in balance. In new, distributed energy models, energy can be generated and
consumed locally. Participants are called prosumers, they produce, share and store energy
with e.g. solar panels, wind mills, and (community) batteries. Such Renewable Energy
Communities (REC) are viewed as an alternative to traditional energy production [22].
They accelerate the transition towards carbon-free energy [5, 35]. Renewable Energy
Communities (REC) are also known under terms such as low-carbon communities [20],
clean energy communities (CEC) [7, 30] and community renewable energy’ (CRE) [21].

The transition towards renewable and sustainable energy is being accompanied by
a transformation of communities and neighbourhoods [2]. Since Energy Communities
are new, participants are scare. Existing research focussing on the participants of such
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projects question motivations and barriers [3,21,28]; willingness to actively be engaged,
co-create and share energy [25] and the design of such systems [39].

2.2 Energy, Water Feedback and Smart Meters

The compulsory roll-out of smart meters in many European countries led to a great deal
of research into smart metering (SM). A smart meter has proven his effectiveness in
raising energy awareness and creating behaviour change in the form of reduced energy
consumption [3, 16, 40]. Early trails reported expected energy saving of 5 to 15% when
feedback on energymeters or associated displays is provided to the user [9]. More recent
large-scale studies lower the change in energy usage to around 3% [1]. Important reasons
for limited energy reductions and fall backs in old habits after a short time are the lack
of interest of householders, difficult or confusing feedback, and an overemphasis on
financial motivations [6, 19].

Energy and Water Feedback Guidelines
Clear energy feedback, is a necessary element in learning how to control energy usage
and eventually achieve an ecologic behaviour change [9]. Energy feedback literature
addresses two questions: how to visualize feedback?And how to create behaviour change
through feedback [29]. For the visualisation of feedback, Fisher [12] describes in a study
on household electricity consumption thatmost successful energy feedback combines the
following features: data is given frequently and over a long time, provides an appliance-
specific breakdown, is presented in a clear appealing way, and uses computerized and
interactive tools. When looking at guidelines for in-home water consumption, Froehlich
[13] identifies four eco-feedback design elements that should be used: data granularity
(e.g. breakdown of data per individual fixture, fixture category or activity); time granu-
larity (time windowwith which data is calculated and presented such as per day, week or
month); comparison (to reveal whether usage is normal) and measurement unit (metrics
used to present usage data such as litres, or monetary).

Above mentioned visualization guidelines lead to better comprehension and follow
up, but they do not necessary lead to behaviour change. Next to guidelines on visu-
alisation, following research suggests ways of changing consumption behaviour. First,
the provision of action-oriented tips is a common strategy used in both water as energy
applications [13, 14, 29]. Second, increased awareness has a proven effect to eventually
stimulate behaviour change [1, 4]. Finally, gamification appears to be a frequently used
tool within the domain of energy consumption leading to positive behaviour change [24].

However, the guidelines and tools described above are designed for in-home, single
family consumption feedback. They do not encounter more complex settings such as
energy communities where - example given - data granularity is not shared on a personal
level due to privacy reasons. Moreover, the pursued behaviour change in the mentioned
research only focusses on a reduction of the total energy or water usage. Sharing of
energy and water and reduced usage of energy at peak moments -which can be explored
in amongst others energy communities- are not taken into account. The three mentioned
tools to stimulate behaviour change in energy behavior are action-oriented tips, increased
awareness and gamification will be further used as guidelines during the design of the
concept (Table 1).
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Table 1. Overview of literature energy feedback guidelines (EFG)

Type of EFG Guidelines Sources

Visualization guidelines of energy
feedback

Use data granularity (per
fixture, category)
Use time granularity (per
hour, month)
Use comparison (social)
Use of measurement unit
(euro, liter)

Froehlich et al. [13]

Give data frequently, over a
long time
Appliance-specific breakdown
Present data in a clear
appealing way
Use computerized and
interactive tools

Fischer et al. [12]

Behavior change guidelines of
energy feedback

Increase awareness Fischer et al. [12]

Feedback on consumption
should be action oriented

Froehlich; Gamberini;
Micheel [13, 14, 29]

Use gamification of
consumption
stimulate competition

Johnson et al. [24]

Energy Feedback Prototypes
“Energy is doubly invisible” [8]. It is not experienced directly but is best experienced
by its absence, such as realizing the importance of electricity when the power is off.
Devices that generate,manage andmonitor energy at the household levelmake electricity
visible. Making energy visible might be crucial for future energy communities that
rely on smart users: being flexible, responsible and engaged in the electricity system’s
functioning. The majority of the papers in the literature review on energy related work
in Human–Computer Interaction (HCI) by Paulos and Pierce [32], focus their work on
electricity consumption feedback “feeding back” electricity consumption data to users
via a computational display. Next to these energy displays such as screens, apps and web
platforms to give energy feedback, we take a short look at three energy artefacts which
are designed to create awareness about energy, water or heat consumption and aim for
a positive behaviour change.

First, “The ‘Power-Aware Cord’ [18] is a re-design of a common electrical power
strip that displays the amount of energy passing through it with electroluminescent wires
moulded into the transparent electrical cord.” The power-aware cord, lays the focus on
awareness, but does not give an answer on how preferred behaviour to reduce energy
consumption can be achieved. A second example is The Shower Calendar [27]. When
showering, a dot –visualizing 60L of water- becomes smaller until it almost disappears.
Aesthetic, large visualizations can be obtainedwhen less water is used. This prototype on
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the contrary gives real-time feedback on the location of consumption (water usage in the
shower) which opens up the possibility for the user to adjust his behaviour. Last, much
commented, energy related design example is the Energy Babble [15]. It is an automated
talk-radio that is obsessed with energy and the environment. Is has been developed with,
and deployed to, a number of existing ‘energy communities’ in the UK. The Babble
can be considered both as a product and as a research tool, in which role it worked
to highlight issues, understandings, practices and difficulties in communities. From the
review of energy feedback prototypes, we can conclude that the large majority of the
energy prototypes are designed for an individual user or appliance. To our knowledge,
only the last example addresses broader communities.

ICT Platforms
Next to previously discussed individual smartmeters and prototypes, recent studies focus
on interfaces for energy, heat or water sharing in groups. Three found examples com-
municate personal data through an ICT platform. Anda and Temmen [3] demonstrate
that the use of advanced metering infrastructure coupled with community based social
marketing (CBSM) can achieve a reduction in peak demand and overall energy con-
sumption in an urban electricity meter replacement program. From a second study with
an ICT platform for energy sharing in the Netherlands, we learn that participants engage
with energy through the concept of energy practice [37]. E-practices go beyond man-
aging energy with smart devices, and can include being actively involved in an energy
collective, generating, trading, storing or discussing energy. A third, Swiss pilot study,
implements an ICT platform for water sharing. First results indicated reduced water
consumption, positive user feedback and suitability of the designed incentive model
[31].

Conclusion
From previous research we can conclude that Renewable Energy Communities are rel-
atively new in the energy domain. Current studies focuses on motivations and barriers,
they describe the concept from a technical perspective and are less concerned about the
needs of the people living in them. When energy feedback is provided to participants, a
positive effect on reduction of consumption can be noticed. Guidelines on visualization
and feedback to increase awareness and behavior change of the participants have been
formulated. However current guidelines focus on individual houses. They don’t take
newer types of living into account such as projects with collective energy production
and sharing or energy management systems where energy can be stored when there is
over production in a common battery and use it at a later moment. Therefore we find
that guidelines for the design of an interface for a Renewable Energy Community are
lacking. Based on interviews, we want to understand

– the openness of REC participants to change energy consumption behavior and how
energy consumption feedback guidelines can be applied

– their information needs and the way they want this information to be presented.

These insightswill be translated in a design suited for energy,water and heat feedback
in a Renewable Energy Community in the city of Ghent, Belgium.
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3 Method

3.1 Context of the Renewable Energy Community

Prior to the design, workshops took placewith potential habitants of a Renewable Energy
Community (REC) and people who recently bought an apartment in the new develop-
ment. The “Nieuwe Dokken” (“New Docks”) is a real-estate development realized in
the old harbour of the city of Ghent, in Belgium. The phased construction site will be
completed in 2025 and will settle 400 new apartments and houses, shops, offices and
various public facilities. In 2020, first residents move in. At full deployment, the district
will be an example of a circular economy. It strives to be self-sustaining on 3 levels:
water, heat and energy. On a water and heat level, the district will amongst others yearly
re-use over 30.000 m3 of city water (which is over 90% of the total consumption), use
of over 500 MWh of waste heat from wastewater of a neighbouring soap factory and
produce biogas from local organic waste. On an energy level, the district will supply and
store renewable energy with the possibility to store surpluses in a community battery. It
will balance energy and avoid dependence on the energy grid. Electrical vehicles will
be loaded depending on the supply and demand.

As sources of renewable energy, water and residual heat are scarce for a crowded
neighbourhood; consumption is smartly controlled through an EnergyManagement Sys-
tem (EMS) based on the expected solar energy and the trends in energy demand during
the day. Currently, studies take place to demonstrate an economically viable innovative
business model. However, the future habitant is not actively involved. He is currently
seen as a passive subject, information about consumption balances are shared with them
through yearly meetings, newsletters and can be consulted on a website, which is still
under construction.

3.2 Focus Groups

To gather information about the user needs and interactions, we used generative focus
groups [42]. We give preference to this technique, because as noted by Visser et al. [38],
generative techniques give access to latent and tacit knowledge, while techniques like
observations and interviews are more likely to reveal explicit and observable knowledge.
In total, n = 51 people participated in a total of five focus groups. Of these, n = 35
consisted of people already living, or are actively involved in an energy community.

Since Renewable Energy Communities are very novel in Belgium, participants are
scarce. Recruitment of the REC participants was organised by the managers of two
RECs that where just running at the moment of the interviews. Participants had already
signed for their participation in the community, but they did not experience it yet since
the building was still under construction. The 14 remaining respondents were recruited
through an online platform. No knowledge about the topic of energy communities was
required, but participants needed to own or rent a dwelling. A majority of participants
were male (59%), average age was 42 years.

Beside this, n= 2 additional expert interviewswith the building promotor specialized
in environmental technologies of the district and the company responsible of the ICT
platform were held to better understand the technical specifications. The focus groups
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took a maximum of two hours, and participants where offered a small compensation for
their time. The goal of the workshop was twofold. First, we wanted to understand the
motivations and barriers to participate in a REC. Respondents actually living or involved
in a REC (37 of the 51 participants) could share their experience, others shared how they
think and wish to participate in one. Secondly, we questioned their intention to change
their behavior being part of an Energy Community and how theywould like to be interact
with it. The focus groups all followed the same structure and were executed by two
researchers. The workshops started by open questions and a discussion on participation
in a REC, followed by an exercise with pictures of small and big appliances such as an
iron, a dishwasher, an electric vehicle… Participants indicated on the pictures how they
would be willing to adapt their consumption according to energy peaks. This, in order to
obtain “peak shaving”, achieve auto-consumption and production of energy within the
district. Finally, potential interfaces to communicate this information were discussed.

4 Development of the Prototype

4.1 Focus Group Results

Main conclusions and their impact on design requirements for a tool to inform and
change behavior of participants in an energy community are discussed below in four
points.

Knowledge about the Working Principle of a REC
Participants of the newly built REC do not indicate the energy community as the primary
reason to purchase a dwelling in the building.The location of the projectwas generally the
main reason for their participation in an energy community, the RECwas for themajority
of them seen as a nice extra. Consequently, the knowledge about energy communities,
functioning and suited behaviour of the people participating in a REC was often low.
Participants feel proud to be involved in an ecologic sustainable project and are interested
to learn more about it.

“I bought a property in the “Nieuwe Dokken”project. The location was the main
reason for that. But if I had the choice between two residents on the same loca-
tion, one with and one without sustainable energy, I would definitely choose the
sustainable one.” – woman, REC participant

A barrier for many, however, is the fear for the technical aspect. “What if it breaks?
How does it work?” Participants want to be unburdened. Habitants wish that technical
problems are taken care off by experts. Currently, participants are informed about the
technicalities and the infrastructure through a yearly meeting with all habitants. In the
future they will also be informed by newsletters. There is a concern that habitants are
not well informed; this due to newcomers moving in the building in the following years
that didn’t receive the same information; or people not attending the meetings. This will
result in frequent reparations, low efficiency of the system and high maintenance costs.

“Living in this REC comes with certain obligations. An example are the vacuum
toilets installed in every apartment. Disposal of e.g. sanitary pads can block the
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whole system and will cause high reparation costs. Another example is that the
disposal of paint or other chemicals in the sinks could cause an imbalance in our
water filtration system. We count on the participation of all habitants to let the
community work efficiently”. – expert REC project

Motivation to Participate in Peak Balancing
Participants question the effort that the switch to a RECwill mean for them. Theminority
of the participants is willing to change the usage of small electric appliances to decrease
their energy consumption (e.g. no use of appliances as TV, radio…). They do not want to
lose out on comfort for a minimal financial benefit or for the purpose of a more efficient
system. Energy shift of larger energy consuming appliances, however, poses less of a
problem. Changing the moment of consumption of devices such as a washing machine,
tumble dryer, dishwasher, electric cars is acceptable for most of the participants.

“I don’t want to lose out on comfort. Charging a small device like a camera on
a later moment, depending on the energy supply at that time? No way. I’m a
professional photographer, I wouldn’t allow this”-man, participant REC project.

“I want to go reasonably far in adapting my consumption to the energy offering:
I see myself cooking at 3 p.m. for a meal in the evening or making Paella outside
on a fire to be self-sustaining. I find this need to adapt myself really cool. I find
it important to see predictions. Will there be a surplus of energy tomorrow? Then
I could prepare myself for this and I will postpone the laundry to the next day.”–
woman, participant REC project

Type of Information Needed
Residents are interested to be informed about incoming and outgoing water, heat and
energy flows of the whole district. Also about information which individual habitants
can’t control such as the litres of water being exchanged with the neighbouring company.
They feel proud to be part of such a special project, and wish to understand their impact.

“I would like to know what the impact is of our community. I would feel proud to
know that my ecologic footprint is 10 times lower than the one of someone else in
the city, living in a regular home. It would motivate me to behave well.” – man,
participant REC project

In the building all kinds of devices are being monitored in real time: they number
of rotations of a pump, the litres of water filtered, the number of cars charged a day, the
percentage of the community battery that is filled at the moment… Displaying all the
information however would be impossible. The type and depth of information (going
from general explanation of the concept to detailed numbers) participants are interested
in varies. They are interested to see real-time data and the evolution over time.

“Today, through my app, I can see my personal data. I would like to know what
the largest energy consumers are in the whole building, if we did well, and how I
can help in this whole system.” – man, non-REC participant.
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A minority has knowledge about terms like Mega Watt hours (MWh) or m3 to
communicate about the water consumption. There is a general preference to be informed
in a rather playful way and receive tips on how to behave. Organising the information
by the 3 most important flows: heat, water and electricity responds to the needs of
the majority. Clear messages like “don’t do the laundry now, but wait until tomorrow
morning” will allow people to better adapt their behavior to the needs of the district.

“I wouldn’t look at graphs and numbers: 30.000 m3of city water or 500 MWh. No
idea how much this is. For me, the information should be simple and fun to look
at. Not telling me the number we have saved, but translating it into Olympic pools
of water we have saved or example given in a number of polluting cars less on the
road.” -woman, non REC participant

Communication to Involve all Habitants
During the expert interviewswith the building promoter and ICTmanager, insights on the
applied technologies, available sensors, data and the existing communication platform
in the building were shared.

Today, they choose to share information through apps, website or message systems.
In addition, every apartment will be equipped with a display on which the consumption
of all appliances can be consulted. Privacy is respected by showing this on an individual
level. Nevertheless, participants indicated that they want information about the entire
building. Data about joint achievements are not shared with residents, but participants
show their interest and mention the possible positive feeling and motivational effect.

“An example of interesting information for me would be the amount of bio waste
coming from the wasted shredded in the kitchen that is collected. This would
motivate me to sort and give me a positive feeling. These common achievements
are not communicated today.” -woman, REC participant

Participants want personal information on a personal device (smartphone, or display
in the apartment). However, these displays need to be consulted pro-actively and don’t
enable them to understand the working of a REC. The need for a public screen with
information, tips, realisations of the community are suggested from both community
management as habitant side.

Especially older participants prefer having information presented to them instead of
looking it up. The entrance of an apartment building, with the possible extension of the
same product at other entrances such as the garage or bicycle shed are preferred locations
to present the information.

4.2 Focus Group Conclusion and Design Requirements

Basedon themost important conclusions of the interviewswewant to list up the following
requirements. We conclude that there is a need both from the habitants as from the
management of the building, to inform people about the working principle of the REC.
This to avoid reparations of the recycling system, increase the efficiency and increase
awareness about the impact of behavior on the whole system. Currently there exists no
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such tool. The tool should focus on the information of the district, not about personal
data since this could violate privacy and this data is already available on a personal
level for the habitants. The participants are motivated to adapt their consumption to
current availability of energy resources. Therefor real time data and previsions should
be provided. The information should be grouped by topic: heat, water and energy and
vary in the depth of information. The majority wants the information presented in a
playful way with recommendations on actions to take. On a lower level, more specific
data can be shared. Gamification, especially by comparing the own results with results
of neighbouring areas is appealing. Finally, participants believe that active participation
and awareness will increase by displaying this on a larger interface, instead of having it
on a personal device like a smartphone or desktop (Table 2).

Table 2. Translation of interview conclusions into design requirements

Conclusions interviews Design requirements

Knowledge of the working principle of a
REC is low

Habitants should be informed about not only their
personal use, but also about the joint achievements
of the whole community

Participants are motivated to adapt
consumption to the energy offering

Information should be real-time and provide
previsions

Information needs of the habitants differ Information should be grouped by topic (e.g. heat,
water, energy) and vary in depth of the information

Information should contain tips and actions

Need to involve and inform all habitants Information should be communicated in a playful
way, gamification helps to reach these means
Information should be displayed on a larger
interface, which pulls the attention of all habitants

4.3 Content Development

Based on the results from the interviews and literature, we proceeded with the develop-
ment of our prototype, the Mona Prisa. The name is a wordplay on the artwork Mona
Lisa by Leonardo da Vinci and the French word “prise” (socket). The Mona Prisa is not
just a screen, it is a real-time dashboard for renewable energy communities of the future.
It displays energy, water and heat flows and informs habitants about ideal consumption
patterns based on the expected solar energy and the trends in energy demand during the
day. The prototype is designed to be located at the entrance of an CO2 neutral building
with around 100 Units that are part of the Renewable Energy project described above.
It will display information about the whole district. Personal information on the con-
sumption (such as the energy usage of every appliance in an apartment, the amount of
water used a day) is already foreseen to be displayed by unit, this on a fixed display in
the entrance of a dwelling (Figs. 1 and 2).
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Fig. 1. Face detection to attract the attention to the
screen.

Fig. 2. Background of the painting
adapts according to the current energy
balance in the district

When a resident enters the hall, the screen switches on by detection with a motion
sensor. First, the resident sees an image of the painting. We chose for the Mona Lisa as
this is an internationally renowned work, it is characterized by its mysterious smile and
creates some curiosity. In addition, the background is a pure, natural landscape. Through
capacitive buttons at the bottom of the frame, the user can browse through consumption
data in the district and scroll through the pages for more detailed information. We
continue to describe the concept based on 3 important features of energy consumption
feedback: awareness creation, action-based feedback and gamification.

Awareness Creation
Static images receive less attention. Moving images will better capture the attention of
the passing person. The resident’s attention is drawn to the digital painting because he
sees himself in an environment reflecting the current air pollution. In normal conditions,
The Mona Lisa is located in greenery. However, she will be covered in a grey mist when
water, heat or energy resources outside the community need to be exhausted to meet the
consumption needs of the community at the time of viewing. Research on the long-term
use of more traditional smart meters shows inattentive participants over time. Without
triggers or invitation to take part in specific activities, the average user loses interest to
take part in learning activities to reduce or shift energy consumption [37]. To retain the
novelty aspect, we plan updates on the screen. For example, the Mona Lisa can be on
a beach in the summer, in a snowy landscape in the winter. Or she could make way for
Santa Claus or other moment-bound characters.

The face detection by camera is only used to replace the Mona Lisa face on the
painting by the face of the participant. There was a suggestion to use the face recognition
to show personal data such as your score compared to the neighbours… Due to privacy
reasons, and due to the fact that also many other non-residents will enter the building,
this option was not selected.

Action Based Feedback
Real-time data allows for real-time actions. There are 4 buttons (Fig. 5, 6) representing
the data categories: a building (for general information), a lighting (energy balance), a
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water drop (water balance), and fire (heat balance). For all of the data categories there
are 3 types of visualisations: an animation with coloured dots moving over the screen
visualising the source and consumption, real-time data, and action tips. By turning the
knob, the habitant scrolls through the different screens. The real-time data of amongst
others the solar panels, car chargers, battery storage andwater consumption are displayed
to provide the residents with accurate information (Fig. 3). Example given: Is there an
energy shortage? Then the building will give instructions on how energy usage can be
reduced or postponed in time. Froelich [13] describes the need for granular data, so that
data about water consumption in a home should e.g. be divided per faucet. However,
interviews revealed granular data on a personal level is not suited for shared buildings.
Furthermore, interviewed experts felt it could violate the privacy and lead to an overload
of data. Following information is very valuable to the respondents. They would like to
be informed and behave according to the needs:

Energy: level of energy production of solar panels and wind mills, level of the commu-
nity batterywhich stores energy and number the of electrical vehicle that are disposable to
(dis)charge, largest energy consuming devices in de building, tips to adapt consumption
in case of low or high production.

Water and Heat: Production of soap by the neighbouring company from which water
and heat is exchanged, communication about possible low production due to technical
failure or holidays, percentage of water and heat being recycled and reused, largest water
and heat consumers in the building, tips to adapt consumption.

Fig. 3. Action based feedback with real-time
data

Fig. 4. Gamification through competition
between the buildings

Gamification
Sustaining environmental behaviour isn’t easy. As an additional motivation to maintain
an ecological behaviour, the Mona Prisa adds a gamification element. The gamification
element in this prototype has not fully been implemented yet. Currently a simulation is
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made (Fig. 4). Our expert interviews revealed that comparison between buildings of an
energy community will need a corrective factor due to difference in use of the buildings.
If one building has a residential purpose and consumes a lot especially in the evenings
and weekends. Another building houses a primary school with a very different users.
This comparison is perceived unfair by the participants. In a final prototype it might
therefor be more appropriate to compare the consumption of the whole district with a
regular neighbourhood in the city. Thiswill allow and have a viewon howmuch better the
community scores. Next to comparing, it is also possible to set goals that the community
wants to reach. example is obtaining a reduction of 2% of water consumption compared
to the same month in the previous year. It facilitates comparison of energy consumption
between the buildings and enables a fun competition between the residents of the different
buildings. The tool does not only compare consumption with neighbouring buildings,
but will also compare its consumption with the average consumption of people in the
city of Ghent.

4.4 Hardware Development

In the following we give an overview of the different hardware components used in the
prototype. Four IR sensors and a rotation encoder (Fig. 5C, D) – read in by Arduino
(Fig. 5E)- are used to scroll through the different pages. Main reason not to choose for
a large touch display was the price. By holding the hand in front of the icons, the IR
sensor switches to the according page.

For face detection, necessary to paste the image of the face of the visitor on the face
of the “Mona Lisa” painting, a basic computer Logitech Camera is installed at the top
(Fig. 5A). The standard 28-inch TV screen (Fig. 5B) is covered with a laser-cut frame
(Fig. 5G). The wooden frame contains the logo of the district, opening for camera and
rotation knob and water-, energy- and heat- icons. The number of icons can be expanded
depending on the project. Anti-theft measure was considered by placing all valuable
components (CPU, TV, sensors) inside the wooden cabinet. We did not opt for extra
auditory feedback as this could be disturbing for others in the building and because of
the multitude of information this could not be given or updated quickly enough with
real-time data.

4.5 Software Development

Data from every device in the building is logged, however for privacy reasons individual
data is displayed in the apartments themselves. In the entrance hall, on the prototype, only
data of the building and comparisons with the district are showed. The program Unity
[41] is used to make the different pages each with their own animations. Running this
program was too demanding for the Raspberry Pi, therefor an Intel stick PC’ was added.
The real-time data used in the animations is recalled from the Api’s of the company
managing the EMS system; this at a refresh rate of 1 Hz. For the face detection and
animation of the Mona Lisa painting filter, a program called Lens Studio was used.
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Fig. 5. IR sensors behind the cut-outs and
rotation encoder to scroll through the pages.

Fig. 6. Components (clockwise) A.
camera for face detection, B. 28-inch TV
screen, C. capacitive sensors, D. rotation
encoder, E. Arduino, F. Intel CPU, G.
laser-cut wooden frame

5 Conclusion and Future Work

In this paper, we present the “Mona Prisa”, an interactive design for increased awareness
and pro-environmental behaviour for habitants of renewable energy communities (REC).
Instead of an app or desktop based solution which are currently the standard, it presents
energy feedback on a screen, framed like a painting. The prototype attempts to move an
individual from being careless about resource consumption to a caring one “Resource
Man” who desires to reduce carbon emissions and create an energy efficient power
generation. We discuss the user research and literature that were at the basis of the
design. Our goal was to understand the openness of participants of Renewable Energy
Communities to change their behavior and the type of information that would be suited
to help them. Conclusions of 51 interviews have been translated into design requirements
for interfaces in energy communities and form the basis of the prototype. Participants
of RECs currently have no view on the achievements of the community. An accessible
screen, in the entrance of the building with information about the achievements of the
community will encourage them to be more aware and change energy behavior. We
highlighted 3 features used in the prototype: increased awareness, real-time data and
gamification and describe the software and hardware development.

However, the prototype has not been tested with habitants since the building is not
fully occupied yet and not all sensor data can be requested. Future testswith the prototype
in the hallway of the building, will enable us to better understand which data habitants
appreciate most and the impact on their conservation behaviour. Later, the prototype
will be refined based on the new acquired insights. Finally, we want to mention that
we included non-REC participants to expand our sample due to the limited existence
of REC participants. We did not find significant differences of opinion between the
groups. However REC participants could be more specific in mentioning the type of
interface since they better know the location and the type of information that could be
displayed.We aim to continue our collaboration with experts and participants to improve
our understanding of design needs for Energy Communities.



116 O. De Ruyck et al.

Acknowledgements. Funding for this researchwas provided by Flux50, HBC.2018.0527.We are
grateful for the help of the electronica and engineering students of Ghent University, department
of Industrial Systems Engineering and Product Design in the materialization of the prototype. We
thank the experts and participants for their participation in the user research.

References

1. AECOM: Energy demand research project: final analysis. Engineering. pp. 16–17, June 2011
2. Akella, A.K., et al.: Social, economical and environmental impacts of renewable energy

systems. Renew. Energy 34(2), 390–396 (2009)
3. Anda,M., Temmen, J.: Smart metering for residential energy efficiency: the use of community

based social marketing for behavioural change and smart grid introduction. Renew. Energy
67, 119–127 (2014)

4. Barnicoat, G., Danson, M.: The ageing population and smart metering: a field study of house-
holders’ attitudes and behaviours towards energy use in Scotland. Energy Res. Soc. Sci. 9,
107–115 (2015)

5. Bomberg, E.,McEwen, N.:Mobilizing community energy. Energy Policy 51, 435–444 (2012)
6. Buchanan, K., et al.: Feeding back about eco-feedback: how do consumers use and respond

to energy monitors? Energy Policy 73, 138–146 (2014)
7. Burch, S.: In pursuit of resilient, low carbon communities: an examination of barriers to action

in three Canadian cities. Energy Policy 38(12), 7575–7585 (2010)
8. Burgess, J., Nye, M.: Re-materialising energy use through transparent monitoring systems.

Energy Policy 36(12), 4454–4459 (2008)
9. Darby, S.: The effectiveness of feedback on energy consumption a review for DEFRA of the

literature on metering, billing and Environ. Chang. Inst. Univ. Oxford, 22 April, pp. 1–21
(2006)

10. European Commission: EU. 2030 framework for climate and energy policies
11. European Union: Directive (EU) 2018/2001 of the European Parliament and of the Council

of 11 December 2018 on the promotion of the use of energy from renewable sources (2018)
12. Fischer, C.: Feedback on household electricity consumption: a tool for saving energy? Energy

Effic. 1(1), 79–104 (2008)
13. Froehlich, J., et al.: The design and evaluation of prototype eco-feedback displays for

fixture-level water usage data. In: Conference on Human Factors in Computing Systems -
Proceedings, pp. 2367–2376 (2012)

14. Gamberini, L., et al.: Saving is fun: designing a persuasive game for power conservation. In:
ACM International Conference Proceeding Series, pp. 1–7 (2011)

15. Gaver, W., et al.: Energy babble: mixing environmentally-oriented internet content to engage
community groups. In: Conference on Human Factors in Computing Systems - Proceeding
2015-April, April 2016, pp. 1115–1124 (2015)

16. Gölz, S., Hahnel, U.J.J.: What motivates people to use energy feedback systems? A multiple
goal approach to predict long-term usage behaviour in daily life. Energy Res. Soc. Sci. 21,
155–166 (2016)

17. Goulden,M., et al.: Smart grids, smart users? The role of the user in demand sidemanagement.
Energy Res. Soc. Sci. 2, 21–29 (2014)

18. Gustafsson, A., Gyllenswärd, M.: The power-aware cord: Energy awareness through ambient
information display. In: Conference on Human Factors in Computing Systems - Proceedings,
pp. 1423–1426 (2005)

19. Hargreaves, T.: Beyond energy feedback. Build. Res. Inf. 46(3), 332–342 (2018)



Mona Prisa: A Tool for Behaviour Change in Renewable Energy Communities 117

20. Heiskanen, E., et al.: Low-carbon communities as a context for individual behavioural change.
Energy Policy 38(12), 7586–7595 (2010)

21. Hicks, J., Ison, N.: An exploration of the boundaries of ‘community’ in community renewable
energy projects: navigating between motivations and context. Energy Policy 113, 523–534
(2018). https://doi.org/10.1016/j.enpol.2017.10.031

22. Hoffman, S.M., High-Pippert, A.: Community energy: a social architecture for an alternative
energy future. Bull. Sci. Technol. Soc. 25(5), 387–401 (2005)

23. Interreg Europe: Policy brief: Renewable Energy Communities, Brussels (2018)
24. Johnson, D., Horton, E., Mulcahy, R., Foth, M.: Gamification and serious games within the

domain of domestic energy consumption: a systematic review. Renew. Sustain. Energy Rev.
73, 249–264 (2017)

25. Kubli, M., et al.: The flexible prosumer: measuring the willingness to co-create distributed
flexibility. Energy Policy 114, 540–548 (2018)

26. Lainter, J.A.: The contribution of the social sciences to the energy challenge. In: American
Council for an Energy-Efficient Economy. ACEEE, Washington (2007)

27. Laschke, M., et al.: “Annoying, but in a nice way”: an inquiry into the experience of frictional
feedback. Int. J. Des. 9(2), 129–140 (2015)

28. Mendes, G., et al.: Local energymarkets: opportunities, benefits, and barriers. In: Proceedings
of the CIRED Work, vol. 0272, pp. 7–8 (2018)

29. Micheel, I., et al.: Visualizing & gamifying water & energy consumption for behavior change.
In: Fostering Smart EnergyApplications (FSEA) 2015 at Interact 2015, At Bamberg, German,
pp. 1–8 (2015)

30. Moloney, S., et al.: Transitioning to low carbon communities-from behaviour change to
systemic change: lessons from Australia. Energy Policy 38(12), 7614–7623 (2010)

31. Novak, J., et al.: Behaviour change and incentivemodelling for water saving : first results from
the SmartH2O project behaviour change and incentive modelling for water. In: Proceedings
of the 8th International Congress on Environmental Modelling and Software, July 2016

32. Pierce, J., Paulos, E.: Beyond energy monitors: interaction, energy, and emerging energy sys-
tems. In: Proceedings of the SIGCHI Conference on Human Factors in Computing Systems,
pp. 665–674 (2012)

33. Sanders, E.B.-N., Stappers, P.J.: Co-creation and the new landscapes of design. CoDesign
4(1), 5–18 (2008)

34. Sanders, E.B.-N., Stappers, P.J.: Probes, toolkits and prototypes: three approaches to making
in codesigning. CoDesign 10(1), 5–14 (2014)

35. Van Der Schoor, T., Scholtens, B.: Power to the people : local community initiatives and the
transition to sustainable energy. Renew. Sustain. Energy Rev. 43, 666–675 (2015)

36. Strengers, Y.: Smart energy in everyday life: are you designing for resource man? Interactions
21(4), 24–31 (2014)

37. Verkade, N., Höffken, J.: Is the Resource Man coming home? Engaging with an energy
monitoring platform to foster flexible energy consumption in the Netherlands. Energy Res.
Soc. Sci. 27, 36–44 (2017)

38. Visser, F.S., et al.: Contextmapping: experiences from practice. CoDesign 1(2), 119–149
(2005)

39. De Vries, G.W., et al.: User-led innovation in civic energy communities. Environ. Innov. Soc.
Transit. 19, 51–65 (2016)

40. Wood, G., Newborough, M.: Dynamic energy-consumption indicators for domestic appli-
ances: environment, behaviour and design. Energy Build. 35(8), 821–841 (2003)

41. Unity. https://unity.com/

https://doi.org/10.1016/j.enpol.2017.10.031
https://unity.com/


GrainSynth: A Generative Synthesis Tool
Based on Spatial Interpretations of Sound

Samples
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Abstract. This paper proposes a generative design approach for the
creative exploration of dynamic soundscapes that can be used to generate
compelling and immersive sound environments. A granular synthesis tool
is considered based on the perceptual self-organization of sound samples
by utilizing the t-Stochastic Neighboring Embedded algorithm (t-SNE)
for the spatial mapping of sonic grains into a 2D space. The proposed
system was able to relate the visual stimuli with the sonic responses in the
context of the generic gestalt principles of visual perception. According
to user evaluation, the application operated intuitively and also revealed
the potential for creative expressiveness both from the user’s perspective
and as a standalone, generative synthesizer.

Keywords: Granular synthesis · Gestalt principles · Data
visualization · Generative sound · Perlin force field · Machine learning
for audio

1 Introduction

Granular synthesis is based on the same principle as sampling. The samples
are split into small pieces of around 1 to 50 ms. These small pieces are called
grains. Multiple grains may be layered on top of each other, and may play
at different speeds, phases, volume and frequency, among other parameters, in
order to create what can be thought as “sound clouds”. The theory of granular
synthesis was initially proposed, in conjunction with a theory of hearing, by the
physicist Dennis Gabor [15]. Gabor referred to the grains as acoustical quanta,
and he postulated that a granular or quantum representation could be used
to describe any sound. Iannis Xenakis, [16], explicated a compositional theory
of grains of sound. His theory describes a possible approximation to Gabor’s
model in the context of an analog synthesis implementation, where he suggested
that the grained wave forms could be calculated directly on an appropriately
programmed digital computer [10]. Recording a set of sound grains and mapping
them as a data visualization could allow the performer to explore the sonic
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
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space in new ways of musical performance that could integrate a multi-modal,
perception based framework, that could fuse both sonic and visual ques, at the
same time. In order to make a consistent map of the various samples, these
would have to be sorted and organized by a measure of perceptual familiarity.
The aim of this study is to explore how the visualization match up with the user’s
intuitive sensibility of where the various samples should be positioned in space.
This sensibility is influenced by the fact that humans associate the listening
experience with simultaneous experiences obtained through non-auditory organs.
This phenomenon is called synaesthesia [20].

2 Background

2.1 Generative Art

Generative art, as an artistic approach, utilize an autonomous system controlled
by a set of predefined properties, balancing between unpredictability and order.
This behavior arises out of the dynamics of a complex system. This system can be
analysed in individual procedures and can be given a mathematical description
which can be modelled and simulated. Thus, the generative system produces art-
works by formalizing the uncontrollability of the creative process [18]. According
to [19] “Generative art refers to any art practice where the artist uses a system,
.., which is set into motion with some degree of autonomy contributing to or
resulting in a completed work of art”. The use of a generative approach pro-
vides new ways of expressing the artistic intent and purpose. Some supporters
of generative systems consider that the art is not anymore in the achievement
of the formal shape of the work but in the design of a system that explores
all possible permutations of a creative solution [17]. Generative Art range from
simple probabilistic procedures, to highly complex models that learn from a set
of sample examples. Moreno [23] demonstrates a method to generate original
bird vocalizations using a Variational Convolutional Autoencoder trained on a
dataset of bird songs and call recordings. Training can be autonomous or might
include a human in the loop. In their work [22] describe a human motion tracking
system, from surveillance cameras on New York Time Square, that was used to
feed a generative design algorithm in order to generate emotionally expressive
3D visualizations.

2.2 Audio Visualization

Audio visualizations, based on perceptual similarity of sound, have been used and
implemented in various ways, for a variety of applications. The “Bird Sounds”
interface [1] created at Google Creative Lab, applied the t-SNE algorithm to
self-organize thousands of different bird songs, with a goal to depict their sonic
relationships in a two dimensional grid. A similar application, “the infinite drum
machine” [2], use a similar topological mapping as a spatial exploration tool of
sound similarity. Selected sound samples could then be used to generate drum
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loops. The “Audio Explorer” interface by Leon Fedden [3], is a project exploring
an audio data-set visualization by mapping a multi-dimensional feature space
represented by Mel-frequency cepstral coefficients (MFCCs), into a 2D space.
The study considered a variety of dimensionality reduction algorithm such as
the UMAP, t-SNE and the PCA. Another project on interactive exploration of
musical space [4] build a music-space of 20,000 songs, visually rendered in a way
that could enhance music navigation in a way similar to a recommender system.

2.3 Feature Extraction

Dimensionality describes the potential perplexity of a given data-set such as
audio samples. A term often used is the “curse of dimensionality” which describes
the exponential growth of the space of possible hypotheses as the dimensionality
becomes higher [21]. This in effect creates sparse data representations that render
the hypothesis statistically insignificant. The procedure of compressing a data-
set by crafting new features from the existing ones and afterwards discarding
the original set of features, is called feature extraction. The new data-set should
be more comprehensive and inclusive in terms of information provided, as a
summarized version of the original set.

MFCCs. Mel-frequency cepstral coefficients are commonly used as features in
speech recognition systems as well in music information retrieval (MIR) appli-
cations such as genre classification and audio similarity measurement for recom-
mender systems. MFCCs are perceptually motivated and spectrally smoothed
representations of sound. The mel scale describes the non-linearity of the human
ear, where each scale of pitches is perceived as equal in distance from one
another [6]. This perceptually meaningful representation could be more compre-
hensive and inclusive in terms of information provided, as a summarized version
of the original set.

2.4 Dimensionality Reduction

Principal component analysis is a popular technique for dimensionality reduc-
tion. PCA is essentially a multivariate data analysis method involving trans-
formation of a number of possibly correlated variables into a smaller number of
uncorrelated variables known as principal components. However, its effectiveness
is limited by its global linearity [7]. Another popular choice that overcome the
limitation of PCA is the Stochastic Neighbor Embedding algorithm (t-SNE) [9].

t-SNE. (t-Stochastic Neighbor Embedding) is a manifold learning technique
used to visualize high-dimensional data by giving each data-point a location
in a two or three dimensional map and it was introduced by van der Maaten
and Hinton in 2008 [8]. The t-SNE requires tuning of parameters regarding
initialization and visualization. It can be initiated randomly, or even through
PCA, and can have its perplexity adjusted. Van der Maaten & Hinton suggests
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a perplexity value between 5 and 50 [9]. The distribution of points obtained
by t-SNE may be misleading when clusters form but practice may develop an
intuition on how to interpret these observations. Looking at a t-SNE map, one
of the first things to notice would be arbitrarily shaped clusters of data-points;
this usually mean that data-points who are further in distance are considered to
be dissimilar, while data-points appearing to be closer in space are considered
to be more similar. Depending on their position, in a 2D plane for example, one
may be able to recognize the patterns of the distribution and get to know the
data-set better and maybe conclude to some solid observations [14] (Fig. 1).

Fig. 1. t-SNE parameters test, with Perplexity (Y-axis) = [2, 5, 30, 50, 100] and Num-
ber of Iterations (X-axis) = [250, 500, 1000, 2000, 5000]. The Learning rate was set to
200

2.5 Gestalt Theory of Perception

The Gestalt school of psychology describes how we naturally perceive the world
as perceptual groups [13]. Two Gestalt grouping principles, which pose a central
role to this study, are the similarity and proximity rules. Ideally, sonic similar-
ities among the sound grains would correspond with their visual proximity. In
addition, there are principles describing connectivity and continuation, where
points that form lines or other shapes are perceived as a whole. The various
Gestalt principles can override each other, which means that in some cases the
perceived sonic similarity can outweigh the importance of the visual grouping,
and vice versa. Other times the principles are complementary, pulling in the
same perceptual direction.
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3 Creative Workflow

A modified version of the Audio t-SNE Viewer [5] was used as the basis of this
system. The system consists of 4 discrete parts as can be seen in Fig. 2, which
are further analysed below.

Fig. 2. Workflow of the sound analysis and visualization

3.1 Generating Electronic Soundscapes

Analog electric soundscapes generated and recorded with a synthesizer that has
been built from our research team. This single voice semi-modular synthesizer
designed as a tool for the exploration of soundscapes through a variety of sound
synthesis techniques. The recording lasted for about an hour and as a result more
than a thousand samples were generated. Initially, fundamental frequencies were
recorded, then periodic frequencies were generated from a Voltage Controlled
Oscillator (VCO), controlled by a Low Frequency Oscillator(LFO). The first step
was to record every waveform format that could be produced by the oscillator
in order to get different timbres. Next step was to repeat the same method and
lead the same signal both to the VCO and to a Voltage Controlled Filter (VCF).
Moreover, drum timbers were generated by mixing white noise together with a
very low frequency and lead them into the filter which was modulated at the
same time by a very short Envelope Generator (EG).

3.2 Sample Generation

Next step was to create a set of sound chunks, with 1000ms duration each and
a sample rate of 44.1 kHz/24bit. A set of 1063 sound files were generated and
an overlap of 1.5ms was used to create a continuous feeling when samples would
be played in a sequence.
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Fig. 3. Spatial mapping of sound samples based on the t-SNE algorithm. Sounds that
appear to have a similar color, belong to the same sequence and probably have similar
sound content. Different sections (e.g. teal and orange) appearing clustered together
as well. This suggests those two sections may have similar audio content.

3.3 Chunks to t-SNE

Mel-frequency cepstral coefficients are a common choice in speech recognition
systems as well in music information retrieval (MIR). The mel scale describes a
scale of pitches perceived as equal in distance from one another [6]. For each audio
chunk the first 13 mel-frequency cepstral coefficients have been calculated along
with their first- and second-order derivatives, and concatenated into a single 39-
element feature vector which would characterize each clip and is standardized
so that each feature had an equal variance.

3.4 Visualizing the Sound Manifold

The t-SNE algorithm, as a manifold learning technique, was used to reduce the
dimensionality of the initial (N× 39) data-set to only two dimensions (N× 2),
where N = 1063 is the number of sound grains. Additionally the results were
normalized between 0 and 1. The t-SNE requires tuning of two hyper-parameters,
the perplexity and the learning rate. The perplexity parameter relates with the
number of nearest neighbors; As a rule of thumb, Van der Maaten and Hinton
suggest a perplexity value between 5 and 50 [9]. Learning rate was taken into
consideration, as if set too high it might cause the data to be hard to analyse
due to excessive proximity as well as if too low where most points may get
clustered in exaggeration. These considerations take into account the Kullback-
Leibler cost function for preventing it to get stuck in a local minimum [11]. In a
t-SNE map, clusters might form corresponding to individual sound chunks, with
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similar sounds occupying nearby positions and dissimilar sounds positioned far
away. Thus, certain clips are placed together in clouds of varying size, while
others end up in the periphery of the map (Fig. 3).

4 The Granular Synthesizer

A functionality for looping the samples has been added in the original applica-
tion. That way, by controlling the duration of the grains the app could work in
a similar way as a granular synthesizer. The original code had a minimum clip
duration of 100 milliseconds, which is just at the border of what can be defined as
granular synthesis [12]. The minimum clip duration was lowered to 1 millisecond
and the window length of the grains was determined by the maximum dura-
tion parameter. Each triggered clip always starts at its original beginning, and
loops at a rate set by adjusting the maximum duration. This means that both
the grain size and the grain density are controlled by the same parameter. This
density only applies horizontally over time, while the vertical density depends
on how many grains the user plays at the same time. Since the grains are all
regularly placed over time, this should be characterized as synchronous granular
synthesis [10]. However, there is no grain spacing, since they are all played in
continuous loops with no spaces in between. A panning gives the application
space to breathe in the stereo field. It is used lively and interactively by identi-
fying the spatial position of performative gestures. The technique that has been
used identifies the user’s relative position in the visualization and multiplies it
by 45◦. The angle is normalized by [−1, +1] and is converted into radians.

Human Computer Interaction. A common way to generate sounds from
a synthesizer is through a MIDI controller, typically by triggering sounds and
control parameters during a music performance. A quite different way is to use
natural gestures on a touch screen or input from haptic sensors. Sparse distri-
butions and data positions throughout the screen would allow for navigation
through these sounds, inviting energetic exploration and improvisation. More-
over, different t-SNE parameter can affect the spatial navigation and perception
of sonic stimuli. We have found that distributions with values greater than 30
in perplexity and greater than 500 in number of iterations, could form distri-
butions that visually imposes a good navigational structure for exploring the
spatial formations of the samples.

Generative Design Scheme. In order to aid the creative exploration of the
synthesis of soundscapes a flow field was used to control a number of particles
within it. These moving particles, influenced from this force field could trig-
ger successive grains along their pathways. Flow fields are especially useful for
modeling chaotic movement, such as fluid dynamics, for procedurally generated
textures and for the control of the movement of autonomous agents. A flow field
is an area of usually 2D or 3D space divided up into a grid of cells. Each cell
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contains a velocity vector which represents a direction and speed of movement
Fig. 5. When a particle enters a cell, its direction is transformed to match that
of the vector in the cell. As it moves through the field it will enter other cells
containing velocity vectors that change its movement again. The crucial factor
in a velocity field is the arrangement of the vectors. We use a special case of
a flow field that is based on a perlin noise texture (grid). Each cell of the flow
field represents a single, animated, force field vector. The vector is represented
by three values, the angle, the magnitude of the vector at the given position
and a global time t value that represents the evolution of the process. Thus, two
different Perlin textures are needed to describe an animated force field. When a
particle is crossing over a sample point, the sound would be triggered by it. That
way, a high number of particles could trigger many samples at once, which could
generate aesthetically pleasant, polyphonic sequences (Fig. 4). As the sound sam-
ples are not evenly distributed to cover all the available space, a lot of empty
space forms, surrounding the grains. This neutral space serves as silent ”white
space” that simplifies the scene, according to the Gestalt approach, into figure
and ground.

Fig. 4. Ten particles spawned at the center of the canvas, moving under the influence
of a perlin based flow field, formed by a grid of size 32× 22.

4.1 User Experience Testing

Eleven (11) Participants, with previous experience in synthesizer practices, were
asked to explore the interface and customize the available parameters after being
briefly instructed on the system’s controls. There was no specific time frame in
which the user had to complete the evaluation. The users were prompted then
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Fig. 5. Two different textures were used to form a perlin noise flow field. The first
texture (up) used to store the vector angles of the vectors in radians, while the second
texture (down) used to store the magnitude of the force vector. The size of the textures
is 32× 22 pixels.

to answer a questionnaire in which they were asked to rate some aspects of
the interface’s performance and their overall user experience, along with some
additional commentary. Moreover, a focus group was used as the main method
for the evaluation of the generative capabilities of the system.

Gestalt Grouping Principles Testing. A second questionnaire was con-
ducted as a non-parametric test and was addressed to a random sample of
twenty (20) people with no cognitive perquisites. The non-parametric test aimed
to explore the efficacy of the application to achieve a sense of playing intuition
through the scope of the grouping principles of the Gestalt School of thought.
Five basic principles were interpreted as questions:

– perplexity: “Do neighbouring dots in the visualization represent sonic sim-
ilarities in sonic space?”

– Closure: “Did you notice forming patterns in the distribution and if so, did
the sound correspond to sonic landmarks while navigating through them?”

– Continuity: “Did the distribution of points suggest a path to navigate
through and if so, did the sound correspond to a sonic gesture?”

– Common Region: “Did the samples’ position display correspond to their
position in the sonic space?”

– Similarity: “Were similarly sounding samples, visually grouped together in
the distribution?”

4.2 Results

Tables 3 and 1 presents the average score on a ten-point scale in regards to
each of the system’s performance overview and the user experience’s aspects
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respectively. Most participants reported highly satisfied with the interface con-
trol response. Regarding the interface’s parameter customization layout, it has
been reported that being able to adjust the parameters while producing sound
simultaneously, would be a useful and creative feature. As far as the user expe-
rience is concerned, none of the participants got the impression of being able
to anticipate the audio samples they were triggering, so as a result, they rated
the playing intuition and the ability to trigger the desired sounds the lowest.
However, after an initial navigation period the participants were able to antic-
ipate the sounds being triggered. This finding might suggest the formation of
cognitive spatial maps that could possibly help the user navigate within a previ-
ously experienced topological map of sounds. The synth controlling novelty was
rated high and five out of six participants with experience in music production,
reported that they would use the current interface in a music production project
of their own. Moreover, regarding the generative approach the overall aesthetics
was rated as good with temporal coherence although some irregularities have
been spotted.

Non - parametric Test. The outcome of the second experiment would provide
evidence on whether or not the application achieved its goal of providing the user
with a novel and intuitive way of playing with a synthesizer. Table 2 demonstrates
the average scores of the application’s compliance with Gestalt’s principles while
Fig. 6 provides a histogram of the score of the individual ratings of the grouping
principles against the number of occurrences. All collected data underwent the
Kolmogorov - Smirnov Test of Normality and found not to differ significantly
from that which is normally distributed.

5 Future Work

There are many possibilities of extending the functionality of this application
by utilizing the user interface for ultimate expressiveness and better perfor-
mance. A desirable way would be to use tactile sensors or human motion, such
as input from live camera feed, to trigger and manipulate the samples. Within
this example, the application would have more potential of being used not only
by musicians, but also from dancers or performers. For the moment, our team
is focusing on utilizing this system with an optical flow system, based on real
time camera feed. Our intention is to integrate a real-time sound generation sys-
tem, for dance performance, with a motion expressiveness visualization system.
(https://vimeo.com/220138824).

Moreover, adding new generative algorithms such as a flocking boid [21] is
under development. Flocking boid is similar, in a sense, with a perlin flow field,
however within a flocking boid the set of individual agents is capable of interact-
ing with each other. In a similar fashion, when a flocking agent would cross over
a sample point a sound would be triggered by it. That way, a population would
trigger an arbitrary amount of samples, generating interesting and stochastically
rich soundscapes.

https://vimeo.com/220138824
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Table 1. Average ratings of their user experience on a 10 point scale (sound engineering
students).

User experience AVG score

1. Playing intuition 6.9

2. Desired sounds triggering 5.09

3. Panning correspondence 8.09

4. Sample distribution scheme 7.45

5. Synth controlling novelty 8.18

Table 2. Average ratings of the application’s compliance to Gestalt’s grouping prin-
ciples on a hundred point scale.

Gestalt grouping principles AVG score

1. Perplexity 79

2. Closure 62

3. Continuity 63

4. Common region 69

5. Similarity 75

Table 3. Average ratings of the application’s performance efficiency on a 10 point scale
(sound engineering students).

Performance overview AVG score

1. Navigation triggering efficiency 8.18

2. Click-looping efficiency 7.54

3. System latency 9

4. Navigation and loop synergy 7.72

5. Parameter customization 7

Fig. 6. Histogram of the non-parametric Evaluation Test
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6 Conclusion

The proposed system augmented the artistic capabilities of a semi-modular ana-
log synthesizer. A data-set of 1000ms audio clips were self-organized using dif-
ferent visualization techniques, according to their musical content. As has been
demonstrated the dimensionality reduction capabilities of t-SNE is a rewarding
approach for shaping a “playable” visualization. Perceptually, the application
achieved to connect the visual stimuli and aural sound based on the generic
gestalt principles of grouping and continuation as well as the figure-ground prin-
ciple. According to user evaluation, the application operated quite intuitively.
The evaluation also revealed the potential for creative expressiveness both from
the users perspective and as a standalone, generative synthesizer.
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Abstract. Most music production nowadays is carried out using soft-
ware tools: for this reason, the market demands faithful audio effect
simulations. Traditional methods for modeling nonlinear systems are
effect-specific or labor-intensive; however, recent works yielded promis-
ing results by black-box simulation of these effects using neural net-
works. This work aims to explore two models of distortion effects based
on autoencoders: one makes use of fully-connected layers only, and the
other employs convolutional layers. Both models were trained using clean
sounds as input and distorted sounds as target, thus, the learning method
was not self-supervised, as it is mostly the case when dealing with autoen-
coders. The networks were then tested with visual inspection of the out-
put spectrograms, as well as with an informal listening test, and per-
formed well in reconstructing the distorted signal spectra, however a fair
amount of noise was also introduced.

Keywords: Autoencoders · Convolutional autoencoders · Audio
distortion · Audio effects modeling · Black box modeling · Machine
learning for audio

1 Introduction

Through audio effects, one can manipulate an audio signal in order to shape its
characteristics to fit the desired purpose. These tools have important creative and
industrial applications in areas such as music production or telecommunications.
In the music field, audio effects are generally divided into macro-categories which
either refer to the audio feature being transformed or to the method used, e.g.
dynamic range compressor, distortion, pitch shifter, phase vocoder, etc. Among
all, distortion effects aim to increase the amplitude and enrich the spectral con-
tent of the input by making use of nonlinear components. In the digital domain,
this kind of transformations entails the use of nonlinear functions to process the
incoming waveform into a different shape, which depends on the amplitude of
the incoming signal.

While audio processing devices were originally based on analog circuits,
most music production nowadays is carried out using digital audio workstations
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(DAWs) and audio plugins: for this reason, the demand for accurate digital emu-
lations of analog audio effects is always high. The field of virtual analog (VA)
modeling is concerned with creating these emulations, and over time many com-
mercial solutions have been proposed, such as AmpliTube from IK Multimedia1

or Guitar Rig from Native Instruments2. A common approach for analog mod-
eling is the so-called white-box modeling [3]. This technique involves analysing
the circuitry of the device and simulating it through discrete-time mathematical
models. White-box modeling is a widely used method and can be very accu-
rate, but has some drawbacks. First, it requires a exhaustive knowledge of the
circuit under exam, which is not always possible. Second, the simulations can
be computationally demanding, especially if the circuit contains many nonlinear
components. Lastly, this technique requires intensive labor for the design of a
single effect.

An alternative approach is black-box modeling [3], which is based on measur-
ing the response of the system to particular input signals, in order to create an
input-output map. Since this technique is based on measurements of the device
under test, it is easier to adapt it for the simulation of different effects. How-
ever, black-box modeling comes with drawbacks too, e.g. if user controls are
required, one has to measure the system response for every parameter configu-
ration. A nonlinear system cannot be modeled using classic frequency response
analysis, since this assumes linear and time-invariant systems; for this reason,
different mathematical methods have been proposed for addressing this task over
time [14]. More recently, deep learning [5] methods have been explored, show-
ing increasingly good results [2–4,8–10,16]. This paper is organized as follows:
Sect. 2 explores two techniques for audio distortion modeling, both based on
convolution. In Sect. 3 two models of distortion effects are presented, and the
results are discussed in Sect. 4. Conclusions are drawn in Sect. 5.

2 Background

As stated above, neural networks have found many applications in audio sig-
nal processing. However, common practice has been to not work directly in the
time domain, but rather use time-frequency representations (e.g. spectrograms)
as input [7]. Despite its many applications, this approach involves discarding
the phase information, which is an important feature of audio distortion. The
nonlinear phase behaviour of many audio effects, including distortion, causes the
partial cancellation of some frequencies, affecting the sound quality in a perceiv-
able manner. For this reason, only models that take raw audio as input were
considered in this work. Recurrent neural networks (RNNs) are a common way
to approach the task of generating data with a definite temporal structure, and
many works on audio effects have been using this technique [2,15,16]; an exten-
sive evaluation of these methods is behind the scope of this paper. Moreover,
WaveNet demonstrated that it is possible to achieve significant results by using
only convolutional layers [12].
1 www.ikmultimedia.com/products/amplitube4.
2 www.native-instruments.com/en/products/komplete/guitar/guitar-rig-5-pro.
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2.1 WaveNet

WaveNet is a generative model operating directly on raw audio waveforms. It
is autoregressive, meaning that the output variable depends linearly on its own
previous values. Based on this technique, WaveNet shapes the discrete proba-
bility distribution of the next sample given a series of past samples. Both input
and the output have the same dimensions, as the model outputs a probability
distribution over the current sample xt using a softmax layer. An entire sequence
of samples is produced by sequentially feeding the previously generated samples
back into the model. The probability of a waveform x = {x1, . . . , xT } is given
by the following relation:

p(x) =
T∏

t=1

p(xt|x1, . . . , xt−1) . (1)

Looking at Eq. 1, it is clear that the probability of the sample xt is conditioned
on all the past samples xn. WaveNet has demonstrated state-of-the-art perfor-
mances in the field of speech generation, and studies has been made to adapt
its structure for other purposes; as an example, Damskägg et al. developed a
WaveNet-based model for the simulation of tube amplifiers [4] and distortion
effects [3]. The network structure is similar to the one proposed by Rethage
et al. and used for speech denoising [13]. These tasks differ from the one for
which the original WaveNet architecture was developed. While WaveNet aimed
at generating a new audio output, these adaptations are made for processing an
existing input. For this reason, these works modify the architecture for a regres-
sion task, eliminating the softmax output layer: hence, the model is trained to
predict the current audio sample, based on a series of past samples and the
current one, as shown in Eq. 2:

ŷ[n, θ] = f(x[n], . . . , x[n − N ], θ) , (2)

where x is the input, N is the receptive field, θ are the network parameters
and f is the nonlinear transformation learned by the model.

The model consists of a series of convolutional layers, which take the original
waveform as input and apply a linear filter along with a nonlinear activation
function. The layers include residual connections between them.

The loss function used is the normalized mean squared error (NMSE): the
model parameters are learned by minimizing the squared error between the out-
put signal and the target, divided by the square of the target, as follows:

NMSE =
∑∞

n=0(y[n] − ŷ[n, θ])2∑∞
n=0 y[n]2

(3)

The tube simulation model described in [4] includes a conditioning control. This
feature helps to overcome one of the previously mentioned drawbacks of black-
box simulation: the difficulty of including user-controllable parameters. Previous
studies on this approach, have yielded promising results [3].
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2.2 Autoencoders

Autoencoders (AEs) [6] are data-specific lossy compression algorithms. They are
used to obtain a compressed representation of an input, which is stored in the so-
called latent space and are typically employed for dimensionality reduction and
data denoising [7], however, they have been also used for more artistic purposes
[11]. Although these networks obtained significant results in the field of audio
denoising, the applications in the area of nonlinear effects simulation are still
not thoroughly explored. In addition, the simplicity of their structure and the
smaller training effort compared to WaveNet-like methods makes them easier to
adapt for different tasks. AEs consist of a front end, or encoder, a latent space
representation, and a back end, or decoder. The encoder and decoder usually have
the same structure (mirrored, as seen in e.g. Fig. 1). AEs are trained in a self-
supervised fashion: since the input values are also the target, the network learns
to encode data in order to reconstruct it from its latent space representation.
These models can make use of different layer types: for example, we talk about
deep AEs when encoder and decoder contain more than one dense hidden layer,
or convolutional AEs when they employ convolutional layers.

Recently, Mart̀ınez Ramı̀rez et al. proposed a convolutional AE for nonlin-
ear audio effect simulation [10], based on their previous model for performing
automatic equalization [9]. This model is entirely time-domain based and is
divided into three parts: adaptive front end, synthesis back end and latent-space
deep neural network (DNN). The front end consists of two convolutional layers,
one pooling layer and a residual connection. The first convolutional layer con-
tains 128 one-dimensional filters with a kernel size of 64, and an absolute value
activation function. The second layer is equal to the first one, but it is locally
connected, meaning that it resembles a filter bank structure; it also applies a
softplus activation function, i.e. a smoothed version of the rectified linear unit
(ReLU) function, to the input.

The pooling is obtained through a max-pooling layer with a window of 16
samples (i.e. the layer returns the maximum value between the 16 analysed).
The latent space consists of a locally-connected dense layer of 64 units, and a
fully-connected one of 64 units, both followed by a softplus function. The back
end is made of an unpooling layer, a DNN with nonlinear activation functions,
and a convolutional layer which is exactly the same as the input layer of the
front end. The loss function used is the NMSE, same as Eq. 3.

3 Design and Implementation

We developed two models in order to test the performances of different types of
AEs: firstly, we implemented a deep AE, using only dense layers; secondly, we
replaced some of the dense layers with convolutional layers in a convolutional
AE. Both models were implemented using the Keras library3.

3 www.keras.io.

www.keras.io
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3.1 Deep Autoencoder

The deep AE is built with dense layers only, as shown in Fig. 1. An overview of
the architecture is presented here:

– The encoder contains 1 input layer (579 units) and three hidden layers (256,
128 and 64 units respectively),

– The latent space is made of a single layer (32 units),
– Finally, the decoder has the same structure as the encoder, but mirrored, so

that the output has the same dimensions as the input.

The optimal number of hidden layers was determined empirically by consid-
ering different combinations of sizes and number of layers. Each layer applies a
ReLU activation function, except for the last layer of the decoder, which has a
linear activation function. This approach was chosen rather than re-normalizing
the output samples between 0 and 1, as our initial tests showed that it would
produce an output amplitude range similar to the input range. In addition, our
experiments showed that the data squeezing performed by the ReLU resulted in
amplified background noise, making the musical structure in the output sound
almost indistinguishable to the ear; by applying a linear function to the last layer
instead, we obtained significantly better results.

Fig. 1. Structure of the deep autoencoder. The numbers indicate the quantity of fully
connected units.

3.2 Convolutional Autoencoder

The convolutional AE was built by taking the deep AE and substituting some
dense layers with convolutional layers. Our architecture is depicted in Fig. 2:

– The encoder is made of 1 dense input layer (256 units) and a convolutional
layer (128 one-dimensional filters of size 64),

– The data are then flattened to fit a latent space made of a single dense layer
(512 units),
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– The decoder contains 1 convolutional layer (same hyperparameters as the one
in the encoder),

– Lastly, the data are flattened to fit the output dense layer (256 units).

This structure was chosen in order to re-implement some parts of the model
proposed by Ramı̀rez et al. [10]. At a first stage, a max-pooling and an un-
pooling layer were included, but we chose to remove them since they prevented
the network from learning. As for the deep AE, all layers except the last one
apply a ReLU activation function to the data (as opposed to Ramı̀rez et al.,
that makes use of softplus functions). This change was necessary, as testing
using softplus yielded far more noisy results than with ReLU.

As for the deep AE model, the last layer of the convolutional AE applies a
linear function, for reasons described in the previous subsection.

Fig. 2. Structure of the convolutional autoencoder.

3.3 Dataset

Our input data is obtained from the IDMT-SMT-Audio-Effects dataset [1], which
is made of 2-second long single tones and two-note bichords recorded from var-
ious 6-string electric guitars and 4-string bass guitars, and covers the common
pitch range of these instruments. The recordings include the clean notes and their
respective effected versions. The dataset includes eleven different effects with dif-
ferent settings for each effect: more specifically, three different settings for each
tone are present for the distortion effect. Since including user controls falls out-
side the scope of this paper, only the instances for the first of the three settings
were used for training. The training procedure differs from self-supervised learn-
ing, which is more commonly used when dealing with autoencoders: unprocessed
(clean) monophonic notes were given as input, and the corresponding processed
(distorted) notes were set as target. Thus, the network learned to apply the
distortion effect to the clean sound. A part of the monophonic set was used for
validation, and the trained model was tested on single notes, as well as two-
note bichords. The files in the dataset were recorded at a sample rate 44100 Hz
(16-bit, mono).
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3.4 Training

Figure 3 shows a diagram of the training process. The models were trained using
clean sounds as inputs and distorted sounds from the dataset (same pitch as the
input) as targets. Both models were trained using the Adam optimizer and a
normalized mean squared error (NMSE) loss function was used to compare the
processed and target output (Eq. 3). The training was performed on a worksta-
tion with three Nvidia TITAN X GPUs and an Intel Xeon CPU.

Fig. 3. Diagram of the training process: the processed output is compared to the target
distorted sound using a normalized mean squared error loss function.

Deep AE. We trained on 13 min of audio, which corresponds to the length of
all the distorted notes data with the chosen setting. The sample rate 44100 Hz
and a mini-batch size of 128 was used. The audio was cut in slices of 579 samples
each (i.e. 13.1 ms) in order to feed the input layer of the network.

Convolutional AE. Only a smaller part of the entire dataset could be used
before running out of memory: the training was performed on 3 min of audio,
with a mini-batch size of 64. The input data was divided in frames of 256 samples
(i.e. 5.8 ms), in order to feed the input layer of the network.

4 Results and Analysis

After the model is trained, a clean input is fed into the AE, which returns a
processed (i.e. distorted) output.

We tested the models with a sequence of clean single notes and two-note
bichords. The reconstructed audio was compared to the corresponding target
from the dataset through informal listening tests and visual inspection of the
spectrograms. As an example, we compare time-domain plots (Fig. 4) and spec-
trograms (Fig. 5) of three single notes as output of our two architectures vs the
target signal from the dataset. In this case, we choose single notes rather than
bichords as they allow an easier visual inspection. As the outputs of both models
contained broadband noise, we applied lowpass filters with a cutoff frequency of
10 kHz in order to cancel the spurious high frequencies outside the guitar/bass
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(a) Target (distorted) guitar sound from the dataset.

(b) Output of the deep AE.

(c) Output of the conv AE.

Fig. 4. Time-domain comparison between target (i.e. distorted sound from the dataset)
and the outputs of the deep AE and convolutional AE. Here, three 2-second notes (E2,
F2, F#2) played with an electric guitar are shown.

range. The time-domain plots (Fig. 4) show that the model outputs present a
rougher shape compared to the target sound, with clear ripples in the case of the
convolutional AE. The peak amplitude is larger (again, especially the output of
the convolutional AE): this is probably due to the additional noise which can
also be heard in the processed sound.

4.1 Deep AE

Figure 5b shows the spectrogram of one output from the deep AE. By comparing
with the spectrogram of the target sound in Fig. 5a, it can be noted that the
reconstructed data are noisy, but the desired spectral content is present almost in
its entirety. However, conversely to the target signal, some undesired frequency
content is added between the tones: our listening tests suggest that this cor-
responds to the guitar pickup hum, which is amplified by the distortion effect.
In the real world, this sound is usually less intense that the guitar sound and
disappears quickly after the attack. This difference may be due to the fact that
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(a) Target (distorted) guitar sound from the dataset.

(b) Output of the deep AE.

(c) Output of the convolutional AE.

Fig. 5. Spectrograms of the signals represented in Fig. 4. It should be noted how the
most relevant frequency content is reliably reconstructed, but a fair amount of noise is
also introduced by the networks.

the network has not been properly trained to generate silence, as it hasn’t been
trained on instances that contained silence: a further analysis is left for future
work. The comparison between waveforms (Figs. 4b and 4a) shows that, despite
the aforementioned discrepancies (which contribute in hiding the sharp decay
clearly visible in the target signal), the network seems able to approximate the
correct amplitude envelope.

4.2 Convolutional AE

Figure 5c shows the spectrogram of the output from our convolutional AE. The
spectral reconstruction does not seem to be improved with respect to the deep
AE, and our output results even noisier than in the previous case. However,
this model performs better while reconstructing the frequency content of the
pause between two notes, i.e. the “silent” parts of the signal mentioned above.
An inspection of the waveforms (Figs. 4c and 4a) shows that the convolutional
AE does a worse amplitude envelope reconstruction than the deep AE: the first



140 R. Russo et al.

peak is smaller than in the target sound, whereas the main peak is higher, and
the envelope exhibits clear ripples. This might be explained with the fact that
this model was trained on a less amount of data that the previous one: a more
thorough investigation is left for future work.

5 Conclusions and Future Work

In this paper, we gave a background on previously implemented methods for
black-box modeling of nonlinear audio effects. We have implemented two models
with different hyperparameters: a deep autoencoder and a convolutional autoen-
coder. These were then trained in a different way with respect to the standard
self-supervised manner: clean sounds were used as input and distorted sounds
were used as target. Our results show that, despite the noise in the output,
even simple architectures as deep autoencoders are valid implementations for
the required task. Despite the added complexity, our convolutional autoencoder
did not achieve noticeable improvements in terms of either reconstructed spectral
content or noise amount when compared to the deep autoencoder: this suggests
that a proper deep learning virtual analog model based on convolutional layers
requires a more complex structure than the one we implemented, and perhaps
a larger training set. However, a more extensive comparison on these results
should be performed in order to test the performance of both models properly.
As far as noise is concerned, an additional deep autoencoder could be trained on
the task of removing it, using the distorted sound from the dataset as target. A
further analysis of the number and structure of the convolutional layers might
improve our results, as well as an investigation on what made the pooling layers
prevent the learning process. Residual connections could also be implemented
to help the decoder reconstructing the input. A real-time implementation could
also be considered.

Audio samples for this work can be found on GitHub: github.com/Rickr9
22/dist-nNet.
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Abstract. The allocation of venture capital is one of the primary fac-
tors determining who takes products to market, which startups succeed
or fail, and as such who gets to participate in the shaping of our collec-
tive economy. While gender diversity contributes to startup success, most
funding is allocated to male-only entrepreneurial teams. In the wake of
COVID-19, 2020 is seeing a notable decline in funding to female and
mixed-gender teams, giving raise to an urgent need to study and correct
the longstanding gender bias in startup funding allocation.

We conduct an in-depth data analysis of over 48,000 companies on
Crunchbase, comparing funding allocation based on the gender compo-
sition of founding teams. Detailed findings across diverse industries and
geographies are presented. Further, we construct machine learning mod-
els to predict whether startups will reach an equity round, revealing the
surprising finding that the CEO’s gender is the primary determining fac-
tor for attaining funding. Policy implications for this pressing issue are
discussed.

Keywords: Gender bias · Venture capital · Diversity ·
Entrepreneurship

As gender equality continues to make strides across a wide range of industries
from STEM to medicine, there is a critical sphere where bias persists: Compared
to their male counterparts, women have little access to startup funds, restricting
them from engaging in our economy at this critical level. According to Pitchbook,
in 2019, female founders raised just 2.7% of the total venture capital funding
invested and mixed gender founding teams received 12.9% [1].

The economic impact of the COVID-19 pandemic is having severe conse-
quences for female entrepreneurs. Compared with 2019, the first quarter of 2020
saw a decline in the proportion of deals made with female and mixed-gender
teams and funding allocated to female teams. In the third quarter of 2020, fund-
ing given to female-only teams dropped to 1.8% with mixed-gender teams receiv-
ing just 11.1% [1]. There is an urgent need for understanding the nature of this
persistent bias and uncovering effective solutions for systemic change.
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In the United States, only 10–15% of startups are founded by women [2]. Yet,
the number of women starting companies is not the primary issue, the far more
important problem is their lack of access to capital [3]. The funding gap between
male and female founders is particularly high at the early stage of a venture, with
an analysis of California and Massachusetts startups revealing that female-led
ventures are 63% less likely than male-led ones to obtain VC funding [4].

While it is generally well-known in the venture community that men have
an easier time raising funds, much remains unclear. In order to ascertain effec-
tive solutions, it is necessary to gain insight into the nature of the problem.
For instance, does having a woman on a founding team increase or decrease
fundraising outcomes? What role does the gender of the CEO play compared to
the gender of other founders? If funding is successfully raised, how does gender
impact the amount raised? How much does gender matter in different geographic
regions and across industries?

We perform an in-depth data analysis of over 48,000 companies on Crunch-
base. Our analysis suggests the presence of bias against women across geogra-
phies and industries, which extends not only to female-only but also to mixed-
gender teams with female CEOs. We also construct machine-learning models
(Decision Tree, Random Forest, Logistic Regression, Gradient Boosted Trees,
and Multi-layer Perceptron (MLP)) to predict whether a founding team will
reach a priced funding round.1 Our findings show the CEO’s2 gender to be the
most important founder characteristic for predicting fundraising success, beat-
ing critical features including whether the founders attended top universities and
the number of prior exits. We discuss the implications of these findings to the
utilization of machine learning models in venture capital allocation, and make
recommendations for systemic change.

1 Background

Gender plays a key role across the lifetime of an entrepreneurial journey: Women
are less likely to become entrepreneurs than men [5] and less likely to get external
funding once a new venture is founded [6]. The funding gap between male and
female founders is higher at the early stage of the venture than at later stages
[7]. Women are 65% less likely to get funded at early stages and 35% less likely
to be funded at later stages, when strong signals of growth are available [4].

Consequently, women-owned businesses rely heavily on internal funding (ex.
personal finances) rather than funding from others, both debt and equity, to
finance their firms [7]. Even though the number of women-owned firms is increas-
ing rapidly [8], they are still left behind compared to their male counterparts in
receiving external founding.

Previous work provides valuable insight into the role of gender in the allo-
cation of Venture Capital funds. However, the data used in previous studies,
1 Raising a priced round is a major milestone that offers startups the means to succeed.
2 In startups, the role of CEO is most often taken by one of the founders. This is

nearly ubiquitous at early stages.
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such as those above, tends to be geographically limited (focusing on individual
countries, often the US), or consisting of only several hundred instances. Many
questions remain to be answered: How wide is the gender gap in the allocation
of venture capital funding across geographic regions and industries? Does gender
diversity help or hinder fundraising outcomes? Does the gender of the CEO play
a special role compared to other founders?

In order gain a broader understanding into the nature and prevalence of
gender bias in VC, we perform the most comprehensive analysis to date on the
impact of gender on startup funding across geographies and industry verticals,
utilizing both statistical methods and machine learning techniques. We are care-
ful to account for the potential influence of the pipeline problem, whereby fewer
women seeking to engage in entrepreneurship.3 The data analysis helps inform
our policy recommendations, and we hope that it will support future research
on resolving gender bias in startup funding allocation.

2 Methodology

We rely on Crunchbase data to attain a data set of over 48,000 companies
along with founder information. We consider four gender compositions: founding
teams consisting entirely of male founders (male-only), founding teams consist-
ing entirely of female founders (female-only), teams with at least one female
and at least one male founder led by a male CEO (mixed male-led), and teams
with at least one female and at least one male founder led by a female CEO
(mixed female-led). Companies with these gender and leadership compositions
are subsequently compared, with emphasis on funding raised across a variety of
industries and geographies. We then construct machine learning models to ascer-
tain the importance of the team’s gender composition and the leader’s gender
in funding outcomes.

2.1 Data Collection

The data was obtained from Crunchbase, which prides itself for being “the lead-
ing destination for company insights from early-stage startups to the Fortune
1000.”4 Crunchbase provides two majors types of data: Information on com-
panies and data on individuals in leadership positions. We separately retrieved
both types of data as they include some non-overlapping features. For instance,
gender information is only available as a founder attribute and is absent from
the company description.

3 The pipeline problem is often perceived as the primary cause of the gender gap in
startup funding allocation, suggesting that the gap would be eliminated if women
were as interested as men in pursuing entrepreneurship. We devise and apply analysis
methods that shed light into these issues in a manner that cannot be reduced to the
pipeline problem.

4 https://www.crunchbase.com/.

https://www.crunchbase.com/
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Our final dataset is an integration of the company and founder data. We first
downloaded data of 224,000 companies and 175,000 founders with attributes of
interest to our analysis. We then combined the two datasets by matching the
Company’s Website attribute in both the founders and companies dataset to
produce a new dataset of 63,462 data points. The combined dataset contains all
the attributes of the companies and all the aggregated attributes of the founders
dataset. We dropped all rows with missing values in the key attributed (head-
quarter region, total funding raised, and industry) and obtained a final dataset
of 48,676 entries. 58.14% of the companies are led by multi-member founding
teams. It is worth noting that companies ranked higher by Crunchbase tend to
have fewer missing values.

While not all founders are present in the founders dataset, founders names
are present in the company dataset as comma separated attributes. Whenever
a founder’s gender is missing from the founder data set, we rely on a machine-
learning model for gender classification based on names.5

Another important aspect is identifying who is leading the startup. We define
the leader as either the CEO, or the sole founder for one person founding teams.
In order to determine leadership, we inspect the job titles of all of the founders
found on Crunchbase that have the company as their primary organization. We
set if the company is male or female led based on the gender of the identified
founder. Female-only and male-only companies are respectively female and male
led.

We reclassified the industries attribute values by reducing over one hundred
industries down to thirty by combining closely related industries, from amongst
which twenty industries with over 300 companies each were selected. We then
picked the first industry that each company provides as its primary industry.
The company’s headquarter region was used to identify its location.

2.2 Attribute Statistics

Before delving into extensive analysis, we share some basic statistics about the
data. As shown in Fig. 1, overall founder gender distribution of the 48,676 com-
panies in our dataset consists of 7.13% female-only companies, 80.22% male-only
companies, 3.26% mixed female-led companies, and 9.39% mixed male-led com-
panies (see Fig. 1).The average funding by gender composition is shown in Fig. 2.

Fig. 1. Number of companies of each gender composition type

5 We utilized the following name-based gender classifier: https://github.com/clintval/
gender-predictor. We retrained the model, achieving an accuracy of 97.10%.

https://github.com/clintval/gender-predictor
https://github.com/clintval/gender-predictor
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Fig. 2. Average funding by gender composition of founding teams. Values in
tens of millions of USD.

Our analysis includes 20 industries, each consisting of at least 300 compa-
nies (See Fig. 3 for the list of industries). We omit locations with fewer than
1,500 companies, resulting in three major geographic regions, consisted of North
America, Europe, and Asia-Pacific. Since 64.01% of companies are located in
North America, we also include a detailed analysis focusing on companies based
in the top four US startup hubs: Silicon Valley Bay Area, Greater New York
Area, Greater Los Angeles Area, and Greater Boston Area. Lastly, 94.84% of
the startups in our data were founded on or after the year 2000. Please see the
Appendix for additional information about the data set.

3 Data Analysis

In this section, we analyse the funding allocated to founding teams with dif-
ferent gender compositions. Results are reported across diverse industries and
geographic regions.

3.1 Analysis by Industry

We begin with an analysis of funding allocation by industry across the 20 most
dominant industries identified in our data. As shown in Fig. 3, there are far more
male-only companies than female-only and mixed-gender companies across all
industries. The industries Data, Commerce and Apps have the largest number of
companies while Gaming, Agriculture and Farming and Administrative Services
have the fewest. In all but 5 out the 20 industries, the next biggest category is
male-led, mixed-gender groups.
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Fig. 3. Number of companies for each gender composition type by industry.
All 20 industries are dominated by male-only teams.

As shown in Fig. 4, male-only and male-led mixed-gender teams receive
the great majority of funding. In particular, male-only teams receive signif-
icantly 31 times more funding than female-only teams (statistic = 11.0715,
P < 0.0001). Male-only teams also get significantly 47 times more funding
than mixed-gender female-led teams (statistic = 5.8197, P < 0.0001). Similarly,
mixed-gender male-led teams also receive significantly 8.5 times more funding
than mixed-gender female-led (statistic = 3.5987, P < 0.0001) and female only
teams (statistic = 4.2129, P < 0.0001).

Male-only teams receive more funding in 19 of the 20 industries. In 18 of the
20 industries, there is a significant difference between the amount raised by male-
only teams compared with female-only teams, the exceptions being agriculture &
farming and biotechnology, where the difference is not significant. On the other
hand, the difference between male-only and male-led is often insignificant, with
a significant difference found in only 4 of the 20 industries.

For example, in the Data industry, male-only teams get significantly more
funding than mixed female-led teams (statistic = 6.0181, P < 0.0001), and
female only teams (statistic = 4.6942, P < 0.0001), and insignificantly more than
mixed male-led teams (statistic = 0.6319, P = 0.5276). Similarly, in Commerce,
male-only teams get significantly more funding than mixed female-led teams
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Fig. 4. Total funding allocation for founding teams with different gender
composition across industries. Values in hundreds of billions of USD. Total funding
across all twenty one industries are dominated by companies founded by male-only
founders except in the Food industry where mixed-gender male-led teams raised more
funding than any other group type.

(statistic = 3.4581, P = 0.0005) and female only teams (statistic = 3.7047, P =
0.0002) and significantly more than mixed male-led teams (statistic = 2.6360,
P = 0.0084). Of the industries studies, Food is the only one where male-only
teams did not raise the largest amount of total funding, however, the differ-
ence between male-only and mixed male-led teams was not significant (statis-
tic = 0.9567, P = 0.3427).

3.2 Average Funding by Industry

The pipeline problem, the fact that fewer women engage in entrepreneurship, is
often perceived as the primary factor in the discrepancy in funding allocation.
In order to gain insight into the nature of the issue beyond the pipeline problem,
we consider the average funding allocated to teams that have successfully raised
funds, comparing the amounts raised against the gender of the founding teams.
This analysis helps gain insight while offering an accessible demonstration of a
potential gender gap to lay audiences.

As shown on Fig. 5, male-only founding teams and male led founding teams
lead in average funding, receiving the highest amount of average funding across
most industries (18 out 20). In 11 of the 20 industries, mixed-gender male-led
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Fig. 5. Average funding allocation for founding teams with different gender
composition across industries. Values in hundreds of millions of USD. Of the 20
industries, average funding is highest for mixed-gender male-led teams in 11 industries
and for male-only teams in 7 industries.

team achieve the highest average funding, compared with 7 industries where
male-only teams raise the most average funding. In industries including Food
and Administrative Services there is a substantial gap between average funding
given to mixed male-led led teams and male-only, with the mixed teams raising
a greater amount of funding.

Of the twenty industries, there are only two industries (Energy and Edu-
cation) where female-led teams receive more average funding. Notably, there
are no industries where female-only teams raise the greatest amount of average
funding. Unlike total funding, this persistent gap in average funding to star-
tups that successfully raise funds cannot be explained by low numbers of women
entrepreneurs.

Comparing companies led by women, we find that in 9 of the 20 industries
female-only teams receive more average funding than mixed-gender female-led
startups.
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Fig. 6. Average funding allocation to founding teams with different gender
composition across dominant continents. Values in hundreds of millions of USD.
All continents under consideration reveal the same raking, with male-led mixed-gender
teams receiving the highest average funding, followed by male-only teams, then female-
led mixed-gender teams, and finally female-only teams receiving the lowest amount of
average funding.

3.3 Analysis by Geography

Considering average funding allocation, shown in Fig. 6, we see the same rak-
ing by average funding allocation across all continents, with female-only teams
receiving the lowest average funding, followed by female-led mixed-gender teams,
then male-only teams, and finally mixed-gender male-led teams receiving the
highest amount of average capital.

Analyzing startup hubs in the United States, shown in 7, we discover that
in Silicon Valley and New York male-only teams receive the highest average
funding, narrowing beating mixed-gender male-led teams. LA and Boston follow
the global trend of giving mixed-gender male-led teams the highest amounts of
average funding, followed by male-only teams. In Silicon Valley, New York, and
LA, female-only teams receive the least amount of average funding, followed by
mixed female-led teams. However, in Boston, female-only teams receive more
average funding than mixed-gender female-led teams.

In summary, companies with male CEOs receive greater funding across all
continents and US startup hubs compared with companies with female CEOs.
Mixed-gender teams perform well with respect to fundraising, often better than
male-only teams, when they are led by male-CEOs.

When comparing total funding for different gender composition teams across
continents (see Fig. 8), we find that mixed-gender teams receive the great major-
ity of funding in the three continents considered. Europe appears to be exhibit-
ing the greatest preference for male-only teams, where such groups receive sig-
nificantly over 65.5 times more funding than female-only companies (statis-
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Fig. 7. Average funding allocation to founding teams with different gender
compositions across US startup hubs. Values in tens of millions of USD. In the
US, Silicon Valley Bay Area and New York allocate the highest average funding to
male-only teams, whereas male-led mixed-gender groups in Greater Los Angeles Area
and Boston receive more average funding than all other group types.

tic = 6.5061, P < 0.0001). European male-only teams raise significantly 92.9
more money than mixed female-led teams (statistic = 7.6873, P < 0.0001).
Comparing mixed gender teams, those led by men raise 15.3 more funding
than female-led groups (statistic = 2.0306, P = 0.0427). Male-only companies
in Europe raise non-significantly 6 times more total funding than mixed-gender
teams led by men (statistic = 0.6232, P = 0.5327).

In Asia-Pacific, male-only companies receive significantly over 37 times more
funding than female-only companies (statistic = 5.1950, P < 0.0001). Male-only
teams raise insignificantly over 43 times more than mixed-gender female led
teams (statistic = 1.0063, P = 0.3157). Comparing mixed gender teams, those
led by men raise insignificantly 12 times more funding than female-led groups
(statistic = 1.8761, P= 0.0611). Finally, male only teams raise 3.5 time more than
male-led mixed-gender teams, not statistically significant (statistic = 1.6322, P =
0.1032).

When looking at total funding for different gender composition teams across
US startup hubs (see Fig. 9), similar to the continental analysis, male only teams
receive the great majority of funding for the four major hubs. Silicon Valley
exhibits some of the greatest preference for male founders, with male-only com-
panies receiving significantly over 27 times more funding than female-only com-
panies (statistic = 2.9081, P < 0.0038) and significantly over 35 times more than
mixed-gender female-led companies (statistic = 2.7921, P < 0.0054).

In Los Angeles Area, male-only companies significantly receive over 23 times
more funding than female-only companies (statistic = 3.3092, P < 0.0010). Com-
paring male-only to mixed female-led companies, male-only raised insignificantly
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Fig. 8. Total funding by major geographic regions. Values in hundreds of millions
of USD. Male-only founding teams receive the greater amount of funding in all regions
considered, while female-only teams and female-led teams receive the least founding.

Fig. 9. Total funding by major US startup hubs. Values in hundreds of billions
of USD. Male-only founding teams receive the greater amount of funding in all regions
considered, while female-only and female-led teams receive the least.

over 30 times more (statistic = 1.0888, P = 0.2787). New York gives male-
only companies over 21 times more funding than female-only companies (statis-
tic = 6.8847, P < 0.0001) and over 37 times more than mixed-gender female-led
companies (statistic = 3.4533, P = 0.0006), both results being significant.

Finally, analysis of Boston area shows that male-only companies receive
about 16 times more funding than female-only companies (statistic = 1.8629,
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P < 0.0639) and about 41 times more than mixed-gender female-led companies
(statistic = 1.4243, P < 0.1599), however here the results were not significant.

4 Predictive Models

Venture capitalists? primary aim is to identify startups that will become suc-
cessful in the future. As such, machine learning models have been playing an
increasingly important role in the venture capital space (see, for example, [9,10]
and [11]).6 While predictive models can be used at any stage of investment,
the problem is particularly challenging for early stage startups, prior to the
availability of qualitative data on company performance. Prediction for later
stage startups benefit from information on factors such as revenue and growth,
making prediction significantly more accurate. On the other hand, early stage
investments, which are often pre-revenue and precede product market fit, rely
primarily on founder characteristics.

One of primary risks with the utilization of machine learning models from an
ethical perspective is the perpetuation and even amplification of existing biases.
For instance, in the context of credit markets, Black and Hispanic borrowers are
disproportionately less likely to gain from the introduction of machine learning
[12].

How much gender bias is present in startup data? To what degree does the
utilization of machine learning models stands to perpetuate, or even amplify, gen-
der bias in venture capital? We explore this direction by creating several machine
learning models based on founder characteristics, the dominant characteristics
available for early stage investments. We then analyze feature importance to
ascertain how much the predictions rely on the gender composition of founding
teams and the gender of the CEOs. Note that our exploration differs signifi-
cantly from prior work in predictive modeling for startup success, since we are
interested specifically in the importance of gender for attaining a priced funding
round. By contrast, most work in the field aims to predict startup success by
incorporating information about the startup itself, including quantitative success
indicators such as total funding raised and number of employees.

4.1 Feature Selection

In order to ascertain investor behaviour prior to having clear success indica-
tors available, we focus exclusively on founder characteristics7. However, it is
essential to avoid including features that would be heavily altered by the target
variable. For instance, social media presence stands to alter for founders who
successfully raised funding. Similarly, information regarding investments made
6 Further, many venture capital firms built their own custom models which they do

not make public in order to maintain a competitive advantage.
7 As mention above, while a gender gap exits at all startup stages, investors are most

reluctant to invest in women in the early stages, where female ventures are 65% less
likely to receive funding [4].
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by the founders is heavily influenced by their entrepreneurial success, and are as
such also omitted.

Training Features. To build the model, we first extract a set of features related
to the founders from the aggregated dataset discussed in Methodology. The
following features have been selected:

• Male Led: Boolean variable that is True if the CEO or sole founder is Male,
False otherwise

• Gender Composition: If the founding team is male-only, female-only, mixed
male-led, or mixed female-led

• Total Previously Founded Organizations: Total number of companies
previously founded by members of the founding team

• Average Previously Founded Organizations: The average number of
companies previously founded by the founders

• Has Previously Founded Organizations: Boolean variable indicating
True if any of the founders previously founded an organization

• Total Number of Exits: Total number of exit events in which the founders
participated

• Average Number of Exits: Average number of exit events for the company
founders

• Has Exits: Boolean variable indicating True if any of the founders had pre-
viously founded a company that had an exit event

• Total Number of Founders: Number of founders of the company
• Multiple Founders: Boolean variable set to True if the founding team con-

sists of two or more founders
• Same Alma Mater: Boolean variable indicating True if all of the founders

went to the same university, False otherwise
• % from Top School: Percentage of founders that went to a top 100 school

[13]
• Top School Attended: Boolean variable set to True if any of the founders

went to a top 100 school [13]

Target Feature. The goal of these experiments is to determine if a startup
reached an equity funding round based on its founders. An equity round is when
a startup sells shares of the startup in exchange for a large investment (generally
well over a million). Equity rounds are important to the life cycle of startups
largely because they provide a significant monetary influx into the company and
represents a vote of confidence from the Venture Capital community, which helps
with subsequent rounds.

We separate the dataset into two funding stage groups, pre-equity rounds and
post-equity rounds. We define pre-equity rounds as those whose latest funding
stage is an Angel Round, Pre-Seed, Seed Round, or Convertible Note. We define
post-equity rounds as those that whose latest funding stage is Series A, Series
B or beyond, or Corporate Rounds. Using that, we construct models to predict
whether a founding team has reached a priced round.
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4.2 Model Analysis

Using hyperparameter grid-search to obtain the best model of each type, we
constructed the following models: (1) Decision Tree (DT), (2) Random Forest,
(3) Logistic Regression (LR), (4) Gradient Boosted Trees (GBT), and (5) Multi-
layer Perceptron (MLP), for each of the worldwide and US data. MLP had the
highest accuracy on worldwide data, at 63.73%. Similar results were found for
US data with MLP giving the highest accuracy of 63.61%. Table 1 and Table 2
summarize the results for worldwide and US data, respectively. All models per-
formed comparably, with worldwide accuracies varying by only 0.86% (Table 1).

Table 1. Predictive model results for worldwide data.

Model AUC Precision Recall Accuracy

Decision Tree 53.30 59.90 53.23 62.91

Random Forest 53.20 59.78 53.17 62.86

Logistic Regression 52.70 61.38 52.73 63.00

Gradient Boosted Trees 53.00 60.04 53.04 62.88

Multi-Layer Percepton 53.80 63.92 53.80 63.72

Early stage predictions are known to be highly challenging. It is essential to
emphasize that no information about the companies has been provided beyond
founder features, in order to ascertain the impact of gender on early stage invest-
ing. It is unlikely that much higher accuracy is possible without incorporating
features beyond the scope of founder characteristics.

Table 2. Predictive model results for the US dataset.

Model AUC Precision Recall Accuracy

Decision Tree 54.20 58.36 54.17 60.68

Random Forest 54.70 58.90 54.70 61.00

Logistic Regression 55.80 60.97 55.83 62.08

Gradient Boosted Trees 55.00 60.15 55.00 61.52

Multi-Layer Percepton 57.60 63.63 57.59 63.61

Feature Importance in Tree Based Models. Considering feature impor-
tance enables us to ascertain how significant are gender-related characteristics
compared with other founder attributes, such as prior exits or whether founders
attended top schools. Table 3 and Table 4 detail the feature importance for the
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Table 3. Decision Tree and Random Forest feature importance for top 5
features for worldwide data. Whether the company is led by a male CEO is the
most important feature for both the decision tree and random forest models, more
important than the features addressing the number of prior exits and founders’ alma
mater.

Feature Decision Tree Feature Random Forest

Male Led 25.62% Male Led 15.50%

% from top school 18.81% Total Number of Founders 12.97%

Has Exits 18.81% % from top school 11.26%

Same Alma Mater 10.10% Same Alma Mater 9.12%

Total Number of Founders 6.99% Has Exits 7.86%

Table 4. Predictive model feature importance on US data. According to both
the decision tree and random forest models, the most important feature for reaching a
priced round in the US is whether the company consists of only male founders.

Feature Decision Tree Feature Random Forest

Male Led 19.34% Male Led 18.40%

Number of Exits 19.29% Number of Founders 13.78%

% from top school 14.81% % from top school 9.38%

Same Alma Mater 12.46% Same Alma Mater 7.91%

Number of Founders 8.22% Avg Number of Exits 7.21%

Decision Tree and Random Forest models.8 The results show that whether a
company is led by a male CEO is by far the most important feature in the deci-
sion tree model, and also the top feature in the random forest model for both
the worldwide and US-only datasets.

For the Gradient Boosted Tree (GBT) model on US data, the top 5 features
are ranked as follows: whether the founding team is male-only (14.46%), number
of founders (13.04%), percent of founders from top schools (12.03%), number of
exits (11.46%), and if all the founders have graduated from the same university
(10.07%). For the worldwide GBT model, where GBT achieved the second lowest
accuracy of the models created, the top feature is the number of founders.

In summary, feature importance analysis for the tree-based models indicates
that in most instances, for both worldwide and US-only datasets, gender is key
to fundraising success. We find that the main indicator of whether a startup will
reach a priced funding round centers on gender, either the gender of the CEO
or whether the team consists entirely of male founders.

8 We report feature importance for the interpretable tree-based models, emphasizing
that all models obtained comparable accuracy. Importance analysis for other models
are left for future work.
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5 Conclusions and Recommendations

Our analysis suggests the presence of a pervasive and substantial bias against
female-led startups across geographies and industries. Looking at average fund-
ing, where only startups that have raised funds are considered, lets us eliminate
the pipeline problem as a primary explanation for discrepancies in funding allo-
cation. The analysis reveals that, across all but 2 of the 20 industries considered,
male-led teams received the highest average funding. Across all three continents
in our analysis, North America, Europe, and Asia-Pacific, the highest average
funding went to mixed-gender teams led by male CEOs. In all three continents,
the least average funding went to female-only teams, followed by female-led
mixed-gender teams.

Among US startup hubs, Silicon Valley and New York gave the highest aver-
age funding to male-only teams, while LA and Boston gave greatest average sup-
port to mixed-gender teams led by male CEOs. As in the continental analysis,
female-only teams receive the lowest average funding, following by mixed-gender
teams with female CEOS.

Our ML-based analysis reveals gender characteristics to be of highest impor-
tance amongst founder features for reaching a prices round, in particular, more
important that traditionally prized characteristics pertaining to whether the
founders have attended top universities or had prior exits. Worldwide analysis
reveals the gender of the CEO to the most important feature. On US data,
machine learning modelling shows that the most important characteristic tends
to be whether all founders are male.

In summary, we find that across all geographic regions and the great majority
of industries, companies a male CEO have much better funding outcomes those
with female CEO. The gender of the CEO appears to be the most important
factor in fundraising. With no exceptions across geographies and industries, our
results show that startups led by male CEOs raise more money than startups
raised by female CEOs, irrespective of the gender of the rest of the founding
team. On the other hand, having women as founders but not CEOs improves
funding results in some (but not all) cases, sometimes by a substantial margin.
Across all geographies (but not all industries), female-led companies achieve
better funding outcomes when they include a male co-founder.

5.1 Implications for Machine Learning Modeling for Investment
Decisions

Our machine-learning analysis reveals that CEO’s gender to be the most impor-
tant amongst founder characteristics for attaining a priced funding round. In
particular, gender composition was found to be more important than character-
istics that are known to be prized by venture capitalists, such as the number of
prior exits or the founder’s alma mater. This surprising finding not only reveals
the primary role of gender in venture capital allocation, but also warns of poten-
tial pitfalls when applying machine learning models to investment decisions.
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Machine learning models in other spheres, such as credit markets, have
already been shown to inflate biases [12]. We recommend exercising caution
when building machine learning models for startup success prediction, in order
to reduce the impact of gender on the resultant decision making. Most impor-
tantly, features directly capturing the gender of the founders should be omitted.9

Further, we observe that features such as prior exits, while not directly cap-
turing bias, may play an important role in perpetuating it. With longstanding
low access to startup funding, women have much lower chances of having had
previous exits.

5.2 Discussion and Policy Implications

One of the most important findings of this analysis is the critical role of a CEO’s
gender for fundraising outcomes, even in mixed-gender teams. This is notable
because in startups, particularly at early stages, division of labour amongst
founder is a less clear cut than in mature companies. Thus, it unlikely that
a mixed-gender company’s performances in terms of investor returns will be
impacted on the basis of whether a male or female co-founder is designated as
the CEO.

Yet, fundraising is often handled by the CEO, making the founder identified
as such the primary link between the startup and any potential investors. Even
when other founders are present, the CEO is expected to lead the discussion
on behalf of their startup. Consequently, any bias against women, implicit or
otherwise, is likely to manifest most strongly if the CEO is female.

The critical role of the CEO in funding outcomes may thus be reduced to dif-
ferences in how investors treat men and women. Prior research points to desper-
ate treatment of men and women during startup pitches. In a study on interac-
tions at TechCrunch Disrupt in New York City, investors asked men to expand on
how the plan to reach success, whereas women were asked to defend themselves
against failure [14], which hindered women’s ability to raise funds. Notably, both
male and female investors exhibited this bias against female founders.10 Further
research is needed to elucidate the impact of implicit gender bias on fundraising
outcomes and uncover the reasons behind ubiquitous lower propensity towards
investing in female CEOs across the globe.

Our findings show that across all continents considered and some US star-
tups hub mixed-gender are given higher average funding, when they are male-led.
This likely stems from the inherent advantage of mixed gender teams. Gender
balanced teams perform better than male-dominated teams in terms of sales and
9 Gender information has been incorporated into previous ML models for startup

success, see, for example [11].
10 There is a prevalent notion that the key to eradicating gender bias in startup invest-

ing lies in increasing the number of female investors. This view is oversimplified and
potentially misleading. Both men and women are highly prone to bias against women
[15]. While increasing gender diversity amongst investors is important for a variety
of reasons, tackling gender bias against female founders calls for more comprehensive
solutions.
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profits [16], and gender diverse executives teams are 21% more likely to yield
higher financial returns [17]. The venture capital firm First Round reported that
their investments in companies with at least one female founder were mean-
ingfully outperforming their investments in all-male teams [18]. In fact, their
investment in companies with a female founder performed 63% better than their
investments with all-male founding teams [18].

The benefit of a gender diversity helps mixed-gender teams raise funding,
but only when they are led by a male CEO. The consistently lower funding
allocation, both in total and on average, to mixed-gender teams when they are
led by women CEOs points to the severity of gender bias in startup capital
allocation.

In recent years, a number of Venture Capital firms emerged with the mandate
to invest in teams with at least one female founder. However, these investment
firms tend to be (1) late stage, and (2) utilize a “follow” investment strategy,
investing only after another VC firm makes a substantial investment and sets
the deal terms. This does little to help increase the number of female founders.

Our findings suggest that importance of investing in female-led companies
to correct the gender bias in capital allocation. We recommend the formation
of venture capital firms with the mandate to invest in companies with female
CEOs. Investing in women-led, mixed-gender teams should allow investors to
benefit from the performance boost of gender diversity, while helping to correct
the long standing bias against female business leaders. Investors with expertise
to lead early stage deals applying such practiced can further reap the benefit of
early investing, receiving large equity in promising deals.

A Appendix

This appendix includes additional information on the data used in our analysis
(Tables 5, 6 and 7).

Table 5. Global startup hubs total number and percentage of companies per region

Geography # of companies Percentage

North America 30,212 62.07%

Europe 8,932 18.35%

Asia-Pacific 7,968 16.37%

Latin America 1,308 2.69%

Gulf Cooperation Council 256 0.53%

Total 48,676 100.0%
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Table 6. US startup hubs total number and percentage of companies per region

Geography # of companies Percentage

Silicon Valley Bay Area 7,611 46.98%

Greater New York Area 4,420 27.28%

Greater Los Angeles Area 2,416 14.91%

Greater Boston 1,754 10.83%

Total 16,201 100.0%

Table 7. Total and percentage of companies per industry

Verticals # of companies Percentage

Data 6,200 12.74%

Commerce 5,008 10.29%

Apps 4,789 9.84%

Finance 3,679 7.56%

Information Technology 2,822 5.80%

Health Care 2,755 5.66%

Biotechnology 2,663 5.47%

Advertising 2,442 5.02%

Consumer Electronics 2,236 4.59%

Hardware 1,826 3.75%

Education 1,690 3.47%

Content Design 1,670 3.43%

Internet 1,575 3.24%

Community and Lifestyle 1,388 2.85%

Clothing and Apparel 1,107 2.27%

Energy 884 1.82%

Food 828 1.70%

Administrative Services 729 1.50%

Gaming 613 1.26%

Agriculture and Farming 612 1.26%

Others 3,160 6.49%

Total 48,676 100.0%
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Abstract. The United States has the largest prison population in
the world with more than 650,000 ex-offenders released from prison
every year, according to the United States Department of Justice. But
even after time has been served, criminal records persist, limiting their
bearer’s ability to qualify for job, rental, loan, volunteering, and other
opportunities available to citizens. It is thus not surprising that the
US Department of Justice also reports that approximately two-thirds
of those released are rearrested within three years of release. In recent
years, many laws have been passed to shield past criminal records from
future background checks. The Second Chance Gap Initiative at the
Santa Clara University’s Law School (paperprisons.org) uses empirical
research and analysis to draw attention to the millions of Americans
that remain stuck in “the second chance gap” of being eligible for but
not receiving their second chance in the realms of expungement, reinfran-
chisement, and resentencing. In the case of criminal records, it finds that
tens of millions of people that have completed their formal sentences are
stuck in a “paper prison,”s held back, not by steel bars but bureaucratic
and related hurdles that prevent them from assessing a cleaned record.
In support of this initiative, the SCU Ethical, Pragmatic, and Intelligent
Computing (EPIC) laboratory has developed a flexible tool for ascertain-
ing expungement eligibility. The project hopes to assist those seeking to
determine if they qualify via a user-friendly web application containing
a rule engine for expungement qualification determination.

Keywords: Criminal records expungement · Digital humanity ·
Justice · Legal technology · Paper prisons · Petitioning · Rule engine ·
Second chance gap

1 Introduction

The United States has the largest prison population in the world [35]. The single
greatest force behind the growth of the US prison population is the 1971 national
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“War on Drugs” [1]. Which as of the year 2020 has resulted in 49% of the prison
population to be due to drug offences [19].

According to the United States Department of Justice, more than 650,000 ex-
offenders are released from prison every year [34]. But people released from prison
can find themselves not only stripped of their ability to provide for themselves
and their loved ones, but also with a criminal record that ensures employers,
landlords, bankers, and others can disqualify them from receiving any opportu-
nities due to a mistake they made possibly decades ago and have already served
their time or paid other penalties for. These rehabilitated members of our soci-
ety are thus only released from their physical confinements yet still trapped in a
“paper prisons” in which their criminal records precede them in job, rental, and
loan applications [6]. It is thus not surprising that the US Department of Jus-
tice also reports that approximately two-thirds of those released are rearrested
within three years of release [34].

“Over the last decade, dozens of states have enacted ‘second chance’ reforms
that increase the eligibility of individuals charged or convicted of crimes to, upon
application, shorten their sentences, clean their criminal records, and/or regain
the right to vote” [6]. On average, ex-offenders that clear their records experience
a 12% net gain in employment by the end of their first year with a clean record
[30]. But “while much fanfare has accompanied the increasing availability of
‘second chances,’ little attention has been paid to their delivery” [6]. Chien 2020
[7] defines the concept of a “Second Chance Gap” as the difference between
eligibility and delivery of one’s second chance, and measures the “second chance
gap” across a number of regimes including resentencing, reinfranchisement, and
expungement. After analyzing the laws of the 50-states and applying it to data
provided by a background check provider, it estimates that tens of millions of
people are eligible under the new laws but have not had their records expunged
[7].

Building on Chien 2020 and the Paper Prisons Project (paperprisons.org),
this paper reports on the uses of technology to help narrow the second chance
gap. The prototype helps individuals with criminal histories in the states of
Washington (WA) and New York (NY) to determine their possible eligibility
through a series of questions, and points them to the resources that are available
for them to utilize, if they wish to pursue expunging their record.

2 Terminology

This section contains legal terminology used throughout this paper, and is largely
adapted from [6].

– Charge: In a criminal case, the specific statement of what crime the party is
accused of committing (charged with) which is contained in the indictment
or criminal complaint [21].

– Conviction: A legal finding by a court that the defendant is guilty of the
crime with which he or she was charged, either through an adjudication,
default judgement, or plea.
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– Eligible: A legal determination that, based on application of the law to the
ascertainable record, a record is eligible for expungement, sealing or related
remedy.

– Expungement: The removal, sealing (defined below), or other state process
for rehabilitating one’s criminal record.

– Second Chance Expungement Gap: The number of people who are eligible for
record expungement/sealing but that have not yet taken advantage of the
enacted laws.

– Gap Sizing: The process of computing/estimating the number of people in
the expungement gap.

– Sealing: A weaker form of clearing the criminal record history in compari-
son to expungement where instead of the records being permanently deleted,
they are removed from background checks though are still available to those
connected with law enforcement. This is the usual practice for the criminal
records of under-age offenders which cannot be examined without a special
court order [32]. And can sometimes be stipulated as part of a settlement in
order to keep the terms of the settlement from public scrutiny [32].

3 Gap Sizing Methodology

Chien 2020 defines a process of “gap sizing” in order to estimate the size - in
terms of criminal histories (people), charges, and incidents - of a given second
chance gap. That process of gap sizing is summarized below in order to help
describe how it is leveraged in building the automated Tool.

Although Chien 2020 focused primarily on developing a national estimate
of the number of people eligible for relief from non-convictions, because the
consequences of convictions are more severe than non-convictions, a series of
related reports have applied the gap sizing approach described above to size the
second chance convictions gap in a number of states. At the time of this writing,
reports for the 10 states of Connecticut [14], Iowa [9], Minnesota [11], Missouri
[12], North Carolina [13], New York [15], Oregon [16], Rhode Island [10], South
Carolina [8], and Washington [17] are available. Each report follows a similar
approach as is detailed in the methodology page of the paperprisons.org [29].

Each state has its own set of laws dictating what charges are eligible for
clearance. The set of laws are first summarized into concise statements by staff
lawyers and law students of the Paper Prisons project. Concise statements of
the law are then organized into if/then logic rules, translated into Python code,
and run on the data to generate an eligibility determination for each charge in
the dataset. Lastly, using the known count of the people in the state’s criminal
history database, the eligibility size is estimated. The details of this work can be
found in [6,7], and the Methodology page of the Paper Prisons website [29].
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4 Motivation for Automation of Expungement Eligibility
Determination

The clearing of criminal records exhibits significant beneficial effects on society.
Expungement is shown to “increase wages by 25%” [2]. From a broader per-
spective, employment penalties for people with a criminal charge can cost the
country’s GDP up to $87 billion [3]. Similar benefits were apparent through
Detroit’s Project Clean Slate, which conducts a variety of initiatives to increase
expungement participation. The project found that for every $1 spent on the
project, there was a potential $3.70 return in the form of potential annualized
wage gains which translate to local, state, and federal employment tax rev-
enue. Furthermore, the financial returns on expungement programs outpaced
job training by 3.8 to 1 [22]. In an ideal world, those who are eligible to have
their records expunged should be able to do so, and their record should reflect
as such. However, this is not always the case.

In many jurisdictions, the records are sealed, rather than wholly expunged,
and retained for law enforcement purposes [24]. In this case, the records should
not be available to third parties, such as employers, but will still be retained by
the government entities involved. Furthermore, the internet presents a significant
hindrance to an offender’s ability to remove their information from the public
eye altogether. In 2009, journalist Paul Silva said, “getting out of Google’s grip
is harder than clearing the legal record – newspapers cannot be in the business
of erasing the past.” [4].

One of the key findings from Gap Sizing the 10 states aforementioned is the
sheer size of the gap in each state. A significantly large proportion of the people
with charges in each state are eligible to have their charges cleared. However,
only a small subset of people take any action to have them cleared every year.
One possible explanation for this discrepancy is the lack of awareness of this
opportunity or their eligibility as they may not have kept track of the passage
of new laws or be aware of the eligibility criteria for the state they have a record
in. Many of them may also not know that they can consult or do not have access
to advocates which can help them determine their eligibility. Given that, most
do not have the resources to consult or heir a lawyer for that purpose either.
Therefore, an automated tool that helps individuals determine their eligibility
for expungement and connects them with resources to do so, is crucial.

5 Related Work

Over the recent years several expungement eligibility web tools have been devel-
oped by advocacy groups in several states such as California, Maryland, Mon-
tana, and Texas.

California: “Clear My Record” is a free service by Code for America for helping
people with a criminal record in certain counties in California which is accessible
at clearmyrecord.org [18]. This tool is different from all the other tools delineated
below in that it is not an anonymous tool meant to allow users to determine if
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they are eligible and then connect them with resources. Instead, it starts with
a comprehensive form asking the users for their name, phone number, address,
email, etc. and then a series of questions regarding their criminal history. The
idea seems to be to immediately get the users into their database and thus be
able to guide and track their progress throughout the process. This is truly
helpful for making sure that individuals do not get lost in the system and have
an advocate to help them throughout the process. However, it may pose as a
barrier for entry. It may make individuals stop once they see the form asking
for all of their personal information as they may just want to test the tool and
see if they may be eligible but not necessarily commit to doing anything. This
will potentially pose a problem for many individuals who are in the gray area
with regard to expungement as they would not feel comfortable providing all of
their personal and criminal history information out of the fear that they may
just get a non-eligibility result in the end yet create another database record of
their unexpungable criminal history in the process.

Maryland: At the time of this writing the authors have been able to find two
separate web applications for expungement eligibility determination for the state
of Maryland:

1. The Warnock Foundation has produced an expungement eligibility deter-
mination web tool accessible at expungemaryland.org/b0 that asks yes/no
questions one at a time in order to determine whether the user is eligible to
expunge a criminal record in Maryland [33].

2. Maryland Legal Apps, LLC has created a web application accessible at
MDExpungement.com that takes a completely different approach: The web
tool asks users to enter their case number in order to get started and then
looks up their charge in a state database and determines its eligibility. This
may at first seem as an obstacle since many may not remember their case
numbers especially if a long time has passed since their incident; but Mary-
land’s judiciary provides a Public Case Search tool [26] through the state
government’s website which users are directed to use to retrieve their case
numbers for use in the expungement tool should they not remember their
case numbers. Furthermore, MDExpungement.com not only determines eligi-
bility but also helps users update any outdated information and then print,
sign, and file their application to the courthouse [28]. But that is not all, The
web tool goes one step further in allowing bulk expungements [27] meant for
use by advocates or lawyers who are trying to help groups of people clear
their records at once.

Montana: Judnich law Office in Montana which according to their website spe-
cializes in personal injury representation, DUI defense, private criminal defense
representation, and family law matters, has produced an expungement eligibility
web tool for records in Montana which is available at judnichlaw.com/montana-
expungement-eligibility [23]. The tool works by asking yes/no questions one at
a time to determine whether the user is eligible for expungement.
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Texas: “Texas Law Help” is a free and anonymous web application developed
by students of Georgetown University’s Law Center, that helps determine if
users are eligible for expungement in Texas. The web tool is accessible at Texas-
LawHelp.org [20] and works by asking yes/no questions to determine whether the
user is eligible for expungement. But the app is built as a no-code system through
the Neota Logic platform. Which means that the software is created and config-
ured through a Graphical User Interfaces (GUI) instead of being programmed.
Therefore, as all no-code systems, it has less flexibility for undergoing major
changes easily but has the advantage that it is maintainable by non-developers.

To the best knowledge of the authors, no national level tool has been devel-
oped nor attempted due to the vast complexity of the expungement law/logic
which is unique for each state. Hence, the development of a national expunge-
ment eligibility tool is a huge undertaking yet grossly overdue.

6 Paper Prison Expungement Tool

There is a necessity to research and create unique logic flows for each eligible
state in order to cater to their distinct laws. The flow logic is implemented
in Javascript and the UI is purely built by HTML and CSS. The application
accepts a JavaScript Object Notation (JSON) file for each state that is manually
assembled from the specific state laws and is used to extract the question flow
for that state. The JSON file is built as a decision tree in memory where each
tree node contains a question and each response to the question is modeled on
an edge that leads to the next node (and hence next question) until an eligible
or not eligible leaf node is reached.

For ease of development, the Expungement application is hosted on the
Heroku platform which is a platform-as-a-service (PaaS) that enables seamless
cloud based build and deployment. Currently, the tool is only functional for New
York and Washington State, but eventually the web application will be expanded
to all 50 States. The system allows for an easy translation of law based deci-
sion trees to a web application which follows the answers given to questions in
order to find whether the person is eligible for expungment of changes. There are
multiple challenges associated with carrying out this work. First, each state has
different laws regarding records relief and these laws are frequently changing.

7 Methodology

The PaperPrisons expungement tool asks a sequence of questions that deter-
mine whether individuals are eligible or ineligible to have their former criminal
records expunged. This is done through a web based application, where the
questions take a yes/no or “select all that apply” format. The user is presented
with answers that they can select. Based on the answer they selected they are
presented with a new question according to the tree diagram. This approach is
chosen because it offers the greatest ease of use. Users will often not know what
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specific charge they were given, or the technical law terms that are used to deter-
mine eligibility. However, they will have enough of an idea to accurately answer
yes/no questions regarding their charges. When there is sufficient information on
the user’s eligibility it will stop loading questions and let the user know if they
are eligible or not. To minimize the number of redundant questions that need
to be answered by the user, the questions follow a decision tree optimized for
each state based on their laws. Therefore, through the pruning of the decision
tree during the traversal through it, users skip questions that do not pertain to
their situation. For example, if a person has committed first-degree murder in
the state of New York, they do not have to provide additional details as that
crime makes them ineligible to apply for expungement or sealing of anything in
their record.

8 Implications and Impact

The punitive effects of a criminal record on a person’s ability to obtain and hold
a job are both long lasting and large in scale. Not only does a criminal record
hinder the well being of an ex-convict, it also hinders the well being of their
dependents [25].

On a macroeconomic scale, the prohibitive effects of a criminal record lowers
the overall employment rate by 0.8%, according to the Center for Economic and
Policy Research [31]. This effects up to 1.7 million workers across the country.
If this tool allows even a fraction of workers to regain their ability to work, this
will have positive effects on local economies. Of course, just because a crime is
expunged in the eyes of the law, it doesn’t mean that crime is free from the
grasps of the press and the internet. When an article is published by the press
regarding a crime, it is subject to first amendment rights, and a judge cannot
easily force the publisher to remove the article [5]. That means that after an
expungement is ordered, a crime might be removed from a state’s database,
but it is rarely truly gone. However, for the purpose of helping a rehabilitated
individual to regain their ability to obtain a job, a loan, or an apartment, a
crime doesn’t necessarily have to be removed from all records for there to be
significant positive change. Especially since the state databases are the most
important sources for background checks.

9 Work in Progress

9.1 Addition of More States

In addition to Washington [17] and New York [15], as of the time of this writ-
ing, the Paper Prisons Project has prepared reports and summaries of the law
(“concise statements”) for Connecticut [14], Iowa [9], Minnesota [11], Missouri
[12], North Carolina [13], Oregon [16], Rhode Island [10], and South Carolina [8],
making them good candidates for addition to the expungement tool. The logic
flows for these states are currently under development and once completed will
be translated into code for the addition to the expungement tool.
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9.2 Automated Expungement Paperwork Preparation

An important feature under development is providing users the option to auto-
matically fill expungement forms for their state or county courts. If the user is
willing to temporarily provide more information, the tool can help complete the
entire application for them without storing their personal data in the system.
Even though, it will be ensured that such generated forms will be as accurate
as possible, a disclaimer will warn users that they must review the provided
document and should seek help from a legal advocate before submitting it to
the court. This feature would save time for people who are planning to file an
expungement application as well as the advocates helping clients prepare such
applications.

9.3 Chatbot Functionality

A chat bot functionality is envisioned to accompany the expungement tool in
order to provide a more accessible experience for users. If a person is unsure of
their specific charge, the chat bot can ask further questions to help determine
that for them. This functionality will also provide a more efficient and dynamic
means of evaluating eligibility for users.
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Abstract. In recent years, there has been an increasing interest in the
extended reality training systems (XRTSs), including an expanding inte-
gration of such systems in actual training programs of industry and edu-
cational institutions. Despite pedagogists had developed multiple didac-
tic models with the aim of ameliorating the effectiveness of knowledge
transfer, the vast majority of XRTSs are sticking to the practice of adapt-
ing the traditional model approach. Besides, other approaches are started
to be considered, like the Learning by Teaching (LBT), but for other
kinds of intelligent training systems like those involving service robots.
In the presented work, a mixed-reality robotic training system (MRRTS)
devised with the capability of supporting the LBT is presented. A study
involving electronic engineering students with the aim of evaluating the
effectiveness of the LBT pedagogical model when applied to a MRRTS
by comparing it with a consolidated approach is performed. Results indi-
cated that while both approaches granted a good knowledge transfer, the
LBT was far superior in terms of long-term retention of the information
at the cost of a higher time spent in training.

Keywords: Mixed-reality robotic training system · Learning by
teaching · Human-Robot Interaction · Robotic teachable agent

1 Introduction and Background

The advancements experienced by the eXtended Reality (XR) related technolo-
gies over the last decade is unprecedented for this family of media. The availabil-
ity of cost-effective hardware solutions is promoting its diffusion at the consumer-
level. Thus both industry and academy are dedicating significant effort to help
XR mediums attain maturity in a variety of contexts and in fields as diverse as
engineering, arts, design, architecture, medicine, education, and many more [5].
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Since the first days, for both Virtual Reality (VR) and Mixed Reality (MR),
one application field suddenly attracting a great amount of interest was train-
ing. This is even more true nowadays were XRTSs are moving from the labo-
ratories to the industries, being more and more frequently integrated into the
companies training programs [8], especially for the practical and manual task
that could benefit from a learning-by-doing setting. Despite the growing body
of literature in the field, and the potential of the medium, the vast majority
of studies and applications stick to the traditional learning (TL) approach. In
traditional learning, a lecturer teaches something to one or more students, pos-
sibly using also additional materials such as books, blackboards, or slides. In a
common XRTS, the teacher is replaced by the piece of software (not necessar-
ily by a teacher avatar) that guides the trainee in the experience, for instance
by providing step-by-step instructions [16]. Even tough the intrinsic engaging
nature of VR and MR already boost the training effectiveness through embodi-
ment, there is so much more that can be done. Since the 50’, pedagogists have
endowed significant effort in developing didactical models to help students climb
the learning pyramids [15] effectively. On the opposite side of traditional learning
w.r.t the didactic model spectrum, there is the so-called learning by teaching.
It grounds on the näıve practice of peer-tutoring, in which students tutor other
students by teaching each other self-learned domain knowledge from traditional
(or not) sources. In spite of the fact that in normal conditions (humans teaches
humans) LBT has proven to be much more effective compared to TL [6,14],
especially for long-term retention of the acquired knowledge, it also suffers from
some drawbacks. Besides of being more inefficient (time-consuming) w.r.t TL,
the training effectiveness depends on the role taken by the student in a given
moment (teacher or tutee) and the two roles are dependable of different kinds of
feedbacks and stimuli [10,18]. The need to replace the tutee peer has led to the
rise of the so-called teachable agents (TA). These are (computer) agents that
learners can teach about a subject domain, and while doing so, gain a deeper
understanding of the subject matter [3]. In other words, the ultimate goal is
not to actually program the agent, but exploiting it to stimulate the mental
process involved in the LBT approach, letting the learner gain a better under-
stating of the topic through the process of teaching to someone else. Considering
that empathy and other several social factors [6] are crucial in the LBT, one
of the most promising implementations of teachable agents takes advantage of
service robots [20]. Robotic Teachable Agents (RTA) have been investigated by
several studies and proved to be equally or even more effective than the TL
(still employing robots) [17], and capable of activating the required mental pro-
cesses needed for an effective LBT experience [17]. Nevertheless, an intelligent
training system (ITS) using just a robotic teachable agent is usually limited in
terms of modality, being voice explanation from the learner the main (and often
only) form of Human-Robot Interaction (HRI) involved in the experience [9]. To
extend the potential of the RTA-based learning by teaching intelligent training
systems, some researchers begun to use an MR environment together with the
RTA. To now, there is a handful of studies on the topic. In a first study [11] a
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Fig. 1. Anki Cozmo

mobile robot along with a spatial MR setup was employed to teach a geometry
related topic. In the study was found that learners reacted differently based on
the social attribution feedback (positive or negative connotation, and different
subject) from the robot, suggesting that the MR environment doesn’t affected
significantly the social interaction. However, no direct comparison with a TL
version was investigated. In a second study [19] employing the same MR robotic
training platform, was studied if the physical RTA constitutes a real advantage
in terms of learning effectiveness compared to a digital replica of it (just MR)
and to a desktop-like application (no MR, no robot). This reflects a key challenge
in designing MR robotic experiences, in which the augmented content could take
over at the point that having a physical robot may be useless [13]. No significant
differences were reported among the three versions of the experience from the
learning gains point-of-view, thus indicating the announced problem could have
affected the MR intelligent training system.

With the aim of better clarifying if the MR addition could be detrimental
to the robot’s features that enable the LBT approach, and by seizing the call to
action from the research community [2,20], in this paper is presented a prelimi-
nary study to evaluate the training effectiveness of a MRRTS implementing the
learning by teaching paradigm compared to a traditional learning version.

2 Materials and Methods

The MRRTS was implemented by adopting a table-top projected spatial MR
setup together with a commercial off-the-shelf programmable toy robot.

2.1 Technologies

More specifically the Anki Cosmo1 robot was selected among others, due to its
popularity and because it has several anthropomorphic features that strengths
1 Anki Cozmo: https://anki.com/en-us/cozmo.html.

https://anki.com/en-us/cozmo.html
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its emotional connotation and supporting social behaviours (Fig. 1). The man-
ufacturer provides an official SDK2 for programming it in Python. Cozmo is a
non-holonomic robot with a minimum size of 6 × 7 × 11 cm and includes two
moving parts (in addition to wheels). A first moving part, which can be consid-
ered as the “head” of Cozmo, has one rotational degree of freedom (DOF), and
can rotate by 20◦ downward and 45◦ upward. The head of Cozmo is completed
by a “face” implemented through a 2 × 2 cm LED matrix display, which shows
a simplified anthropomorphic facial expression using eye-like animations (which
can be selected from a pre-defined list using the SDK). Beneath the display, there
is a 60◦ wide field of view 640 × 480 pixels RGB camera (although the image
accessible through the SDK is limited to a 320×240 grayscale image). A feature
of the SDK allow to use this camera to let Cozmo automatically follow the user
face (by orienting the robot and the “head” of the robot) simulating a look-at
behavior. The second moving part is a front lifter (one positional DOF, likewise
controllable through the SDK), which is primarily designed to interact with the
bundled tangible objects (interactive cubes not used in this project) but beside
of that can also be used in custom ways if programmed, for instance to simulate
a robot interaction with the projected environment [13] (tap-like animation).
Cozmo is also equipped with WiFi capabilities and a built-in speaker that could
benefit from the Text-To-Speech (TTS) functionality included in the SDK. The
SDK is designed using an event-driven approach and is rich in features (for the
sake of brevity, in this review only the subset of features that were actually used
for the implementation were mentioned).
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Fig. 2. Architecture of the MRRTS.

2 Cozmo’s SDK: http://cozmosdk.anki.com/docs/index.html.

http://cozmosdk.anki.com/docs/index.html
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Fig. 3. Setup of the MRRTs.

The whole high-level architecture of the MRRTS system exploited in this
work is illustrated in Fig. 2, and includes: Cozmo, a RGB-D camera, a projec-
tor, an Android smartphone and a PC. As said, the MR selected for the system is
a spatial MR setup, and the augmented digital contents are table-top projected.
Since this setup, depicted in Fig. 3, was selected as one of the most used one in
the literature [13], and is exploited also by already referred previous works on
the topic of LBT with RTA [11,19], just a brief description of our implemen-
tation is given in the following. The projector was mounted near the ceiling in
order to project the image on the table from the top. To improve the quality
of the projected image, the table was covered using a black cardboard of size
85 × 65 cm, which is also the size of the projected surface. Because of the fact
that was decided to provide the user with the ability to interact with the MR
environment using natural gestures [13], in the immediate nearby of the pro-
jector it was mounted a Microsoft Kinect v2. For this specific setup, both the
1920 × 1080 pixels, 30 fps RGB camera and the depth sensing 512 × 424 pix-
els camera were used. The first is used by the Wizard-of-Oz (WOZ) interface
that will described in Sect. 2.2, while the second for hand gesture recognition to
enable a touch-based interaction with the projected surface. The depth image
is processed using well-known computer vision techniques (background subtrac-
tion, depth level thresholding, opening, contour detection). The module is imple-



182 F. G. Pratticò et al.

mented using the OpenCV (v3.2) library and can detect the position of the hand
as well as its configuration (i.e. open or closed), and is able to distinguish three
touch gestures, i.e. tap, slide and drag.

Since the accuracy of Cozmo’s built-in estimated odometry isn’t sufficient for
the devised application scenario, mostly because suffering of drift related issues,
a depth image processing similar to the one used for the hand-gestures is per-
formed to endow the system with the capability of tracking the robot position
in a outside-in fashion. On average, the tracking capability of this algorithm is
Err = 0.81 ± 0.62 cm. A calibration phase (performed before the game starts)
was required to synchronize the Cozmo’s internal coordinate system with the
coordinate system used by the external tracking and by the projection, comput-
ing the required transformation matrices. Voice feedback was provided (when
requested) using the TTS capabilities of the SDK in English language. The
lecture logic and graphics were implemented using the well-known Unity game
engine (v2018.3), and were deployed to a Windows application running on the
PC. The gesture detection module and the robot control logic were instead imple-
mented in another Python application, accessing the functionalities provided by
the Cozmo’s SDK. The WOZ interface was developed using a webpage served by
Flask and written in HTML5 and Javscript language. The inter-process commu-
nication (IPC) among the modules was implemented through ZeroMQ sockets.
The Android phone is required for the SDK to work since run its runtime. The
smartphone, which has to be connected to the PC running the applications
through USB cable, communicates with Cozmo by using a WiFi network hosted
by the robot itself.

2.2 Experience Design and Implemented Variants

As said, the aim of this work is to compare the learning effectiveness of TL
and LBT didactic models in a MRRTS. To this aim, a new training experience
named MireLab was designed and implemented in two variants.

Topic. The chosen training topic for MireLab is the Thèvenin Theorem, from
the electronic engineering domain. Due to the fact that the selected target audi-
ence was undergraduate students from electronic engineering, it was necessary
to select a topic not too basic in order to keep the engagement of the partici-
pants, but also not excessively complicated such that the learners have the right
level of previous knowledge on the domain thus not being overwhelmed. In par-
ticular, are given for granted as background knowledge at least the ohm’s laws
and the Kirchhoff’s Circuit Laws. MireLab was designed by getting inspiration
from a possible lecture that could take place in an electronic laboratory thus
additional lecture material, in that case, would have been slides, paper sheet for
notes/calculation, and of course a test bench with components to assemble a
circuit and testing the acquiring knowledge.
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Common Foundation. In order to minimize the differences, both variants
exploit a common foundation about the projected environment (interface) and
robot features exploited. MireLab was designed taking into account state-of-the-
art guidelines for MR-based robotic experiences [13]. The main interface (Fig.
4a) is made of 3 areas. The first (top-left), occupying the main space of the
screen, is constituted by a whiteboard space where the circuits are created and
other information can be introduced (equation, pictures, etc.). On the right,
there is a components area, where both the robot and the user can select the
desired components for the circuit. The selection is performed using a coherent
gesture: a finger-tap for the user and a tap-animation (using the lever) for the
robot. When a component is selected, it appears on a buffer space (bottom-right)
where it can be valorized, using the dropdown list which shows coherent values.
A few additional option are available in the bottom-left button panel, such as
the possibility to erase the whiteboard or orienting the component in the buffer.
The component can be then placed in the whiteboard space by a drag-and-drop
gesture (as before coherently for both the user and the robot). Finally, when all
desired elements are on the panel, they can be connected (wiring) by clicking the
cable button and later selecting the adequate terminals of the components. There
is also a pop-up input tool that can be used as calculator or as an input tool in the
LBT variant. As already announced the robot can move all-over the projected
environment and interaction are meant to emulate the counterpart performed
by the user. Also, the robot is constantly fed with micro-choreography inputs
thus fostering the sense of a living being. The robot can communicate to the
user using the TTS features, or by showing elements on the shared projection.

Traditional Learning. In this variant, the user assumes the role of the tutee
while the robot acts as the teacher. Well established practices are implemented
in that case. The robot is controlled by the software based on an FSM logic. The
delegation pattern I-do, We-check, You-practice, is adopted from the robot as
teaching style, managing the lecture pace through milestone advancement and
feedbacks to the tutee. Hence, Cozmo explains the concept, shows and solve
example while speaking to carefully make it clear for the tutee. Moreover, it also
asks the tutee for collaboration at some points like choosing the values of the
components or removing certain elements suggested by the robot. These little
interactions are introduced in order to keep the tutee’s attention high during the
explanation resulting in a more engaging experience and active learning.

Learning by Teaching. As said, in LBT the learner (user) acts as a teacher
lecturing the RTA. To design this variant, we kept in mind that, according to the
literature, there are 4 key steps that the learner must undergo and were proved
to be effective to maximize learning gains [7]:

1. Preparing to teach (expectation to teach)
2. Explaining to others/RTA (teaching)
3. Interacting with others/RTA (Q&A, feedback to RTA)
4. Observing the RTA spending the acquired knowledge (recursive feedback)[12]
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In MireLab, for the first step, a one-sheet long paper is provided to the learner
[11,19] that has to study it on its own and prepare the lecture. The cheat
sheet, available for download3, contains a synthetic explanation of the topic
that matches the contents that are provided by the robot in the TL variant.
Its structure has been designed to suggest the learner a specific order to use
later when teaching, however some points bring a certain level of freedom so the
learner can lead the lecture in their own way. All the equations, circuits, and
images contained are referred with a numerical code. This code can be used by
the learner to rapidly add to the whiteboard these snippet elements during the
lecture, using the input tool feature.

Afterwhile, the learner uses the MireLab interface to take the lecture and
while doing so interacting with the RTA (steps 2 and 3). Hereby, the learner
uses the whiteboard to clearly explain the topic and interacts with the robot
through the voice and the MR environment. On the other hand, the robot will
follow the lesson asking questions and performing the tasks that the learner
command in order to increase its inclusion grade on the experience and not
being unnoticed [13].

Finally, a prerecorded video of the robot, solving an exercise on the lecture
topic while interacting on its own with the MireLab interface, is shown to the
learner (step 4). It was decided to use the same prerecorded video for all the
participants of the study to minimize bias.

In this LBT variant the robot is no more acting autonomously but its behav-
ior is controlled using a WOZ approach. This was decided because of the complex
interaction that the RTA is asked for, considering the fact that none to little AI
are already available for that specific purpose, and building such an AI is out of
the scope of the presented study.

Wizard of Oz: As can be seen in Fig. 4b, the WOZ interface implementation
provide the wizard with the ability to perform exactly the same actions the robot
was capable of when relying on the AI (in the TL) and, therefore, act in a compa-
rable manner. Moreover, the control of the robot is not entirely manual, but some
assisted features are provided to the wizard to both facilitate it and minimize
the interaction discrepancies w.r.t. the TL robot behavior. By remotely observ-
ing the MR environment, through the Kinect RGB camera feed, the wizard can
teleoperate the robot with keyboard and mouse input, directly controlling it or
by clicking at a point of the camera feed (in that case, the robot will automat-
ically reach the point by the shortest path). Particular efforts were devoted to
standardizing some possible frequent questions and answers that the RTA could
be in the situation to speak to the learner. The list is included in the interface
and once selected the item, its text can be edited, or multiple items combined
together, before sending the final phrase to the robot’s TTS engine. Further-
more, several predefined animations encoding different emotions and reactions

3 Input tool manual and Thèvenin’s theorem cheat-sheet http://tiny.cc/s8utsz.

http://tiny.cc/s8utsz
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can be triggered by the wizard. Finally, there has been included some buttons to
trigger specific events to the application. This capability is essential to simulate
the feeling that the robot is actually interacting with the MR environment. For
example, if the robot is asked to remove a component from a circuit it will have
to touch it performing the required gesture (double-tap) and then the wizard
trigger this event to let the system act accordingly (remove or short circuit such
component).

Fig. 4. a) The devised projected interface of MireLab and b) the WOZ interface as
seen from the Wizard point of view
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3 Experimental Results

This section presents an discusses the results of a preliminary user study that
was carried out by using the devised system to compare the training effectiveness
of the TL and LBT approach in a MRRTS scenario.

3.1 Experiment Design

The selected population of the study was the one of electronic engineering stu-
dents that met the requirements of having sufficient background knowledge but
scant about the topic (Thévenin Theorem). Therefore, volunteers were provided
with a multiple-choice screening test, that includes both theoretical questions
and practical exercise about the two aforementioned knowledge areas (10 ques-
tions on background knowledge and 5 on the topic). Only the volunteers that
scored coherently, i.e. scored greater or equal to 6/10 on background knowledge
and less than 6/10 on the topic, were accepted as participants of the study. The
so-made sample included 6 participants (all males) aged between 22 and 25 y.o.
(μ = 23.83, σ = 1.07). Due to the (desirable) learning effects, a between-subjects
design was adopted for the experiments, by randomly assigning each participant
to two equal-sized groups (TL and LBT).

Prior of being exposed to the training, all the participants were asked to
respond to a before-training questionnaire (BTQ) designed to investigate: their
previous knowledge and expertise with technologies related to those used in
MireLab; their study habits; their behavior while learning in a class; and how
familiar they are with teaching other people.

After that, the participant received a tutorial given by a confederate about
the interface and feature of the system, with tiny differences between the two
groups (mostly pertaining to the use of the snippets input tool for the LBT).

Following, participants underwent the training. In the LBT participant were
allowed to take notes on the cheatsheet while studying it and preparing the
lecture. It was given them the possibility to consult the notes while lecturing
the robot, however, they were recommended to leave it on the table (aside the
projected area) hand to have just a few quick look at it, otherwise, they could
have used the sheet as a communication barrier (by holding it in one hand)
between them and the robot, which could have been a negative impact on HRI.
In addition, they were allowed to check the notes for a maximum of 5 times, thus
preventing to superficially prepare the lecture/study. Finally, the video showing
the robot spending the taught knowledge was viewed in another room away from
the MRRTS and the robot.

Instead, for the TL no particular expedients were adopted. The time required
to complete each step was recorded for each participant of both groups.

After the training was administered a post-experience questionnaire (PEQ),
containing: all the items of the System Usability Scale tool [4]; the godspeed
questionnaire [1], to analyze the learner perception of the robot, complemented
by custom additional statement pertaining the specificities of the experiment;
and few self-efficacy items to investigate the perceived learning gains. Objective
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learning gains were evaluated later by administering a post-training test (PTT),
which is an extended version of the screening test (13 questions, including the
5 of the screening test). After that, was administered a final questionnaire (FQ)
to investigate the perceived quality of the training and the satisfaction with it.

Since one of the key advantages acknowledged by the literature to the LBT
w.r.t. TL is the enhanced long-term retention of the acquired information, a
retention test (RT) was considered in the study. Participants were asked to
answer the same quiz of the PTT after one week, during this time they were
not exposed to any information related to the topic. All the devised tests and
questionnaires are available for download4.

3.2 Results and Discussion

Collected data were analyzed using MS Excel with the Real-Statistics add-on
(v7.1). Comparative analyses were performed on the two groups using the two-
tailed Mann-Whitney U-test and, considering the limited sample size, the sig-
nificance threshold was set as p ≤ 0.10. Regarding the BTQ, no significant
differences were found between the two groups for the analyzed aspect. More
in-depth, on average participants were used to play videogames occasionally and
were very accustomed to touch screen interfaces. On the contrary, they were
little to none familiar with neither service nor toy robots. Also, 5 participants
reported teaching other people at least once a month while 1 never or rarely
(belonging to the LBT group).

About the PEQ, no significant difference was spotted about the 5 dimensions
of the godspeed questionnaire (anthropomorphism p = 0.70, animacy p = 1.00,
likeability p = 1.00, perceived intelligence p = 0.70, perceived safety p = 0.40),
suggesting that the robot behavior was perceived similarly in both groups. This
fact also seems to support the statement that the implementation adopted for
the WOZ in the LBT didn’t biased the comparison. Regarding overall usabil-
ity, according to SUS results both variants were rated as barely acceptable TL
(M = 68.3, SD = 14.6), LBT (M = 61.7, SD = 7.2), however, no significant dif-
ference was reported (p = 0.70). According to the open-feedback collected, these
relatively low scores were mainly due to the sluggish feeling of the touch surface
compared to what they were accustomed to (tablet and smartphone devices).

About the self-efficacy, it was significantly higher in the LBT (M =
4.0, SD = 0.00) w.r.t. TL (M = 3.11, SD = 0.38), as well as the partici-
pant confidence about “successfully pass a test on a thévenin’s theorem without
further training”, LBT (M = 4.0, SD = 0.00) vs. TL (M = 2.33, SD = 0.58).
Whereas, no significant differences were reported for the FQ items, suggesting
comparable satisfaction levels and perceived quality of the training.

Objective Learning Gains: Fig. 5 illustrates the objective results about learning
gains (score normalized at 10). All participants were able to successfully pass the
test after been trained by the MRRTS, independently of the group. In particular,

4 Questionnaires and Tests: http://tiny.cc/p9utsz.

http://tiny.cc/p9utsz
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Fig. 5. Objective results of the study. All scores are normalized to 10 and significant
comparisons (p-values ≤ 0.1) are marked with *

by comparing common items of the screening test and PTT (Fig. 5a) were found
significant and marked learning gains (pre-post training scores) for both groups,
meaning that both variants were effective. Also, even if the score of the full PTT
is higher for the LBT, the difference w.r.t TL was not significant (Fig. 5b). This
fact seems to encourage that the intrinsically interactive nature of MRTTS, and
a good implementation of the best practice are able to minimize the differences
between the two approaches w.r.t what happen with other mediums. However,
this result is probably influenced by the limited sample size. Nevertheless, a
significant difference is observable in the retention test (PTT scores, immediately
after training and after one week from the exposure). In that case (Fig. 5b), the
loss of information was lower in the LBT group, also, all participants from LBT
group were able to successfully pass the test after the retention period with a
minimum score of 7.7, whereas for the TL this was the maximum score obtained
and one of the participants did not reach a sufficient mark (5.4). This confirms
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that LBT is a superior approach in terms of granting long-term retention. Being
this results in agreement with previous studies on LBT, this suggests also that
the MRRTS was able to stimulate the required mental process, and that the
addition of MR was not too detrimental in that way. The Scheirer–Ray–Hare
Test applied to the retention test results highlighted that this difference can be
attributable mainly to the training approach. In fact, not significant interaction
effects were reported between the approach and the exposure time (p = 0.80),
and is improbable that this difference is only affected by the exposure time (p =
0.46), instead a striking significance was found for the training kind (p = 0.003).
Lastly, considering the efficiency of the training, our results are similar to those
obtained in previous works (Fig. 5c), being the LBT significantly more time
consuming (almost 4 times) than TL. This is for sure due to the time invested
in studying the cheat-sheet, but also largely ascribable to the higher time spent
interacting with the robot (teaching).

4 Conclusions and Future Work

In this paper was presented a study with the goal of evaluating the effectiveness
of the LBT pedagogical model when applied to a MRRTS by comparing it with
a consolidated model (TL). The select topic of the training was the Thévenin
Theorem from the electronic domain and the population of the study was one
of the electronic engineering students.

Obtained results outlined that both approaches were able to provide sufficient
knowledge transfer to the learner. In spite of the limited sample size of the
presented preliminary study, it was observed that, at the cost of a higher time
consumed in the process, students that underwent the LBT training were able
to retain the acquired information better than those trained with TL. This poses
LBT as a promising model also in MRRTS scenarios that worth the attention
of the community. That considered, future works should focus on validating the
preliminary findings with a larger sample size by encompassing also different
target populations (K-12, High School, etc.), on developing tools and AI to
autonomously control the RTA with believable and emphatic behavior, and by
investing in the direction of natural HRI which is key to improve the efficiency
and the effectiveness of this particular kind of MRRTS.
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Abstract. The aim of this project is to compare two popular machine
learning methods, a non-gradient-based algorithm such as neuro-
evolution with a gradient-based reinforcement learning on an irregular
task of training a car to self-drive around 3D circuits with varying com-
plexity. A series of 3D circuits with a physics based car model were
modeled using the Unity game engine. The data collected during eval-
uation show that neuro-evolution converges faster to a solution when
compared to the reinforcement learning approach. However, when the
reinforcement learning approach is allowed to train for long enough, it
outperforms the neuro-evolution in terms of car speed and lap times
achieved by the trained model of the car.

Keywords: Neuroevolution · Reinforcement learning · Neural
network · Evolutionary algorithm · Autonomous systems · Self driving
car · Unity · Games · Non player character · NPC

1 Introduction

Autonomous systems are capable of observing and evaluating a situation on a
complex and unstructured environment [3] and suggest the most optimal path
for the driver or in self driving cars that use image recognition and decision
making in order to function [2]. In the field of entertainment, machine learning
(ML) is capable of defining game logic and mimicking the actions and behaviour
of real players. Artificial intelligence (AI) plays an integral part of video games
where it is used for controlling non-player characters (NPCs). These can be very
simple such as ghosts in Pac-Man acting according to a certain pattern at various
stages of the game [30] to a more complex examples such as neural network (NN)
controlled drivatars in the racing series of Forza games [18]. However, some of
the most powerful AI bots such as AlphaGo developed by DeepMind require
several days of training on an extremely powerful hardware [23].
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The issue with traditional ML algorithms that use gradient-based learning
such as back-propagation is that they only work well when presented with big
enough training data and sufficient computing resources [13,16,21]. The solu-
tion to this might be a global optimizer such as the evolutionary algorithm.
Neuroevolution (NE) is an evolutionary approach that uses a genetic algorithm
(GA) for optimizing a set of weights describing a NN instead of using stochastic
gradient descent methods to train these weights. Several studies have shown that
there are cases in which NE can outperform traditional ML algorithms such as
reinforcement learning (RL) [9,17,24].

This assumption is going to be investigated in this paper by testing the
performance of a NE algorithm against a traditional RL algorithm. A simulation
is going to be performed on a series of 3D racing circuits, in Unity3D game engine,
with a task of training a car to autonomously drive around these circuits. Their
performance will be compared in terms of training time, average and maximum
speed the car reaches on these circuits and average and shortest lap time.

2 Background

2.1 Reinforcement Learning

There are three main components of every reinforcement learning algorithm:
agent, environment and reward. The agents are placed in an environment and
they can interact with it by observing the current state, taking an action and
getting a reward (positive or negative) for their action. After the reward is given
to the agent, it is again presented with the new state of the environment and it
needs to decide on its next action. After certain time, the agent starts to develop
a certain set of rules according which it acts. This strategy that is constantly
being updated is called the policy [27].

Agent always needs to consider the most immediate reward it will receive
and also what is the next state it will go into. RL agents are usually aiming to
achieve the highest long-term reward possible. This means that the agent must
sometime decide to take an action with smaller immediate reward in order to
try to survive for longer periods [5].

The process of calculation of the future rewards is done by summing up the
rewards that the agent acquired when it took a similar action at some point
before. This sum is multiplied by a variable called discount factor that is prede-
fined by the developer (between 0 and 1). This dilemma of whether immediate
or future reward should be the main focus of the agent is called the credit assign-
ment problem [5].

One way to solve this problem are value functions. The main two value func-
tions are: state-value function and action-value function. The state-value func-
tion only looks at the current state of the agent within the environment when
calculating the expected return whereas the action-value function needs to con-
sider the action as well. The policy π which could be explained as probability
π(a|s) of the agent deciding to take a certain action a when being in a state s is
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taken into consideration as well [27].

Vπ(s) = Eπ

[ ∞∑
k=0

γ + Rt+k+1|St = s

]
(1)

The above equation describes a state-value function, where Eπ[] represents
the expected return value the agent would receive if it would act according to
policy π.

Another problem associated with RL is the one of exploration versus exploita-
tion dilemma [31]. Since the RL algorithm only sees state vectors and based on
those it outputs certain action vectors that yield a reward, it sometimes might
lead to the algorithm finding solutions which are far from what is desired. How-
ever, since the agent is getting rewarded, it keeps doing the same actions. This
means that the agent is getting stuck in a local optimum. There have been several
approaches attempting to solve this issue, however, none of them are performing
consistently on every possible task [4].

Last but not least, RL algorithms have to also deal with the problem of over-
fitting. This problem occurs when the agent performs at sufficient level during
the training process, however it fails to generalize properly and fails to perform
when introduced to a new environment. The main causes of over-fitting are either
that the data used for training are not sufficient to train the agent properly, or
the agent is too complex for the given task and finds patterns in the training
data that might be just noise [5].

2.2 Neuro-Evolution

When dealing with a problem where the optimal topology of the NN is unknown
or when there is no training data available to train it with the traditional method
of back-propagation, evolutionary algorithms can be used instead as an alterna-
tive. This way, the entire topology and weights of a NN can be evolved simulta-
neously without needing to know what specific setup to use beforehand [12,24].
Neuro-evolution algorithm follows the basic steps of the genetic algorithm as
seen on the Fig. 1 where the genomes are weights of a NN [29].

Because of the nature of NE, searching for the right behaviour instead of a
value function, it tends to be more suitable for problems where state space is
continuous and high-dimensional [6,7].

Genetic Algorithms. Genetic algorithms are a part of bigger group referred to
as evolutionary algorithms that belong to the class of evolutionary computation.
The original genetic algorithm was first introduced by John Holland in 1960s
[10]. At the beginning of every GA, a random set of possible solutions with high
variability, called initial population, is generated. The algorithm then assigns a
fitness value to each member of the population based on how well it is suited as
an optimal solution to the current problem. Reproduction promotes the survival
of the fittest through a selection mechanism which favours solutions with higher
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Fig. 1. The basic neuro-evolution loop. The GA is used to evolve both neural network
topologies and weights [29].

fitness values [15]. A mutation operation ensures that the offsprings will be
significantly different from their parents, thus avoiding local minima stemming
from a premature convergence to a solution.

2.3 State of the Art

Deep Neuro-Evolution. In their paper, Such et al. [26] describe how a non-
gradient-based evolutionary algorithm can replace already established gradient-
based learning algorithms during the training phase of Deep artificial neural
networks (DNNs). Their GA was used to evolve weights of a DNN. The evalu-
ation of the approach was performed by comparing the performance of the GA
to other contemporary algorithms such as Q-learning, random search (RS) or
novelty search applied to deep RL, against a set of Atari games. The GA was
performing very well when compared to DQN, A3C and ES. There were some
games in which the GA performed significantly worse which only goes to prove
how some families of algorithms are more suitable to be used in deep RL for cer-
tain tasks. What is interesting is that the GA was able to find a better solution
to many games than DQN much quicker. Afterwards, the GA was tested against
RS to confirm that the GA is doing something more than just plain random
search. The results showed that GA outperformed RS in every single game [26].

Neuroevolution of Augmented Topologies (NEAT). This was first pre-
sented by Stanley and Miikkulainen in 2002 [25]. The idea behind NEAT is to
evolve not just weights of NNs but also their topology at the same time. This
enables NEAT to perform exceptionally well when faced with problems with
limited domain knowledge and it also makes NEAT very good at generalizing.
The process of optimizing NN with NEAT starts by producing a population of
networks with no hidden layers and weights and connections that are chosen
randomly. As the algorithm progresses, hidden layers are added through the
mutation and crossover processes of the GA [25].

Evaluation of NEAT was performed on two different tasks: simple building
of an XOR network and more complex task of balancing two poles on a cart.
In terms of the first task, NEAT produced very satisfactory results without
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any trouble. The networks produced very minimal topology. The second task
showed more noticeable advantage of NEAT. NE methods have proved to be
able to outperform standard RL methods applied to the double pole balancing
problem [17,25].

Neuroevolution as Game Mechanics. A notable example of a practical
application of NEAT is the game called EvoCommander developed by Jallov et
al. [12]. In EvoCommander, NE is used to evolve NNs, however, these trained
networks are then not used for controlling NPCs, but they are given to the
players and they can use these networks to take control of their character. There
are several behaviours that players need to train their agent to do first, such
as ranged attacks, melee attacks, fleeing, etc. [12]. This approach, called “brain
switching”, showed that the players found the game mechanics engaging in both
single-player and multi-player game modes [12].

Reinforcement Policy Learning. One of the finest examples of RL is the
bot trained to play the game of Go [22]. The game has been notoriously difficult
for AI to master. However, by combining supervised learning and reinforcement
learning, AlphaGo has been able to reach win-rate of 99,8% by winning 494 of
495 games played against other computer Go programs that were considered
as one of the strongest at that time [22]. Jaderberg et al. [11] used 3D game
Quake III Arena to concurrently train multiple independent RL agents. They
demonstrate how a RL agent can achieve human-level performance by training
on pixels and game score as inputs. Pan et al. [20] proposed a novel method
for transitioning from virtual space to real space when it comes to developing
driving policy learning with RL, and show promising results of the RL adapting
to real world driving. A project by Haarnoja et al. [8] also aimed to address
the issue with transitioning from digital simulation space to real world space.
Their approach was able to train a real-world Minitaur robot to learn a pattern
of steps in order to be able to walk and generalize without issues. Moreover,
different NE controllers, based on the concept of pro-prioception, have been
compared for efficiency in balancing 3D biped characters in the complex and
dynamic environment of a game [1].

All of the above indicate that GA tends to perform better in spaces that are
irregular and poorly characterized. On the other hand, RL algorithms feel more
comfortable at dealing with tasks that can be solved by creating a grid which
maps states to actions.

3 Experimental Setup

The entire project was created using Unity3D game engine. The circuits were
created by using the Bézier Path Creator asset from Unity Assets Store. A small
green rectangle was put at the same position as the starting position of the car
in order to determine the start/finish line. The model consists of a simple 3D car
with four wheel colliders that are used for controlling the speed and steering.
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The problem of exploitation over exploration also appeared in this project
where the agent ended up finding parts of the circuit that were wide enough
for the car to turn around and drive back to the start where it would turn
around again and head back, thus creating a policy that kept driving in a small
loop. This problem was solved by adding checkpoints to the circuits used for the
training of the RL algorithm. Adding a sequence of sub-goals has been an efficient
method for global optimization problems such as autonomous navigation [19].
By decreasing the reward for the distance traveled and instead giving the agent
a reward for driving through checkpoints, the agent learned that in order to get
higher long term reward, it needs to keep driving forward and keep collecting
rewards from checkpoints instead of driving around in the same place of the
circuit indefinitely (Fig. 2).

Fig. 2. The car placed on a circuit with its five ray-casts displayed for debugging
purposes. Bright green line in front of the car is the start/finish line (Color figure
online)

The first circuit (Circuit 1) is the simplest of the three. The surface is com-
pletely flat with no elevations and the shape of it is a plain circle. The second
circuit (Circuit 2) is also flat but it consists of multiple turns that were freely
drawn by hand. The turns vary between left and right turns as well as long and
fast corners to slow and almost 180◦ hairpins (Fig. 3).

The third and last circuit (Circuit 3) is the most complex. There are only
four turns but the first part of the circuit has a variety of successive hills with a
steep inclines and declines (Fig. 4).

3.1 Neuroevolution of an Autonomous Car Controller

For this simulation, a standard NE algorithm was used instead of more complex
such as the NEAT. The reason behind this was the fact that the aim of this
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Fig. 3. The first (left) and second (right) circuits used for the evaluation. Checkpoints
used for RL algorithm are visible as hollow rectangles with green outline only for
visualization purposes. Bright green line marks the start/finish line (Color figure online)

Fig. 4. The third circuit used for the evaluation. Checkpoints used for the RL algorithm
are visible as hollow rectangles with green outline only for visualization purposes. Bright
green line marks the start/finish line. The right image shows various levels of elevation
(Color figure online)

project was to compare training approaches. Both NE and RL use different
methods for optimizing the weights of a NN. By using NEAT, the topology of
the NN would be changed during the process as well, possibly creating unwanted
biases.

The car controller contains methods for resetting the car and its properties
when it collides with a wall, method for applying forces to the car’s wheel col-
liders in order to control the acceleration and steering of the car, method for
placing the ray-casts on the car and lastly a method for calculating the fitness
of the car.

The fitness function is based on 3 variables: the distance traveled by the
car, average speed of the car and distance readings from the ray-casts. Each of
these variables has also their own multiplier that makes it possible to assign
higher or lower importance to certain variables. Once the car collides with a
wall, properties of that particular genome are saved, it is subsequently killed
and new genome is spawned. The script for the NN builds a functioning neural
network from scratch. The output of the NN are values for actions that the car
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makes: acceleration and steering. The acceleration value is constrained to values
between 0 and 1 and steering value is constrained between −1 and 1. The acti-
vation functions used are sigmoid for acceleration and tanh for steering. Lastly,
the script for GA contains methods for creating an initial random population,
creating new population of children, sorting and picking the best members of a
population, crossover, mutation and method for when a genome dies and calls
the reset method of the car controller script. Training settings of the NE can be
seen in Table 1.

Table 1. Training settings of the NE algorithm

Initial population 50

Mutation rate 0.055

Best agents for crossover 8

Worst agents for crossover 3

Number to crossover 39

Distance multiplier 1

Average speed multiplier 0.5

Raycast multiplier 0.1

Number of raycasts 5

Number of hidden layers 3

Number of hidden neurons 15

3.2 Reinforcement Learning of an Autonomous Car Controller

The Unity Machine Learning Agents Toolkit ML-Agents, developed by Unity
Technologies, was used for this implementation [28]. The car is presented with
information about its immediate velocity on all three axes X, Y and Z, its local
position and immediate angle of its front wheels. It also receives observations
from five ray-casts that are cast from the middle of the car forward and to
the sides at 30◦ angle steps. There are two actions that the agent can perform:
acceleration and steering. The form of actions is continuous, meaning that the
action is presented to the agent in an array of floating point numbers between 0
(no acceleration) and 1 (full acceleration) for acceleration and between -1 (left)
and 1 (right) for steering. The final acceleration force applied is calculated by
multiplying the output of the acceleration action with the motor torque of the
wheels. The steering angle is calculated by multiplying the output of the steering
action with a maximum steering angle allowed for the wheels which is −45◦ to
the left and +45◦ to the right.

The agent is awarded 0.2 points every time it collides with any of the 15
checkpoints evenly distributed around each circuit. Positive reward is also given
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to the agent based on its immediate velocity on Z axis (forward and backward)
divided by 2000. A tiny negative reward is given to the agent at each step in
order to motivate it to move forward and seek higher reward. A big negative
reward of -1 point is given to the agent when it collides with any of the walls.
Hitting walls also ends the current episode, resets the agent to its initial starting
location, reward is set back to zero and new episode is started. At the start of
each episode, the agent is placed on the same position coordinates, however the
rotation of the agent is picked randomly from a range of 0 to 60◦ from its initial
rotation in order to support exploration and introduce some variation. Training
settings of the RL can be seen in Table 2.

Table 2. Training settings of the RL algorithm

Vector space size 8

Action space type Continuous

Action space size 2

Number of raycasts 5

Trainer PPO

Number of hidden layers 2

Number of hidden neurons 128

Learning rate 0.0003

Maximum steps 9.0e6

3.3 Data Collection

Training times and rewards/fitness scores were collected at the end of training
session. The trained models were then used to drive around the same circuit in
order to collect additional measurements. During this secondary data collection,
the car was first let to complete one full lap in order to acquire some speed. At
the start of the second lap, data about the car’s speed and elapsed time started
being recorded. The car was then let to drive for three more laps.

4 Results

First of all, it should be mentioned that neither NE nor RL algorithms were able
to complete the Circuit 3. Therefore, only the results from Circuits 1 and 2 are
going to be presented. The average training time of the NE algorithm on Circuit
1 was 43.42 s. The condition for successful training was met on average during
generation 7. The left graph in Fig. 5 displays the progression of the fitness
function during one of the fastest runs that performed well already during the
second generation. The average training time of the NE algorithm on Circuit 2
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was 1 min and 21 s. The condition for successful training was met on average also
during generation 7. The right graph in Fig. 5 displays run that found the right
solution quite soon during generation 4. When it came to training with the RL
algorithm, the criteria for successful training on Circuit 1 was met after 8 h and
25 min. The model went through 3950000 steps in order to reach the solution.
The top graph in Fig. 6 displays how the entropy of the model was changing. It
can be seen that the randomness of the choices was generally decreasing during
the training. The bottom graph displays the increasing rewards achieved by
the agent at certain steps. Training the model with the RL algorithm on the
more complex Circuit 2 took 15 h and 10 min. The model completed 7050000
steps until the right policy was found. The top graph in Fig. 7 shows slightly
unstable entropy in the first half of the training, however it starts to decrease
more stably in the second half. The bottom graph shows the overall increase of
the accumulated rewards of the agent, mainly in the second half of the training
period.

Fig. 5. Fitness scores across genomes during training of the NE on the first (left) and
second (right) circuit

Trained Model Results. Data collected from the trained models show that the
NE algorithm on Circuit 1 reached the best lap time of 17.52 s. The average time
after three laps was 20.16 s. Additionally, as it can be seen on Fig. 8 (top), the
maximum speed reached on Circuit 1 was 27.57 and the average speed was 20.83.
When the model trained with RL algorithm was tested on Circuit 1 it achieved
the best lap time of 15.66 s and the average lap time of 17.15 s. Moreover, the
top speed on Circuit 1 was measured at 30.57 with the average speed over all
frames being 25.66 (see Fig. 8 bottom).

The NE model trained on Circuit 2 achieved the best lap time of 31.18 s
and the average lap time after three laps was 33.63 s. The top speed reached
on Circuit 2 was 15.35 and the average speed during three laps was 12.47 (see
Fig. 9 top). The RL trained model on Circuit 2 achieved the best lap time of
32.01 s and the average lap time over three laps was 32.82 s. The maximum speed
the car reached on Circuit 2 was 18.29 with the average being 12.52 (see Fig. 9
bottom). Now that all the raw data were presented, it allows for their discussion
and reasoning of why certain algorithms behaved the way they did.
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Fig. 6. Top graph shows the change in entropy during training of the RL model on the
first circuit while bottom graph shows the change in accumulated reward

Fig. 7. Top graph shows the change in entropy during training of the RL model on the
second circuit while bottom graph shows the change in accumulated reward
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Fig. 8. Speed of the NE (top) and RL (bottom) trained car models at each frame
during three laps in play mode on the first circuit

Fig. 9. Speed of the NE (top) and RL (bottom) trained car models at each frame
during three laps in play mode on the second circuit
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5 Discussion

The difference in training times is quite obvious. The GA and in turn NE was
expected to perform better than the RL, however the difference is very sub-
stantial and noticeable. Training of the NE on Circuit 1 took 43.42 s on average
compared to 8 h and 25 min of the RL. Training of the NE on Circuit 2 took
1 min 21 s on average compared to 15 h 10 min of the RL. The NE algorithm,
through complete accident, happened to find a network that managed to drive
several laps around a circuit on its first attempt. This only goes to support the
claims and findings stated in the Background section (see Sect. 2) that NE is
more suitable for problems that are irregular and not so clearly defined. On the
other hand, comparing the lap times and speed achieved by the agents show that
the RL trained model was able to outperform the NE model in all four measured
examples. On Circuit 1, the NE model took on average 20.16 s to complete a lap
compared to 17.15 s of the RL model. Average speed on Circuit 1 was also around
20% higher for the RL model at 25.66 compared to 20.83 of the NE model. On
Circuit 2, the differences between the two models were not as noticeable. The
average lap time of the NE model was 33.63 s and the average lap time of the
RL model was 32.82 s, making the difference between them less than 1 s. The
difference is even smaller for average speed, where NE model reached value of
12.47 and RL model reached value of 12.52.

5.1 Biases

There are several factors that might have affected the way the results turned out
for both training and play parts of the algorithms. The difference in topologies
of the NNs used in both algorithms could have caused an unfair advantage of
one over the other. The NN used in NE algorithm consisted of 3 hidden layers
and 15 hidden neurons, whereas the NN used in the RL algorithm consisted of
2 hidden layers and 128 hidden neurons. Experimenting with finding a middle
ground between the two setups could have resulted in different performance
of either of the two algorithms. Additionally, the mutation rate and crossover
rate of the NE have a great impact on the ability of the NE to find optimal
solutions. Figure 5 shows how unstable the outputs of the NE algorithm are
during the training. Lowering the mutation rate or increasing the number of
better performing individuals to be used for crossover could potentially improve
the stability of the NE algorithm.

Another difference between the two algorithms is the way they are awarded
for their actions. In case of the NE algorithm, the agent is awarded the fitness
score based on the sum of various weighted variables: distance traveled, average
speed and ray-cast readings. On the other hand, the RL agents gets higher
positive reward the faster it is moving forward and passing through checkpoints.
The checkpoints were added to the RL algorithm to fight the well known issue
of RL algorithms called exploitation. However, adding them on the NE circuits
or adding rewards to the RL algorithm based on the same way as they are given
to the NE algorithm would make the comparison more fair.
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Lastly, the acceleration action of both algorithms was constrained to be
always within the realm of positive numbers. This means that the agents were
basically told that moving forward is the right and the only direction they should
be moving. If the agents would be able to reverse, the results would almost def-
initely look different. However, the problem of exploitation of the RL algorithm
becomes more prominent again. The lack of braking force also contributed to
the fact that neither of the two algorithms managed to successfully train on
Circuit 3.

6 Conclusion

The aim of this project was to see whether a neuro-evolution algorithm can out-
perform a traditional reinforcement learning algorithm when applied on a task
of training a car to drive around various circuits in terms of training time, maxi-
mum and average speed reached as well as their lap times. The results of different
metrics collected both during training and after the training during play mode
showed that while the neuro-evolution is capable of finding the optimal solution
much faster than reinforcement learning, the solution found by reinforcement
learning performs better during play mode. The speeds that were reached by
the model trained with the reinforcement algorithm as well as the lap times
were consistently better than the ones reached by the model trained with the
neuro-evolution algorithm.

Due to some inconsistencies in the implementation, neither of the two algo-
rithms managed to solve the most complex circuit that was presented to them.
Potential solutions to this problem as well as biases caused by differences in the
topologies of the neural networks and the way algorithms were awarding their
agents are going to be presented in the following section. There is definitely room
for improving both algorithms either by doing minor adjustments to the param-
eters of the algorithm or by introducing more complex and robust techniques
such as NEAT or recurrent neural networks.

7 Future Works

The very first step at improving the performance of the algorithms would be to
introduce braking to the agents. This could possibly extend the training times,
but it would most definitely benefit the agents in the long run and help in con-
quering Circuit 3. Next step would be to introduce a recurrent neural networks.
Recurrent neural networks are capable of remembering several past observations
and therefore they can deal better with temporal series of events [14]. Another
property that should be evaluated is how well the trained models adapt to new
environments. Generalization is greatly essential for a network when faced with
completely new and unknown environments. Models that fail to generalize prop-
erly very often suffer from over-fitting [5]. Last but not least, a more complex
version of the NE algorithm such as NEAT could be implemented [25].
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5. Géron, A.: Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow:
Concepts, Tools, and Techniques to Build Intelligent Systems. O’Reilly Media,
Sebastopol (2019)

6. Gomez, F., Miikkulainen, R.: Learning robust nonlinear control with neuroevo-
lution. Technical report, Technical Report AI01-292, Department of Computer
Sciences, The University (2001)

7. Gomez, F.J., Miikkulainen, R.: Solving non-Markovian control tasks with neu-
roevolution. In: IJCAI, vol. 99, pp. 1356–1361 (1999)

8. Haarnoja, T., Ha, S., Zhou, A., Tan, J., Tucker, G., Levine, S.: Learning to walk
via deep reinforcement learning. arXiv preprint arXiv:1812.11103 (2018)

9. Hausknecht, M., Lehman, J., Miikkulainen, R., Stone, P.: A neuroevolution app-
roach to general atari game playing. IEEE Trans. Comput. Intell. AI Games 6(4),
355–366 (2014)

10. Holland, J.H.: Genetic algorithms: computer programs that “evolve” in ways that
resemble natural selection can solve complex problems even their creators do not
fully understand. Sci. Am. 267, 1992 (2005)

11. Jaderberg, M., et al.: Human-level performance in 3D multiplayer games with
population-based reinforcement learning. Science 364(6443), 859–865 (2019)

12. Jallov, D., Risi, S., Togelius, J.: EvoCommander: a novel game based on evolving
and switching between artificial brains. IEEE Trans. Comput. Intell. AI in Games
9(2), 181–191 (2017)

13. Krizhevsky, A., Sutskever, I., Hinton, G.E.: ImageNet classification with deep con-
volutional neural networks. In: Advances in Neural Information Processing Sys-
tems, pp. 1097–1105 (2012)

14. Mikolov, T., Karafiát, M., Burget, L., Černockỳ, J., Khudanpur, S.: Recurrent neu-
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Abstract. Effective communication is a crucial skill for healthcare
providers since it leads to better patient health, satisfaction and avoids
malpractice claims. In standard medical education, students’ commu-
nication skills are trained with role-playing and Standardized Patients
(SPs), i.e., actors. However, SPs are difficult to standardize, and are very
resource consuming. Virtual Patients (VPs) are interactive computer-
based systems that represent a valuable alternative to SPs. VPs are
capable of portraying patients in realistic clinical scenarios and engage
learners in realistic conversations. Approaching medical communication
skill training with VPs has been an active research area in the last ten
years. As a result, the number of works in this field has grown signif-
icantly. The objective of this work is to survey the recent literature,
assessing the state of the art of this technology with a specific focus on
the instructional and technical design of VP simulations. After having
classified and analysed the VPs selected for our research, we identified
several areas that require further investigation, and we drafted practical
recommendations for VP developers on design aspects that, based on
our findings, are pivotal to create novel and effective VP simulations or
improve existing ones.

Keywords: Virtual patient · Embodied conversational agent ·
Provider-patient communication · Instructional design · Technical
design

1 Introduction

The communication between patients and doctors is a central component of
health care practice. On the one hand, good doctor-patient communication help
physicians better identify patient’s needs, perceptions and expectations [22]. On
the other hand, it is not surprising that patients rate open communication as
one of the most important aspects of their relationship with the physicians [12].
Research has shown that an effective, patient-centered communication is impor-
tant to increase patient satisfaction [17,20,24,34,39,49,61]. It can have also ben-
eficial effects on patient’s health, improving physiologic measures as blood pres-
sure and glucose levels [62], increasing understanding and adherence to therapy
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[36], and even creating a placebo effect in some cases [35]. Conversely, a poor
grasp of communication skills can be detrimental to both the patient’s and their
relatives’ health [33,34], and may lead to malpractice accusations.

Communication is a complex phenomenon that’s not restricted to the verbal
domain. As outlined in [34], there are several critical aspects that have been
subject to patients’ complaints. They include elements of non-verbal communi-
cation (e.g., lack of eye-contact, negative facial expressions, use of “improper”
prosodic features), inappropriate choice of words, lack of pauses to let patients
ask questions, lack of listening, issues with the information given, and lack of
empathy or even disrespect and poor attitudes.

Given the relevance of the problem, a primary goal in healthcare is training
clinicians and healthcare providers in developing effective communication skills.
Today, standardized patients (SP, i.e., actors who are instructed to represent a
patient during a clinical encounter with a healthcare provider) are considered
the gold standard in such training programs. SPs provide students with the
opportunity to learn and practice both technical and non-technical skills in an
environment capable of reproducing the realism of the doctor-patient relation-
ship. These simulated environments are less stressful for the students, who are
not required to interact with a real patient [18,38]. However, SPs are difficult
to standardize, since their performance heavily depend on the actors’ skills, and
their recruitment and training can become very costly [46].

A practical alternative to SPs is represented by virtual patients (VPs), i.e.,
interactive computer simulations capable of portraying a patient in a clinical
scenario in a realistic way. VPs are virtual agents that have a human appear-
ance and the ability to respond to users and engage in communication patterns
typical of a real conversation. They can be equipped with external sensors capa-
ble of capturing a wide range of non-verbal clues (user’s gestures and motions,
expressions and line of sight) and use them to modulate the evolution of the
conversation. In the field of communication skill learning, VPs have the same
advantages over SPs and are characterized by comparable learning outcomes
[53]. They are cost-effective solutions since they can be developed once and used
many times. They can be deployed as in-class or self-learning tools that stu-
dents can use at their own pace and at any place. They can also be integrated
into sophisticated software platforms that include automatic learner assessment,
feedback and debriefing sessions. Finally, VP simulations can present, with rea-
sonable accuracy, difficult or rare cases with a high degree of repeatability [65]
and, compared to SPs, are also easier to standardize [57].

VPs for provider-patient communication have been surveyed in several works.
Bearman et al. [6] conducted a systematic review on VPs focused on developing
empathy-related skills, but the Authors did not extend their analysis to commu-
nication as a whole. A more recent review [55] investigated the specific context
of pharmacist-patient counselling, focusing on the development of knowledge,
skills, confidence, engagement with learning, and user satisfaction. However, the
work did not discuss in depth the effects of specific design choices. Another
integrative review [51] focused on non-technical skills like situational awareness,
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decision-making, teamwork, leadership, and communication, but did not con-
sider the technical perspective and, like the previous one, it did not elaborate
on the impact of specific instructional or design features. Finally, the Authors of
[41] performed a systematic review on VPs focused on communication, analyzing
which features of instructional design (i.e., the definition of methods, processes
and strategies that guide learners to achieve the training objectives) and techni-
cal design (i.e., the definition of the technological components aimed to support
and implement the envisaged instructional design) are most effective in VP sim-
ulations. Unfortunately, the time span of the survey was limited to 2006–2018,
and the number of studies remaining from the application of the inclusion and
exclusion criteria was rather small (14 works, with only eight discussed in detail).

Based on the above analysis, it was our opinion that a thorough analysis of
the instructional and technical design elements as well as of the technological
components (sensory system, speech understanding, interaction devices, virtual
reality, VR, and augmented reality, AR, etc.) and related relevant concepts (like
immersion and presence) that are involved in the development of the considered
learning tools was actually missing. Hence, we tried to fill this gap through the
review reported in the present paper. Similarly to [41], our study is centered on
the instructional and technical design of VP simulations. However, we propose
a different approach to the analysis of these two components, by performing in
particular a deeper investigation of the technical aspects. Then, based on our
findings, we also identify current limitations and potentially unexplored areas
with the aim to foster further research and developments in the field.

The rest of the paper is organized as follows. In Sect. 2, the literature
review protocol is first introduced. Afterwards, Sect. 3 presents and discusses
the research results. Section 4 highlights the gaps that we identified and the
directions that future studies could take in order to address them. Finally, con-
clusions are given in Sect. 5.

2 Literature Review Protocol

As illustrated in the previous section, we performed a literature review to doc-
ument the current state-of-the-art of the use of VPs for medical communication
skill learning and to identify possible areas where further research is needed. The
purpose of this review was to understand the instructional and technical design
principles and the efficacy of these elements in achieving the expected learning
outcomes. To this end, we developed the following guiding questions in order to
help focusing information extraction.

– RQ1: What are the latest technical developments in the field of communica-
tion-oriented VPs?

– RQ2: Which instructional and technical design features are employed most
commonly in VP design?

– RQ3: Which instructional and technical VP design features are more effec-
tive for learning communication skills? And which of these features are most
appreciated by the users?
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The search process, carried out mainly between March and May 2020, started
with an automated approach targeting four scientific paper databases, namely
Scopus, PubMed, ACM Digital Library and IEEE Xplore. For each database we
performed a search based on the main and derivative keywords (virtual patient
OR (serious game AND healthcare)) AND (communication), limiting the results
to papers published from 2015 onward. The choice of this date was made with the
aim to survey only the most recent developments in the field and avoid excessive
overlaps with previous literature reviews (e.g., with [51] and [41]).

The papers found were post-processed in order to remove repeated entries
and exclude reviews, editorials, abstracts, posters and panel discussions. The
remaining 306 papers were analyzed by reading over their title, abstract, and
introduction, and classified as either relevant or irrelevant based on the follow-
ing criteria: (i) does the study relate to any of the design elements of interest
(instructional or technical)? and, (ii) does the study disclose at least some of the
design choices made by the Authors? If the answer to any of these questions was
no, then the paper was excluded. After this step, each of the 70 accepted papers
was read completely by at least one reviewer, who also assessed its quality. Its
references were also analyzed according to the aforementioned screening process.

At the end of the search process, we selected a total of 28 papers. Among
them, we identified a number of works that referred to the same VP, but in
different experimental settings or in different phases of the development pro-
cess. Since our interest was in analyzing the VP design rather than the detailed
outcomes of possible experiments, papers sharing the same VP were grouped
together, obtaining a total of 21 VPs (17 of them had not been discussed in pre-
vious surveys, and only four of them were in common with [41], namely Banszki
[4,53], CynthiaYoungVP [19], MPathic-VR [21,40], and NERVE [25,26,37]).

In order to capture the main characteristics of problems and solutions dis-
cussed in these papers, we introduced a taxonomy of terms for the instructional
and technical design elements, whose initial version was defined based on the
Authors’ expertise. Based on intermediate findings, this taxonomy was further
refined into the final one introduced in Sect. 3. All the Authors categorized the
selected VPs according to this taxonomy, and any disagreement was solved by
discussion. Finally, as a last step, we searched for references related to the open
problems and potential areas of research identified during the analysis.

3 Results and Discussion

In this section, we present the result of our research. As stated in Sect. 2, the
selected VPs have been labeled according to the taxonomy of terms summarized
in Tables 1 and 2. The definition of the identified categories (which differs to
a large extent from the one presented in [41]) is introduced in the following
subsections, where we also discuss the survey results relative to each group. We
first introduce the instructional design elements, which are connected to the
technical elements necessary to realize them; afterwards, we discuss the design
choices related to the technical and technological components of the simulations.
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Table 1. Synopsis of the reviewed VPs for each instructional design category

Instructional design

Category Subcategory Virtual patients

Structure Narrative HOLLIE [1], AtRiskInPrimaryCare [2], Dupuy [15],

CynthiaYoungVP [19], Jacklin [28,29], MPathic-VR

[21,40], Communicate! [31], Marei [44], Ochs [47],

Szilas [63]

Narrative + Problem

solving

Banszki [4,53], NERVE [25,26,37], Maicher [43],

Suicide Prevention [48], VSPR [50,52], Richardson

[54], CESTOLVRClinic [59], Schoenthaler [60],

Washburn [66], UTTimePortal [68,69], Zlotos [70]

Unfolding Closed-option HOLLIE [1], AtRiskInPrimaryCare [2], Dupuy [15],

MPathic-VR [21,40], NERVE [25,26,37], Jacklin

[28,29], Communicate! [31], Marei [44], Suicide

Prevention [48], VSPR [50,52], Richardson [54],

CESTOLVRClinic [59], Schoenthaler [60], Szilas [63],

UTTimePortal [68,69], Zlotos [70]

Open-option Banszki [4,53], CynthiaYoungVP[19], NERVE

[25,26,37], Maicher [43], Washburn [66]

Hybrid Ochs [47]

Feedback Replay feature Dupuy [15], Communicate! [31], Ochs [47], VSPR

[50,52], Zlotos [70]

Virtual instructor At-Risk in Primary Care [2], Suicide Prevention [48],

Schoenthaler [60]

Multiple session

structure

MPathic-VR [21,40]

Quantitative emotional

feedback

At-Risk in Primary Care [2], Schoenthaler [60]

Qualitative personalized

post-feedback

Jacklin [28,29], Richardson [54]

Empathy feedback CynthiaYoungVP [19]

Clinical discoveries

available

NERVE [25,26,37]

Game elements Dupuy [15], MPathic-VR [21,40], Communicate! [31],

Schoenthaler [60], UT-Time Portal [68,69]

Gamification Scoring system Dupuy [15], MPathic-VR [21,40], Communicate! [31],

Schoenthaler [60], UT-Time Portal [68,69]

Badge system UTTimePortal [68,69]

Countdown timed events HOLLIE [1]

Finally, we discuss the experimental evidences related to the effectiveness of the
identified design elements.

3.1 Instructional Design

This category encompasses various instructional design aspects implemented in
the VP scenario, such as how the VP delivers (and facilitates) learning activities
and if (and how) it provides scaffolded support to improve learner’s performance.

Structure. The structure defines the hierarchical organization and presenta-
tion of VP-related information within the simulation. According to [5], two
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Table 2. Synopsis of the reviewed VPs for each technical design category

Technical design

Category Subcategory Virtual patients

Presentation format Image HOLLIE [1], Marei [44]

Video CynthiaYoungVP [19], Suicide Prevention [48],

VSPR [50,52]

Desktop VR AtRiskInPrimaryCare [2], MPathic-VR [21,40],

NERVE [25,26,37], Jacklin [28,29], Communicate!

[31], Richardson [54], Schoenthaler [60], Szilas [63],

UTTimePortal [68,69], Zlotos [70]

Large volume display Dupuy [15], Banszki [4,53], Maicher [43],

Washburn [66]

Immersive VR Ochs [47], CESTOLVRClinic [59]

Input interface Typed HOLLIE [1], AtRiskInPrimaryCare [2],

CynthiaYoungVP [19], NERVE [25,26,37], Jacklin

[28,29], Communicate! [31], Maicher [43], Marei

[44], Suicide Prevention [48], VSPR [50,52],

Richardson [54], CESTOLVRClinic [59],

Schoenthaler [60], Szilas [63], UTTimePortal

[68,69], Zlotos [70]

Voice-controlled Banszki [4,53], Dupuy [15], MPathic-VR [21,40],

Maicher [43], Ochs [47], CESTOLVRClinic [59]

Hybrid Washburn [66]

Non-verbal Banszki [4,53], Dupuy [15], MPathic-VR [21,40],

Maicher [43], CESTOLVRClinic [59]

Distribution Standalone Banszki [4,53], Dupuy [15], MPathic-VR [21,40],

Maicher [43], Marei [44], Ochs [47],

CESTOLVRClinic [59], Szilas [63], Washburn [66]

Web-based HOLLIE [1], AtRiskInPrimaryCare [2],

CynthiaYoungVP [19], NERVE [25,26,37], Jacklin

[28,29], Maicher [43], Suicide Prevention [48],

VSPR [50,52], Richardson [54], UTTimePortal

[68,69], Zlotos [70]

Undisclosed Communicate! [31], Schoenthaler [60]

non-mutually exclusive approaches (i.e., narrative and problem solving) can be
defined. The narrative VPs are characterized by a coherent storyline, with a
focus on cause-effect decisions that have a direct impact on the evolution of the
simulation. These VPs present the patient as more than a mere collection of
data and statistics, and devote a certain degree of attention to interpersonal and
communication aspects of the provider-patient interaction. On the contrary, the
problem solving VPs are mainly used to support inquiry-based learning scenar-
ios such as teaching clinical reasoning, differential diagnosis, and history-taking
skills. These contexts do not usually concern portraying authentic communica-
tive acts, since they mainly involve making questions and observations.

Scholars and researchers recognize the power of narrative design in the cre-
ation of meaningful learning experiences [5,44]. Narrative-based simulations that
reflect the consequences of the choices and the actions made by the learner can
lead to the development of more effective VPs. In particular, for VPs used to
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teach communication skills, experimental evidence supports the value of narra-
tive design [5]. Thus, it is not surprising that all the VPs presented in the selected
works are based on this approach. Nevertheless, it is interesting to note that 10
out the 21 VPs analyzed integrate the narrative design with a problem solving
component. This component aims to teach particular skills like history-taking
(Cynthia Young VP [19], NERVE [25,26,37], Maicher [43]), clinical reasoning
(VSPR [50,52], Richardson [54], Washburn [66], UT-Time Portal [68,69], Zlo-
tos [70]), physical examinations (HOLLIE [1], NERVE [25,26,37], CESTOL VR
Clinic [59]), compilation and consultation of electronic medical records (HOLLIE
[1], Maicher [43]), and medication administration (HOLLIE [1]).

Unfolding. Given the prominence of narrative design in the development of
VPs for communication skill training, another relevant design element is defin-
ing how the narrative may unfold, and how the simulation can evolve between
different states. A preliminary subdivision can be made among linear and non-
linear narratives. In the former design, VPs have a linear path to follow and the
decisions, questions and options possibly presented to the learner do not influ-
ence the simulation outcome. It is clear that this design severely limits learning
effectiveness, and none of the works included in this survey implemented it.

On the contrary, the non-linear navigational structure of VPs offers learners
a greater flexibility, and an higher degrees of interactivity and control. In this
case, two further choices are possible. In the closed-option design, the simulation
advances to the next state by selecting one of the possible alternatives or explicit
paths offered to learners. Simulation states are organized in a hierarchical struc-
ture (similar to that of the “choose your own adventure” books), which stresses
the cause-effect relation of the user’s choices. The open-option design (sometimes
referred in the literature as “free-text” [28,30,45] or “open-chat” [26]) can be
used to develop free-form simulations where states are organized in a partially
or fully interconnected structure, and users are free to interact with the VP as
they wish, thus emulating the flow of a real conversation. As we will discuss
more in detail in Sect. 3.2, learners can formulate questions and statements by
either typing or having their speech transcribed into written words using speech-
to-text software. Then, the application parses the text and elaborates a proper
response. The VP state progression can be influenced also by non-verbal cues
such as gestures, body posture, expressions and sight.

The closed-option design characterizes most of the analyzed VPs (15), with
only four works based on an open-option design; as for the remaining, one VP
implemented both options (NERVE [25,26,37]), whereas the other one can be
considered an hybrid between the two designs (Ochs [47]). One explanation for
this result is the lower complexity of the closed-option implementation, although
some Authors [9,28] argued that a such an approach may be more suitable for
novices who, for example, may still be inexperienced about the procedures to
follow in a patient encounter. However, other works reported that many students
feel restricted by the closed-option interface [15,26,28,52], preferring either an
open-option structure or the possibility to chose between the two variants. It is
worth noting that implementing both options allows the use of the same VP in
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different educational settings. For instance, in NERVE [25,26,37], the less stress-
inducing closed-option variant is used in the learning sessions, while rehearsal
sessions leverage the less restrictive open-option setting.

Another interesting approach is the hybrid model implemented in Ochs
[47], where the user can freely interact through voice with the VP. Then, a
human facilitator selects, from a set of possible closed-options, the utterance
that semantically resembles the original phrase the most, prompting the appro-
priate response from the patient. The advantage of this approach is that it ease
the development burden of what appears to learners as an open-option VP, with
the clear disadvantage of preventing its use as a self-learning and self-evaluation
tool.

Feedback. With the term feedback we refer to any form of instructional scaf-
folding enclosed in the simulation itself (i.e., we exclude any feedback external
to the simulation, such as post-simulation debrief and reflection sessions with
mentors and peers).

Feedback can be given in many different forms, from explicit messages to
discoveries made, questions answered, and visual representations of the current
VP state.

While researchers recognize the relevance of immediate and after-action feed-
back as an essential feature in communication-based VPs [1,29,44,50,53], it is
surprising that six of the VPs surveyed (Banszki [4,53], Maicher [43], Marei
[44], Szilas [63], Washburn [66], CESTOLVRClinic [59]) do not embed any type
of built-in feedback. The remaining works take different approaches. Four VPs
(Dupuy [15], Communicate! [31], VSPR [50,52], Zlotos [70]) offer the possibility,
after the simulation is completed, to replay some of its parts and analyze the
outcome of different choices. Three simulations (At-Risk in Primary Care [2],
Suicide Prevention [48], Schoenthaler [60]) include a virtual instructor, i.e., a
virtual tutor that gives advice or feedback based on the user’s choices. MPathic-
VR [21,40] employs a multiple session structure, where the first run acts as a
learning phase, concluded by an automated and complete feedback provided by
the system, whereas the second run (set in the same scenario) serves as an evalu-
ation phase. This type of structure appears to be highly appreciated by students
since they can immediately put into practice what they learned during the first
phase, taking into account the feedback received. Two VPs (At-Risk in Primary
Care [2], Schoenthaler [60]) feature quantitative emotional feedback in the form
of an on-screen trust meter that indicates users how effective their communi-
cation choices were at building a relation with the patient. Two VPs (Jacklin
[28,29], Richardson [54]) offer learners a personalized qualitative feedback at the
end of the simulation. CynthiaYoungVP [19] uses an hybrid approach between
automated and human feedback. At the end of the simulation, the students can
access a web page containing empathy feedback and scores for each response
given, where scores are manually assigned by human experts. The approach
adopted in NERVE [25,26,37] is to inform learners about the number of clinical
discoveries and empathic responses available, thus providing inexperienced users
with useful guidelines on how to proceed with the conversation. Although it has
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not been implemented yet, the work in [25] put forth the proposition of provid-
ing “cumulative feedback” on how users are developing their skills across mul-
tiple patient scenarios. Authors suggest that this feature could both encourage
repeated use of the system and act as a motivator for performance improvement.
Finally, there is a number of VPs (HOLLIE [1], Dupuy [15], Communicate! [31],
MPathic-VR [21,40], Schoenthaler [60], UT-Time Portal [68,69]) that leverage
game elements as feedback. Since the introduction of game elements is a relevant
design feature, it is discussed in detail in the following subsection.

Gamification. The idea of introducing game mechanics in any learning expe-
rience is to make them more enjoyable and engaging. Researchers and practi-
tioners recognize that game mechanics contribute to making the learning experi-
ence more effective, fostering self-improvement and healthy competition between
peers [7,16]. The mechanics used the most in “gamified” experiences are scores,
badges and leaderboards. Scores are a quantitative and immediate form of feed-
back that acts as an extrinsic motivator to foster users to improve their per-
formance. Scoring systems can be found in Dupuy [15], Communicate! [31],
MPathic-VR [21,40], Schoenthaler [60] and UT-Time Portal [68,69]. In partic-
ular, Communicate! [31] and Schoenthaler [60] provide separate scores for each
learning goal (e.g., empathy control, language clarity, and pick up of patient’s
concerns). Such a feature can help learners to tell the areas in which they are
already proficient, distinguishing them from those needing improvement.

Badges are visual representations used in games to prove that the player
has reached an intermediate goal on his/her road to mastery. Their purpose is
twofold: they are a form of gratification to the learners, and they allow trainees
to share achievements with peers and educators. Thus, they also represent an
extrinsic motivator for improvement. In our survey, the only simulation we found
that implements a badge system is UT-Time Portal [68,69]. VSPR [50,52] fea-
tures a system of certificates issued to users at the end of each learning module
which shall be regarded as an “intrinsic-only” motivator, since there is no over-
arching structure that enables users to see each others’ achievements.

Finally, leaderboards (or rankings) are a primarily extrinsic motivator that
leverage competition with peers when they compare their performance to that
of others (it should be noted that, for highly competitive individuals, the act
of “climbing the leaderboard” can also be seen as a relevant intrinsic motivator
independent of the context). Surprisingly, despite their demonstrated benefits for
learning, in our survey, we found no example of public ranking and leaderboards.

A final note is for HOLLIE [1], which implements the very peculiar idea
of a Tamagotchi-style VP the learners have to care for (adequately, at regular
intervals and in real-time) over two weeks. Here, the leading game mechanics
(constant care over a long period) reproduces quite accurately the daily tasks of
a nurse leveraging the innate sense of responsibility in the players.

3.2 Technical Features

This category explores, from a technical perspective, the different solutions that
can support (and implement) the choices made in the instructional design, i.e.,
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which are the technical features that enable the accomplishment of the envi-
sioned learning activities. These features include the physical devices required
to guarantee the exchange of information between the learner and the system,
and the possible communication infrastructure needed to run the simulation.

Presentation Format. The surveyed works provide learners with different
types of outputs aimed to deliver VP information to the learner and present-
ing the VP itself. A first rough subdivision is between text-based and graphic
representations. In screen-based text simulators, the VP is presented mainly in
the form of a collection of text and structured data, with the possible inclu-
sion of images portraying a static patient or exam results. However, the lack
of a graphic component capable of displaying a patient that can express emo-
tions as the simulation unfolds (and, consequently, change posture and facial
expressions according to its current state) is one of the main limitations of these
approaches. Therefore, researchers started extending text-based simulations into
learning activities with a relevant graphic component.

All the VPs surveyed in this work fall in the graphic category, which can
be further classified in image, video and 3D. VPs in the image subclass are
presented through a series of static images (either photographs or drawings),
such as HOLLIE [1] and Marei [44]. Some VPs present their case using video,
either in the form of live footage (Suicide Prevention [48], VSPR [50,52]) or as
a computer-generated offline video (Cynthia Young VP [19]). However, a clear
limitation of this approach is its lack of flexibility, since the actor video cannot
be re-purposed to portray a different clinical case.

The majority of surveyed simulations fall in the 3D subclass and present the
patient and the environment as 3D models rendered in real-time. Their main
advantage is that tweaking and expanding a simulation using 3D characters can
be done in a much more modular fashion than with image and video-based VPs.
Another advantage is that the sense of immersion and presence are greater than
those that can be delivered by image and video-based VPs.

Most of the 3D approaches rely on standard desktop VR (DVR) settings
(10, namely AtRiskInPrimaryCare [2], MPathic-VR [21,40], NERVE [25,26,37],
Jacklin [28,29], Communicate! [31], Richardson [54], Schoenthaler [60], Szilas
[63], UTTimePortal [68,69], Zlotos [70]). However, since trying to maximize the
feeling of immersion and presence is extremely relevant for engaging learners
and helping them achieve the expected learning outcomes, some works integrate
(partially or fully) immersive technologies. Four of them (Dupuy [15], Banszki
[4,53], Maicher [43], Washburn [66]) take advantage of large volume displays to
portray a life-sized and more natural interaction with the patient, and CESTOL
VR Clinic [59] uses an HMD for the same purpose. In Ochs [47], three different
setups (DVR, immersive VR with an HMD, and immersive VR in a CAVE)
are compared to analyze their effect on the sense of presence. The outcome of
this experiment demonstrates that immersive environments improve the sense of
presence and perception of the VP, with the CAVE scoring slightly better than
the HMD. It should be noted, however, that while immersive VR (IVR) offers a
higher degree of immersion and presence over DVR, there are still accessibility
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issues that limit its use, in particular when the VP is intended for self-learning
and self-training.

Input Interface. This category describes the input methods through which
the user influences the unfolding of the VP simulation. In the case of typed
interfaces, user’s textual intents are entered by typing on a keyboard or selecting
an item in a predefined list of choices. Voice-controlled simulations use natural
language, which is then parsed into text through a speech-to-text module, usually
offered by external Natural Language Processing (NLP) APIs [19,43]. Finally,
the integration within the simulation of Natural User Interfaces (NUI) allows to
influence the VP state evolution through additional non-verbal input cues such
as eye contact, distance, facial expression, gestures and body posture, which can
be captured with cameras and other hardware.

Among the analyzed VPs, 14 feature a typed -only input, only five are voice-
controlled (Banszki [4,53], Dupuy [15], MPathic-VR [21,40], Ochs [47], CESTOL
VR Clinic [59]), Maicher [43] has both options, and Washburn [66] can be con-
sidered as a hybrid solution since a human facilitator transcribes the spoken
commands through a typed interface. One of the reasons behind the limited
use of voice controls is the fear, expressed by some Authors [43,47], that NLP
systems may be technically hard to implement and prone to wrong transcrip-
tions, which may lead to misunderstandings or unrecognized utterances, break
the sense of immersion and cause frustration in the user [8]. This is why some
Authors (e.g., Banszki [4,53], Ochs [47], and Washburn [66]) decided to have
a human facilitator taking over the function of the NLP module. Moreover, a
VP featuring only voice controls cannot be used by learners with speech impair-
ments [43]. However, it should be stressed that, nowadays, speech-to-text APIs
have become widely available, and their quality keeps improving; thus, prob-
lems related to imprecise transcriptions should be less and less daunting in the
coming years. As for the impaired people, a smart solution to achieve maximum
flexibility and accessibility could be to let the users choose between typed and
voice-controlled interfaces freely. It should also be noted that IVR environments
favour the use of voice-controlled interfaces over alternative solutions such as
virtual keyboards or situation-specific control boards [59], which are likely to
break the sense of immersion and presence and are often cumbersome to use.

Among the analyzed VPs, five of them support also non-verbal input, by
either leveraging NUI-based approaches (e.g., using RGBD sensors, like in
MPathic-VR [21,40] and Maicher [43], or standard RGB cameras, like in Dupuy
[15]) or having a human controller that observes the user interacting with the VP
and updates the VP’s response accordingly in terms of gestures and facial expres-
sions (like in Banszki [4,53]). However, apart from Banszki [4,53], it appears that
this information is largely underutilized to influence the VP’s behavior. In Dupuy
[15], the users’ facial expressions are detected to merely assess their emotional
state at the end of the simulation. In Maicher [43], the tracked user position is
simply used to adjust the agent’s gaze, and there is no specific mention of the
way the simulation exploits gestures. Finally, in MPathic-VR [21,40], instead of
continuously capturing non-verbal communication, learners are forced to assume
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specific expressions and poses when prompted by the system. In summary, the
above discussion highlights that sounder ways of using non-verbal inputs are
sorely needed in this particular research field.

Distribution. One relevant technological parameter of the VP simulation is
the way the application is distributed (and how learners can access it). In prin-
ciple, there are two main options. The first option is to deploy the VP as a
web-based application that can be accessed over the Internet. Such a simula-
tion often runs inside a web browser (which makes it device-independent), and
generally requires a low amount of computational resources. This flexibility can
also foster self-learning (since simulations can be accessed at places and times
convenient for the learner) and helps reduce costs (since learning can be carried
out online). However, since web-based applications are required to be portable
on many devices (including mobile ones), they generally sacrifice technical char-
acteristics and computational complexity in favour of accessibility. On the other
hand, standalone applications are deployed locally on a computer or workstation.
These simulations can implement more advanced and complex features since they
can leverage the full computational power of a dedicated machine, and integrate
external devices or sensors (such as high-quality cameras and microphones).

In our survey, we found a total of ten web-based and eight standalone appli-
cations; in two cases, this information was undisclosed in the paper, whereas in
one case (Maicher [43]), the VP was deployed in both variants. This latter work
is interesting since it shows how a standalone version can trade off some of the
flexibility of the web one with a broad array of features (such as voice control
and gesture/posture detection). The Authors observed that students were signif-
icantly more engaged with the standalone VP, whereas in the web version they
had to focus on typing and reading, which make them be less prone to notice
the subtle non-verbal cues manifested by the patient.

Nonetheless, it should be stressed that technology is advancing rapidly, and
personal devices come equipped with ever better microphones, cameras and com-
putational power, which can reduce the technological gap between (desktop-only)
standalone applications and web-based ones. Further discussions on this topic are
included in Sect. 4.

3.3 Effectiveness of Design Elements

The general effectiveness of VPs on developing communication skills has been
discussed by several Authors [41,51,55]. A common complaint in VP-related
literature is the lack of a standardized terminology that, coupled with a con-
siderable heterogeneity in study design, makes the retrieval and evaluation of
relevant works a troublesome task. Despite this situation, both [41] and [51]
concluded that, when appropriately contextualized in a well thought out edu-
cational context, VPs are indeed useful for developing, practising and building
confidence about communication and other skills like, e.g., decision making and
teamwork.

Based on these findings, one possible question arising from our review is if the
surveyed papers provide pieces of evidence about the effects on learning outcomes
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and efficacy of the simulation of the different instructional design elements and
the technical features available. Unfortunately, the answer is negative. In most
of the analyzed works, the Authors reported only users’ feedback or comments
about a particular element/feature, and a direct comparison between different
design choices is missing. The only notable exceptions are three. The first one
is represented by [47], in which different presentation formats were assessed,
showing that immersive VR technologies yield superior results when compared to
non-immersive ones. The second one concerns the distribution method [43]. The
Authors found that a standalone application can provide a considerably higher
level of engagement than its web-based counterpart thanks to the possibility to
leverage advanced technical features (voice-controlled input and large volume
displays) to increase immersion and focus on the task at hand. The third one
compared closed and open-option unfolding designs, highlighting the advantages
and disadvantages of each variant [26].

4 Open Areas of Research

The surveyed papers show that, despite exciting results obtained, fully under-
standing how to develop effective VPs for patient-doctor communication training
requires further work. Reasons are related to the fact that either the technolog-
ical components have not been fully explored yet or results are still inadequate
to fully assess the effectiveness of different design approaches. Thus, in this
section, we briefly discuss some open problems and present areas requiring fur-
ther research.

Assessment of Design Elements. As discussed in Sect. 3.3, the current lit-
erature lacks a thorough evaluation of the effectiveness of alternative designs.
This observation highlights the fact that further work has to be done to develop
a better understanding of instructional elements and technical features that VP
simulations can offer in order to achieve the desired learning outcomes.

Scope. Another comment can be made on the specific communication learning
context. While several core skill domains jointly contribute to a patient’s health
and satisfaction (like relationship building, information gathering, patient educa-
tion, shared decision making and breaking bad news [56]), most of the surveyed
VP simulations focus only on one specific domain. This observation highlights
the need to develop novel approaches capable of addressing simultaneously the
multiple communication challenges one has to face when interacting with a real
patient, thus helping to improve the overall learner’s communication skills.

Authoring Tools. Implementing VPs is a cumbersome and complicated pro-
cess, which requires taking into account several different elements (NLP, emo-
tion modelling, affective computing, 3D animations, etc.), which, in turn, involve
specific technological and technical skills. Usually, the development of a VP is
a cyclical process of research, refinement and validation with experts that can
take a considerable amount of time [58]. Thus, there is the need to develop sim-
ple (and effective) authoring tools that can allow developers to support clinical
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educators in the rapid design, prototyping and deploying of VPs in a variety of
use cases. Examples of authoring tools for narrative-style VPs with 3D graphics
are very scarce in the literature. The work presented in [31] integrates a scenario
builder that allows clinical educators to design the unfolding of their cases. This
authoring tool exploits a domain reasoner where the response of the virtual agent
is determined not only by the previous dialogue that the user chose, but also
by other parameters like the agent’s current emotional state. However, this tool
lacks the possibility to customize the virtual environment or the VP’s aesthet-
ics. The NERVE VP [25,26,37] is built upon the Virtual People Factory [58], a
web application that enables the users to build conversational models using an
un-annotated corpus retrieval approach based on keyword matching. Another
interesting example is SIDNIE (Scaffolded Interviews Developed by Nurses in
Education [14]). This tool allows clinical educators to edit the patient’s medical
status, dialogue options and physical appearance. However, to our knowledge,
SIDNIE has not been deployed in any publicly available form, and appears to
be aimed exclusively at nurse training scenarios.

In other application areas (such as building clinical skills and problem-solving
abilities), the extensive use of tools such as DecisionSim, OpenLabyrinth and
Web-SP [13] is a clear demonstration of the fact that an easy-to-use author-
ing tool is a determinant factor for the success of a VP application. However,
compared to these areas, the specific context of patient-doctor communication
training involves more complex systems, with 3D visuals and branched narratives
offering a more realistic interaction, which makes the development of authoring
tools in this area much more challenging [64].

Emerging Web Technologies. In the previous sections, we highlighted that
personal devices are coming with better and better hardware and computa-
tional power, thus helping to narrow the gap between standalone and web-based
applications. Another contribution will inevitably come from recent advances
in web-based technology, like, e.g., WebXR1. WebXR is a device-independent
framework that allows users to develop and share VR and AR applications over
the Internet, with considerable support for different hardware and web browsers.
In addition, game-streaming platforms such as Google Stadia2 are a very promis-
ing workaround for the limited computational capabilities of personal devices.
With these platforms, the bulk of the computation is processed on the server side,
then the pre-rendered output is streamed to the final user’s device. The imple-
mentation of such technological solutions in the immediate future will enable
the applications to combine the accessibility of current web-based software with
the computational complexity of standalone applications run on a dedicated
machine.

Multiple Virtual Humans. Interacting with a relative or another health
care provider are considered crucial aspects of a clinician’s communication
skills [23,34]. However, VP simulations usually include only two actors: the

1 https://www.w3.org/TR/webxr/.
2 https://stadia.google.com/.

https://www.w3.org/TR/webxr/
https://stadia.google.com/
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learner (possibly represented by an avatar) and a unique Non-Playable Char-
acter (NPC), i.e., a virtual human not controlled by the trainee that represents
the patient. The only two examples that include more than one NPC besides the
patient are the Medical Interview Episode of the UTTimePortal [68,69] (which
incorporates a patient and a caregiver), and MPathic-VR [21,40] (which includes
a patient’s relative and a nurse). Beyond this observation, we should also note
that another interesting future development (still untouched in the field of VPs
for patient-doctor communication skills, to the best of our knowledge) could be to
provide the possibility of interacting (within the simulation) with other human-
controlled avatars, in a way similar to that proposed by approaches focused on
inter-professional communication in emergency medical situations [3].

Immersive VR and AR. There is a general understanding among researchers
that increasing the level of immersion and realism of the simulations (e.g., using
large volume displays, HMDs, spatialized 3D audio, higher fidelity graphics and
animations) leads to more believable human-computer interactions [10,32], which
in turns help improve the users’ communication and empathic skills [47,67] and,
ultimatley, the learning outcomes in general [42]. However, surprisingly, the use
of IVR technologies in this specific context appears to be quite limited. Only
two VPs out of 21, i.e., Ochs [47] and CESTOL VR Clinic [59], mention the use
of IVR, and AR appears to be completely unexplored. The primary obstacles
to the adoption of IVR or AR in VP simulations seem to be the complexity,
challenges and costs of development steps [67].

Fortunately, things are going to change rapidly. In recent years, the avail-
ability and quality of VR devices have increased considerably, and their cost has
decreased dramatically. These factors contribute (together with the availability
of high-end development platforms such as Unity or Unreal engine) to reducing
overall costs and efforts for developing IVR and AR applications. Furthermore,
IVR offers currently a truly immersive, unbroken environment that can shift
the cognitive load directed on imagining oneself “being there” in VR towards
solving the task at hand. In turn, higher immersion and visual fidelity can have
positive effects on learning [11,27]. Thus, we expect that, soon, VR and AR will
contribute to improving the state of the art in this research field.

Fully-Fledged Non-verbal Input. In our opinion, this is a major lack in cur-
rent designs. The unfolding of the simulation’s narrative should be dictated (in
tandem) by both user’s verbal and non-verbal behaviours. To this end, develop-
ers of future VPs should attempt to fully leverage non-verbal cues as a factor
that actively influences the state of the agent. For instance, the same utter-
ance should have a different outcome if the user maintains eye contact with the
patient, looks in another direction, and is fidgeting or exhibiting an incoher-
ent facial expression. The extraction of para-linguistic factors such as tone of
voice, loudness, inflection, rhythm, and pitch can provide information about the
actual emotional states of the other peer in the communication. Prosody must be
addressed with great attention since it is one of the main ways to express empa-
thy and can have a considerable impact in increasing patient satisfaction [34].
Thus, computational mechanisms capable of extracting these variables from the
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analysis of the user’s voice are sorely needed. The same para-linguistic factors
should be also available to modulate the VP response according to its emotional
states. In fact, one of the problems with present text-to-speech libraries is that
they pronounce everything with the same tone, which makes it impossible to
communicate feelings through voice.

5 Conclusion

In our research we found many different examples of VPs focused on provider-
patient communication and various approaches to their design. However, we feel
that there is not a single VP that realizes the full potential of this learning
tool. Some research areas still need to be explored further. The broad range of
educational use cases in healthcare suggests that VP applications should be as
modular and adaptable as possible. Effective and user-friendly authoring tools
are very rarely implemented while being, in our opinion, a crucial feature to
ensure the adoption of a VP simulation by clinical educators. The use of tech-
nologies such as VR, AR, and advanced NLP also needs to be explored more
in depth, as they may give VP simulations the edge they need to be effectively
used in daily practice. We also feel that recent developments in web-based tech-
nologies will also reduce those compromises between accessibility and advanced
technical possibilities that today are still required in many situations.
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Abstract. In recent years, Augmented Reality (AR) technology has been adopted
in various fields. The development of handheld devices (HHD) such as smart-
phones and tablets gives people more chances to use AR technology in their daily
lives. However, AR applications using head-mounted devices (HMD) such as
Microsoft HoloLens or Magic Leap provide stronger presence experiences than
HHD, so that users can immerse themselves better in AR scenarios. While cur-
rently there already exist prototypical examples of HMD in museum contexts,
widely used interaction patterns are not yet well established, although they would
play an important role for accessibility by large user groups. This paper explores
existing and potential interaction patterns for guided tours in museums, led by
the question how to reconcile AR interaction patterns on HHD and HMD. We
use an existing museum showcase for handheld AR from the project “Spirit” to
transfer its interaction patterns to an HMD, such as the MS HoloLens. Technical
constraints and usability criteria regarding the potential overlaps and applicability
have been analyzed in this paper.

Keywords: Augmented Reality · Handheld devices · Head-mounted devices ·
User interaction patterns · User experience design · Cultural heritage

1 Introduction

In recent years, smart technologies have changed not only working environments, but
also private use of gadgets for living and entertainment. For example, the emergence of
Augmented Reality (AR) technology evoked higher expectations for visit experiences
in museums and exhibitions. However, while people benefit from new technologies,
they are also under pressure to use them properly. Therefore, providing reasonable and
understandable interfaces and interaction patterns to enhance the usability of AR devices
is important, especially for laypersons.

For tour guide applications and storytelling in a cultural heritage context, such as
in a museum, AR applications have been researched for decades and recently already
produced for the App market. Most of these applications are developed for handheld
devices (HHD) like smartphones or tablets, which are available off-the-shelf. However,
head-mounted devices (HMD) such as Microsoft HoloLens or Magic Leap provide a
much stronger immersive presence experience than handheld AR, while more directly
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exploring the digitally enhanced natural environments, making use of more integrated
sensors, including gesture and speech input. Thus, although HMD-AR so far has been
successfully applied mainly to hands-free maintenance and assembly support applica-
tions, there is only little established common-sense regarding interaction patterns for
guided tours. There is a gap between existing scenarios of handheld AR for laypersons
and head-mounted AR for professional work, which still needs further investigation.

Our applied research goal in the long run is to develop AR content that can be shared
between HHD and HMD. The contribution in this paper is to first identify possible
interaction patterns for both HHD and HMD by analyzing their interaction styles and
technical affordances based on cultural heritage related use cases. Further, we use an
existing museum showcase for handheld AR to discuss the possibility and challenge
of transferring its interaction patterns to a head-mounted AR device like the HoloLens.
We analyze technical constraints regarding their potential overlaps and applicability and
identify gaps for further research.

2 State of the Art

AR technology has been investigated by various industries in the past decades. Marker-
based AR technology is widely used on handheld devices; its technical solutions of
mixing the digital content with the real world are successfully explored in entertainment
[1], production [2] and cultural heritage context [3]. One step in the development of AR
applications is interaction design. Pattern approaches have been taken by many software
developers and designers to identify and solve problems in the development phase [4–
6]. For AR based guided tour applications, many researchers explored the potential
possibilities of AR technology in the cultural heritage context with HHD [7]. However,
HMD interaction design approaches are not yet sufficiently explored in this application
area. While it is often postulated that HMD-based AR enriches user experience by
engaging and motivating their imagination through interactive storytelling, gaming and
learning [8], there are not many prototypes nor design guidelines that can be used if a
new project starts. The technology potential of HMD for cultural heritage recently just
gains interest in avant-garde artistic research projects [9, 10], while general interaction
patterns are not discussed yet in these.

This paper is concerned with comparing interaction patterns used in exhibitions,
museums, or cultural heritage learning, exploiting the possibilities of the HoloLens. In
Sect. 3, we compare interaction styles and technical solutions of both HHD and HMD
based on cultural heritage related use cases. In Sect. 4, we use an existing showcase from
the “Spirit” project [11] to analyze the possibilities of transferring its digital content from
HHD to HMD.

2.1 Interaction Patterns

Although many researchers believe that so-called natural user interfaces can ease dif-
ficulties to use a new product, people often still must learn basic interaction methods
when facing a new interface. [12] Thus, as HHD-based AR applications become more
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and more popular in daily life, providing understandable interfaces and more widely-
used interaction patterns for laymen has become an important topic for development
teams.

The first pattern theory was introduced by Christopher Alexander in the 1970s. The
purpose of his pattern language was to provide laypersons with a vocabulary to explain
their ideas anddesigns, and to communicatewith professionals in the architecture domain
[13]. Baltzer et al. adopted the pattern theory fromAlexander for their interaction pattern
analysis. They point out that patterns are approved solution strategies to repeat known
problems and describe the core of the solutions in a way that can be used repeatedly
in our daily life [4]. Thus, from the conclusion of Baltzer et al., creating an interaction
pattern requires application designers to identify repeatable problems and solutions from
a certain task.

In general, the user manipulates the interface with certain interaction styles such as
click, swipe, pinch, etc., and it often requires a sequence of repeatable manipulations to
finish a specific task. As a pattern offers a vocabulary to explain the problem and solution,
an understandable interaction pattern can for example offer a meaningful metaphor that
helps users to remember multiple complex manipulations [14].

Understanding use cases can also help designers and software developers to invent
new interaction patterns. Constantine [15] points out that from the view of software
developers, use cases guide the design of communicating objects to satisfy functional
requirements, and use cases provide a straightforward and logical means for modeling
workflow.Rumbaugh [16] also indicates that a use case is a sequence of actions, including
variant sequences and error sequences. Therefore, we conclude that interaction patterns
offer meaningful metaphors to explain the actions within use cases.

In AR application design, actions within use cases aremainly formulated by physical
interaction styles and technical solutions. For instance, users need to understand whether
they should tap on a screen or move their device to finish a certain task, and, if they will
use marker recognition or location detection to activate the digital content. Thus, to
create a meaningful metaphor for an interaction pattern, related interaction styles and
technical solutions of both HHD and HMD must be explained at the beginning.

3 Comparing Interaction Styles and Technical Solutions of HHD
and HMD with Cultural Heritage Use Cases

Research results from Constantine [15] and Rumbaugh [16] suggest that workflows of
use cases are often differentiated by different technical solutions. Besides, interaction
styles are another important factor that influence the workflow [15]. Therefore, interac-
tion styles and technical solutions from both HHD and HMD will be discussed in the
following.

3.1 General Interaction Styles of HHD and HMD

Since smartphones become popular in our daily life, screen-based interactions have been
investigated by many researchers. For the handheld device, the user interacts with digital
content mainly via press (touch), swipe, pinch, etc. The HMD (such as the HoloLens)
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offers new interaction styles to manipulate 3D content. According to the Microsoft
Mixed Reality design guideline [17], three interaction models have been proposed for
developers: hands and motion controllers, hands-free, and gaze and commit. The user
interacts with the digital content via various gesture controls such as “air tap”, “tap and
hold” or with voice input like saying “select” or “back”. Yet the different interaction
styles from HHD and HMD may share similar manipulation actions in the same task.
For example, while the user manipulates digital content on a tablet by "touch" and select,
on HoloLens the user will use “air tap” for selection instead. Other important hardware
aspects are that the HoloLens and tablet (depending on its configuration) may indeed
share some of their internal equipment and sensors, such as a display, sound in/output,
camera, and movement tracking/gyroscope. Each platform has specific hardware solu-
tions and restrictions that influence the potential implementations of interaction styles
(see Fig. 1).

Fig. 1. Overlaps and differences in hardware design relevant for interaction.

Although the HoloLens provides different interaction styles such air tapping and air
scrolling, these interaction styles share similar logical input methods with those from a
tablet. Thus, it should be possible to adopt at least some use cases from a tablet for a
HoloLens. However, the HoloLens also offers new input methods, for example “Gaze
and Dwell” by analyzing head position and gaze direction. For a specific use case such as
selecting an object in 3D space, the HoloLens then provides more options to manipulate
digital content.

3.2 Technical Solutions of Mixing Virtual Objects with the Real World

Augmented Reality is able to integrate the perception of interactive 3D virtual objects
within the impression of users’ real surrounding environments in real-time [18]. Marker
recognition is just one solution to trigger and position AR content within the physical
world. To get an overview of the existing market solutions of mixing digital content
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with the physical world for HHDs, we recently compared and tested 80 popular AR
applications with several kinds of categories from App stores.

The result shows the following: Out of 80 applications, 29 used visual marker recog-
nition to trigger content; for example the OTE Museum AR application shows further
information about an artefact when the marker is triggered by the camera. 4 applications
used face recognition to show AR content; for instance, Instagram uses face recognition
to overlay virtual effects once a face is identified. 36 applications used surface detection
to let users place AR content by tapping on the screen, while the camera is directed at
(mostly) horizontal planes; one example is IKEA Place that requires user to identify a
suitable surface to place digital furniture augmenting their home. 11 applications used
location detection; such as Car Finder AR that shows a 3D icon to guide the user to the
parking place. Table 1 provides an overview.

Table 1. Four technical solutions to apply AR content on HHD

Technical solution Steps Example application

Marker recognition 1. Activate the camera
2. The camera focuses on the target

marker (or Image)
3. Showing related digital content

OTE Museum AR [19] (Showing
virtual object in the real world)

Face recognition 1. Activate the camera
2. The camera focuses on a face
3. Add digital content on the face

Instagram [20] (Add filters or
masks on the face)

Surface detection 1. Activate the camera
2. The camera focuses on a flat

surface
3. Confirm the flat surface
4. Showing the digital content

IKEA [21] (Select an efficient
surface to place the digital content)

Location detection 1. Activate the GPS sensor
2. Detect and calculate the distance
3. Towards the target destination
4. Showing the related digital

content

Car Finder AR (Navigation system)

The table above shows four principles of activating and placing AR content on the
HHD. With surface detection, the application requires the user to pick up a relatively
empty surface to place AR content. Mostly no other specific sensor is required for this
solution, as users will place digital content manually. With marker recognition, when
image recognition software recognizes a pictorial marker through the camera, the system
activates digital content staying registered to thatmarker. Face recognitionworks similar,
in that once a face pattern is recognized, digital content will be overlayed on the detected
face. Locative applications work with distance and location sensors, such as GPS, WiFi
or beacons, triggering content when the user gets close to a specific hot spot created
during an authoring process.
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The HoloLens shares many of these technical solutions for activating and registering
ARcontent, documented in theMicrosoftMixedReality design guideline [17]. However,
the HoloLens does for example not offer GPS in its hardware unit, which means, it is
comparably difficult to implement outdoor location detection on the HoloLens as easily
as onHHD.Therefore, developersmayneed to use other technical solutions to implement
location detection related use cases. Besides, for placing AR content on a horizontal
surface, the HoloLens provides different (and better) solutions than most HHD. The
HoloLens uses SLAMtechnology including room scanning, scene understanding, spatial
anchors, spatial mapping, etc. to integrate digital content with the physical world [17].
For instance, the camera sensors on the HoloLens scan the environment consistently
and convert the acquired spatial data to an updated digital 3D environment. Based on its
unique spatial mapping algorithm, digital content can be automatically anchored to this
newly created digital 3D environment.

To sum up, compared with HHD solutions, the HoloLens provides different options,
such as spatial mapping algorithms and hand gesture tracking, to allow users operating
the AR content. Thus, creating an understandable and reasonable interaction pattern on
HoloLens, developers need to combine the advantages of its specific interaction styles
and AR-specific technology.

3.3 Identifying General Repeatable Use Cases in a Museum Visit

One goal of this paper is to explore shared potential interaction patterns for both HHD
and HMD in a cultural heritage context. To start, we identified typical repeatable use
cases from general museum visits.

Visiting processes and user behaviors in museums have been focused on by many
researchers. Litvak proposed two states for their interface design based on the visitors’
guiding process (compare Fig. 2). When visitors position themselves within the bound-
aries of a point of interest (POI), all relevant information concerning this POI will be
presented within the visitors’ view. When attendees leave one POI and return to the
main path, the systemwill change to a navigation state [3]. In general, the digital content
of a guided tour includes multiple locations and information about various artefacts. In
a tour, visitors may explore artefacts in a certain sequence or by searching for certain
POIs to get through an exhibition. We identified an overall visiting pattern with two
alternating use cases, based on the exploring behavior in museums which can be further
investigated for potential use cases in the cultural heritage context.

3.4 Current Interaction Patterns in a Cultural Heritage Context

Most guided tour applications have focused on the two modes shown above, whereas
recently, especially those in the state of current AR research prototypes, may only offer
the “exploring” mode. This may be because most research publications are still con-
cerned more with the technical functioning of the AR-related prototype (like tackling
the problems of tracking accuracy) than with the overall end-user experience. For exam-
ple, Chiu et al. [22] proposed an AR guiding system on HHD to guide visitors to walk
through the Baoan Temple. The prototype uses marker recognition for showing a virtual
object. The visitor first focuses on a mural art piece with the camera. Once the system
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recognizes the content, more detailed information about the art piece will be triggered
and be shown to the visitor. However, the system does not include a navigation function,
therefore the visitor must tap on the smartphone screen to operate further visit flows.

Exploring

Navigating

Use case 01: Visitors explore
artefact at a POI

Use case 02: Visitors go to next POI

Fig. 2. Visiting pattern of a general museum visit.

Hammady et al. [8] introduced a system loop in the prototype for their museum
guidance system “Museum Eye” to test and evaluate the design integrity. The prototype
works with a HoloLens and it consists of three stations and other nine stops in the tour.
Once the visitor triggers one station, a scene will be generated and mapped on top of
the physical environment. Visitors will explore different scenarios without a predefined
specific order, so that they receive an authority to control and jump from one scene to
another.

Unlike the above, Litvak [3] proposed a guiding system for smart glasses based on
location-dependent interactions. Once the user arrives at one POI, related information
will be triggered and shown to the user. The system includes both a wearable and a
handheld device. The user will follow AR navigation marks (e.g. arrows) popping up in
the view to find the way between POIs. When the user arrives at a POI spot, an audio
alert will be triggered on arrival. Further, additional information regarding each POI will
be presented to the user.

For many “real” cases found in app stores for specific museums that are designed for
smartphones, QR markers or similar signs are positioned in the physical environment.
Users have then the task to find andmove towards the sign, aswell as point their camera at
it, to access further information. Since we can expect a broader user community to easily
get familiarwith this pattern, it is often repeated.However, not only technical functioning
and interaction patterns affect the visiting experience, as the thematic background of
exhibitions and use cases from storylines may also influence the expectations of visitors.

There are only a few experimental projects yet on usable/end-user tested HMD
guided tour or museum applications, although some of the very first seminal research
endeavors in AR combined HMD and cultural heritage, such as Touring Machine [23]
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and Archeoguide [24]. However, because of their feature for hands-free interaction,
in the following HMD have preferably been developed towards professional industrial
applications, mainly in the fields of maintenance or assembly. Currently, the penetration
of consumer markets with smartphones and tablets is another reason to use these in
museums, which is a matter of accessibility. However, users more and more are fasci-
nated by the experience of immersion and presence that new hardware products like the
Microsoft HoloLens or Magic Leap can offer.

Brancati et al. [25] performed a usability study with end-users in a Naples city tour
with anHMD,whileHammady et al. [8], who designed a tourwith theHoloLens, pointed
out that the current lack of existing knowledge in spatial UX made effective usability
design a challenge.

In summary, there are too few projects with HMD in museums to already be able to
see end-user interaction patterns emerge that can be reused widely. Therefore, our goal
is to design and research potential suitable interaction patterns. Further, since handheld
AR in museums will most certainly not be replaced by HMDs, we see the necessity to
develop guided tour content only once and use it on both kinds of devices. Resulting
interaction patterns would need to be reconcilable across both platforms.

4 Transferring Digital Content from Tablet to HoloLens 2

As a start, in order to explore the applicability of existing content designed for tablets
and smartphones towards experiencing it on the HoloLens 2, we use a showcase built
within the project “Spirit” [11]. The goal of this showcase was once described to achieve
a feeling of “presence” [26] at a historical place, in this case a Roman Fort. However, the
requirement was to use HHD target platforms (tablets) that were available off-the-shelf
in 2016. The AR app placed re-enacted historical scenes of Roman village inhabitants
between the mural remains that are still visible.

Although the HoloLens hardware is not optimized to be used in outdoor scenarios,
wewant to transfer this project to thisHMDbecause of several reasons. First, we estimate
a greater experience of “presence” for the encounter with the ghost-like impressions of
the “spirits”, and want to explore the chances and limitations of placing video characters
into the real environment. Further, we estimate that future HMD may have enhanced
features (e.g., GPS) and we use this experiment as a step into the future. Finally, we
already have access to all the content and authoring elements of this previous project.
The scenario is complete in the sense of providing a guided tour and providing suitable
content (both general museum use cases of Navigation and Exploration), which allows
us to experiment with all the necessary situations for users and explore limitations.

4.1 Example: Interaction Pattern in the Spirit Project

The showcase application from the “Spirit” project was designed to follow a metaphor
of “magic equipment” in that interaction design and interactive narrative design were
strongly intertwined [27]. The user had to track down the “spirits” of people that once
lived by the Roman Fort, represented by filmed actors in historical costumes. While a
fictional story built the backbone of thewhole interaction, also factual knowledge in form
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of readable text should be made accessible. The user metaphorically had to find places
that the main character of the story, Aurelia, remembered. In the meta-dialogue with
Aurelia, she showed blurry memory outlines of buildings that the user had to go to in the
following (called “stencils”). That way, several locations could be visited. The app used
GPS and image recognition to trigger parts of the story, once the user has found the right
position at the “next” location. Additionally, at each position, the user was urged to look
around and experience the real environment, such as meaningful geographic directions
or relationships to other places around. Using the gyro sensor of the tablet, the device
tracked the user’s turning movement and thus triggered more “spirits” appearances to
the left and to the right, which in total resulted in a pseudo 3-dimensional stage around
the user. Because of the intended impression of “presence” of historical figures in the
real environment, we assume that using a head-mounted device such as the HoloLens 2
would increase that feeling.

Figure 3 and Fig. 4 show example scenes of the Spirit application. While the app
follows the main general visiting pattern explained in Sect. 3.3, it is structured into three
modes. Only one of these provides the actual AR experience of an encounter with spirits.
Apart from the navigation mode “Search”, there is also non-AR content displaying facts
as readable text (mode “Read”). Thus, the Spirit concept separates re-enacted, partially
fictional historical drama, which is the main AR content, from explanatory text that can
be more conveniently read based on the users’ demand.

Figure 3 illustrates the three modes in the project “Spirit”:

1. Search (Fig. 3, left and middle)
2. Encounter (Fig. 4)
3. Read (Fig. 3, right)

Fig. 3. Spirit example showcase. Left andmiddle: “Search”modewithmap and stencil (“memory
image”). Right: “Read/Touch” mode to be used at the user’s convenience in between (non-AR
content) [11].

4.2 Options for Transferring the Interaction Pattern from HHD to HMD

As mentioned in Sect. 2.1, to create a meaningful metaphor for an interaction pattern,
it is necessary to evaluate both interaction styles and technical solutions in the Spirit
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Fig. 4. Spirit example showcase. “Encounter” mode: One location with different characters to
the left, front and right. GPS plus image markers trigger the first video of a scene. Users need to
pan the tablet (turn around 90 degrees) between dialogue pieces to experience the whole scene.
The gyro sensor triggers and starts further videos [11].

Table 2. Interaction styles and technical solutions in the Spirit project

Interaction styles 1. Touching on the screen to operate the application
2. Turning the tablet to left and right to trigger further hidden digital

information

Technical solutions 1. GPS units for tracking real time location coordinates
2. Marker recognition for triggering digital information
3. Gyro sensor for triggering further digital information at the same

location

application to analyze the possibility of transferring its interaction patterns from the
tablet to a HoloLens 2 (see Table 2).

The Spirit concept involves several interaction styles and specific technical solutions
of a HHD for its interaction patterns, which are not easily transferred to a Hololens. In
the “Search” mode, it uses GPS for map navigation feedback as users know it from
usual navigation tasks with a handheld. The second mode “Encounter” employs image
recognition and events from the Gyro sensor to trigger film scenes with virtual characters
surrounding the user (see Fig. 5). In the third mode “Read”, the application runs by
a familiar touch interaction to scroll text and operate a menu. Users hold the tablet
horizontally, while they can also make a short break and sit down for reading.

The HoloLens provides different interaction styles compared to a tablet, although
there are at least overlaps in the hardware configuration (see Fig. 1). Therefore, it is partly
impossible or unsuitable to transfer the complete designed interaction pattern from the
tablet to the HoloLens 2. For example, in the Read mode, it is technically possible to
transfer the facts text from the tablet to the HoloLens, but not resulting in a familiar or
convenient reading experience.

Further, the HoloLens has no built-in GPS, whichmeans, the “Searching on themap”
interaction pattern must be skipped or redesigned to adapt to other technical solutions.
Instead of GPS navigation, the HoloLens uses SLAM technology to track the nearby
environment consistently. This is acknowledged to work well for indoor activities, but
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Fig. 5. Spirit triggers for the Encounter mode on the tablet (GPS, backdrop marker recognition,
gyro sensor). [28]

onlywith limitations for outdoors, especially in unstructured environmentswithoutwalls
and for far distances. For the “Encounter” mode that needs recognition of a "backdrop"
for a scene and changes in the users gaze direction, the HoloLens is also equipped
with a RGBD-camera and gyroscope to support almost the same metaphors as on the
tablet. Panning with the tablet to the left and right can be transformed so that users
just turn their heads. However, if this is combined with triggering the starting videos,
it feels unnatural and may cause physical inconvenience due to the repetition. It is also
questionable whether this action is as intuitive as pointing a camera device explicitly
into a certain direction for scanning. Currently, the implementation is ongoing work,
while we also explore the limitations of so-called natural interfaces [12].

This study aimed at exploring the possibility of transferring interaction patterns from
HHD to HMD. After analyzing the specific interaction patterns used within the Spirit
project, we see the potential of implementing the same metaphor on the HoloLens in
principle. It may save time and money to adopt existing video data from the tablet
platform. However, the HoloLens offers more options, as it could offer an even stronger
presence experience in that virtual characters could be shown in 3D. Visitors could be
able to experience more immersive scenes with spirits, for example viewing a ghost who
accompanies them flying through the building while communicating with the users. In
contrast, in the Spirit project, all characters were realized as pre-recorded videos, as this
was sufficient for the target platform, a 2D screen. The existing 2D videos could still
be placed in the 3D environment at a decent distance to the viewer to have a similar
“ghost” experience as in the Spirit project. However, one disappointing effect could be
that visitors will think of it as “Fake” experiences, as there is no stereo effect and there
is greater awareness of the two-dimensionality.

Therefore, in order to optimize the usability and user experience, based on interaction
styles and the technical solutions of the HoloLens, novel interaction patterns should
be designed when transferring the general concept from the tablet to HoloLens. This
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would also lead to the necessity to create new content, as it reduces reusability. New
interaction patternsmaking use of gestural input need to be further explored, for example,
“waving arms” or “snapping fingers” could remind at a wizard who is casting a spell.
Further, because theHoloLens performspoorly for outdoor activities, conceivingoutdoor
use cases could be limited to a confined radius. Thus, the entire concept of the Spirit
application would have to be adapted for optimum fit with the HoloLens.

5 Conclusion

In this paper, we lay the ground for our further research targeted at designing interaction
patterns for HMDs like the HoloLens to be used in museum contexts or in guided tours,
and which need to be compatible with interactions possible with current handheld AR
devices.While we expect that users will experiencemuch stronger feelings of "presence"
with anHMDconcerning visual ARoverlays, some other requirements ofmuseum tours,
such as acquiring plain text information and map navigation, may need to be adjusted
in specially designed interfaces.

While related work often focuses on solving mainly still challenging technical issues
of AR, and there are too few HMD related projects with the focus on meaningful inter-
action patterns in the cultural heritage context, the state of the art is not ready yet to
illustrate efficient interaction patterns for both HHD and HMD. However, from ana-
lyzing interaction styles and technical solutions of HHD and HMD, we conclude that
although it is possible to transfer the interactive AR content from HHD to HMD, the
interaction style of HMD like the HoloLens offers different input methods such as air
tapping or air scrolling to manipulate the digital content. It is necessary to redesign new
interaction patterns for HMD like HoloLens 2. For cultural heritage content, because of
the lackingGPS sensor onHoloLens 2, outdoor-based use casesmay not fit theHoloLens
2 well, or, this may require developers and designers to find other technical solutions
such as using marker recognition for outdoor tracking.

In the future, museums and exhibitions may be visited with different devices at the
same time. Therefore, future work is needed on reconciling the different worlds of HHD
and HMD to design one content for several possible devices.

Acknowledgments. This work has been funded (in part) by the German Federal Ministry of
Education and Research (BMBF), funding program Forschung an Fachhochschulen, contract
number 13FH181PX8.
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Abstract. The field of computer science has not shied away from employing
game-based learning and virtual reality techniques for computer programming
education. While a plethora of game-based, virtual reality or combinations of
both solutions exist, most are developed as an alternative to traditional lessons
where students focus on learning programming concepts or languages. However,
these solutions do not cater to problems students face when learning programming
that is mainly caused by the abstract nature of programming, misconceptions of
programming concepts and lack of learning motivation. Hence, in this paper, a
framework to address the abstract nature of programming, common programming
misconceptions and motivational issues is developed. The framework consists of
three modules that correspond to each issue powered by a simulation engine. To
address the abstract nature of programming, programming concepts will be repre-
sented with concrete objects in the virtual environment. Furthermore, to address
common programming misconceptions, simulation techniques such as interac-
tions and player perspective will be utilised. Lastly, motivational game elements
will be employed into the simulation to engage students when learning through the
system. Results gathered from questionnaires indicated that users were generally
satisfied with the virtual experience developed from the framework.

Keywords: Computer science education · Educational games · Virtual reality

1 Introduction

By the year 2024, it is predicted that the availability of computing-related jobs would
increase by twelve-point five percent [1]. This fact is also reflected in the enrolment
rates for computing-based courses where student admissions have increased by seven
percent from the year 2017 to 2019 [2]. However, recent reports show that the dropout
rates for computing courses is at nine-point eight percent which is the highest between
other Science, Technology, Engineering and Mathematics (STEM) based courses [3].

This is an issue that has concerned many researchers and has sparked and initi-
ated various studies to determine reasons for the high non-continuation rates. The rea-
sons commonly attributed to student dropouts have ranged from substandard teaching,
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negative experiences and low sense of belonging [4]. Furthermore, students who have
un-realistic expectations prior to joining a computing course can also contribute to the
decrease in retention rates because often, they fail to fulfil these expectations [5]. Conse-
quently, researchers like Tan, Ting and Ling [6] and Medeiros [7] have taken a different
approach and went on to investigate dropout factors from a learning perspective instead.
More specifically, these studies analysed issues that students face when learning com-
puter programming. Some of the main issues include the lack of learning motivation, the
abstract nature of computer programming concepts andmisconceptions of programming
concepts.

Due to the use of high-level programming languages that are designed to provide
a certain degree of abstraction from the details of the computer to the user, students
often find it difficult to understand programming concepts. Particularly, students find it
hard to relate programming concepts to real-life and how learning these concepts can
solve real world problems [8]. Due to this, students may feel unmotivated to continue
and participate in programming lessons. Moreover, students are also more prone to
developing misconceptions if they do not fully understand the programming concepts
introduced to them. This in turn, can cause unwarranted syntax errors when students
attempt to develop a program which further decreases motivation and ultimately leads
to student dropouts [9].

Over the years, researchers have come up with different solutions to make computer
programming lessons more engaging. For instance, the Game-Based Learning (GBL)
technique is commonly utilised where games are incorporated into the learning process.
This makes for a highly engaging way to encourage learning and has been proven to lead
to knowledge acquisition [10]. Other than that, virtual reality (VR) simulations are also
prominent for developing immersive lessons for the whole classroom. More recently,
researchers have also employed both techniques to develop solutions that maximise the
advantages of both GBL and VR.

However, existing GBL and VR applications are mainly focused on introducing pro-
gramming concepts and programming syntax. While this is good for students to acquire
the “gist” of programming, it does not help students understand how abstract concepts
like variables, lists and arrays works. Particularly, how these data structures are stored
and accessed in the computermemory. To further aid in the understanding of abstract data
structures, visualization and analogies are also necessary. This is important to offload
cognitive loads to better incorporate programming concepts into the mental models of
students [11]. Other than that, existing applications also do not address common mis-
conceptions to students. This is important as unaddressed misconceptions may lead to
problems as the student progresses through the course. Hence, this paper aims to reduce
the abstractness of programming concepts and address misconceptions in a motivational
and engaging manner.

2 Related Works

This section aims to highlight past works that are closely related to the system. More
specifically, applications that employ both GBL and VR will be reviewed. Along with
this, research gaps will be identified.
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2.1 Virtual Reality and Game-Based Learning

Related works presented in this section will feature VR applications developed to aid in
learning computer programming that incorporates game elements. In this context, game
elements refer to objectives that are presented to users. This can range frommaking users
complete challenges such as getting from one point to another for the sake of progressing
through the experience.

For instance, Vincur et al. [12] developed a VR experience called “Cubely”. Cubely
employs block-based programming in hopes to make learning programming seem more
approachable to new learners. The system features interactable cube blocks that can
be used to build small programs. These blocks are labelled with typical programming
statements such as for, if and else. The programs built with these blocks will then
act as commands to control an animated character in overcoming various challenges.
To test the feasibility of the system, a total of nineteen participants were recruited. The
system garnered positive feedback in terms of user friendliness and its immersive quality
compared to online code camps.

To aid in the learning of Object Oriented Programming (OOP) concepts, Bouali
et al. [13] developed a VR game known as “Imikode”. The basis of the system is to
allow users to program and observe how a specific set of code affects the virtual world.
The system allows learners to visualize concepts such as object instantiation, method
calls and get/set commands in the virtual environment. For instance, a fox appears in
the virtual environment when an object instantiation of a fox is made. The system also
features a character that issues out challenges and helps users throughout the experience.
As of now, there are no tests done yet to determine the feasibility of the system.

Similarly, Chen et al. [14] also developed a system that employed VR and GBL
techniques to help students learn programming. Essentially, the system encourages pro-
gramming learning in twoways. Firstly, the systemallows users to utilize code in creating
obstacles for game levels in the virtual environment. Secondly, users can also progress
through the game by completing programming-based tasks. This means that users that
are tasked with the role of the level designer will first employ “enemy robots” in the
virtual scene with commands that bares similarity to the Java programming language.
Users who then go through the experience must progress through the game by acquiring
hints and answering programming questions while overcoming obstructions that is set
up by the level designer. To determine the feasibility of the system, the authors organized
a bootcamp where the application is showcased. Results showed that out of fifty-three
participants of age nine to thirteen, fifty-two participants found that the system was
engaging and promoted learning effectiveness.

Segura et al. [15] also utilized block-based programming in developing a VR game
called “VR-OCKS”. The game requires users to complete puzzles by controlling an
ingame character. Users progress through the game by building programs that acts as
commands to get from one point to another while avoiding obstacles. The commands
are built with action blocks that represents basic programming concepts and such as
for loops, while loops and conditional statements. There are also blocks that represents
simple actions such as turn and move forward. Essentially, users place and combine
various blocks in the virtual environment to control the character. This allows users to
witness how the program that they have built works, fostering programming skills. To test
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the feasibility of the system, a total of forty participants were recruited. The participants
are then broken up where twenty of them have used the system while the other twenty
acted as the control group. Each group were then further divided to try out the “Kodu”
and “Blockly” block-based programming applications. The results from the experiment
showed that those who had experience with VR-OCKS completed twenty five percent
more levels than those who didn’t.

2.2 Research Gaps

There are three apparent research gaps that can be determined from literature reviewed
in the previous section. Firstly, all existing VR applications employing GBL are mainly
focused on introducing programming concepts with a heavy emphasis on syntax. This
means that there is a paucity of solutions when it comes to addressing common issues
faced by students when learning introductory programming. As established, the abstract
nature of programming canmake understanding concepts a gruelling task if one is unable
to form correct mental models. This can cause further issues such as misconceptions and
loss of learning motivation. Hence, a solution that addresses these issues are necessary
to enhance understanding of programming concepts beyond just learning the syntax of
a particular language.

3 Methodology

In order to reduce the abstractness of programming concepts and addressmisconceptions
related to programming in an engaging manner, we propose a virtual reality game. The
system mainly consists of three modules that is built with Unity 3D for the Oculus
Rift. Figure 1 shows a general framework of the system which consists of the abstract
module followed by the misconception module and the motivational module. Sects. 3.2
to 3.3 explains each module in better detail. However, considerations and reasons for
developing the system in a certain way is first discussed in Sect. 3.1.

3.1 System Considerations

Like any other system, some choices are made during the development process. These
ranges from the type of interactions to employ, the medium of instruction and the simu-
lation perspective. Figure 2 shows these in more detail. Firstly, there are predominantly
two type of interactions present in virtual reality simulations. Some systems employ
direct interactions with natural hand gestures such as grabbing and pointing while oth-
ers only allow indirect interaction through a user interface. Secondly, systems developed
for use in computing education can deliver interactive lessons with either a text-based
or block-based medium. The default medium for teaching programming is text-based.
The most popular system that employs block-based programming is Scratch where users
build small programs with command blocks. Thirdly, virtual simulations can be devel-
oped in the first perspective where the user control themselves and the third perspective
where the user controls another character.
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Fig. 1. Framework of proposed methodology.

According to Norris et al. [16], direct interactions with the environment can improve
knowledge acquisition. Consequently, Nederveen et al. [17] acknowledged that learning
through a first-person perspective can also improve knowledge acquisition. Hence, to
improve knowledge acquisition the system will employ direct interactions and will be
developed in the first-person perspective. To avoid the need to re-learn syntax, all tasks
presented to the user will be delivered with the text-based medium of instruction.

The system is developed with Unity 3D for the Oculus Rift. Frameworks such as
the Oculus Integration Package and the Virtual Reality Toolkit (VRTK) are used to
implement elements such as teleportation (locomotion), hand presence, interaction and
audio. Both frameworks provide useful scripts that speeds up the development process.
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Fig. 2. System considerations.
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3.2 Abstract Nature of Programming Concepts

As seen in Figure 1, concepts such as variables, lists and arrays are represented in the
virtual environment with real-life objects to aid in the understanding of abstract pro-
gramming concepts. To determine suitable objects that can be used to represent each
concept, attributes such as the ability to label (to mirror how variable, list and array
names are used to “label” associated data) and store items (to mirror how values are
assigned to a variable, list and array) are taken into consideration. While objects like
buckets, envelopes and honeycombs are considered, drawers and lockers are picked
instead because it is more conventional to label and store objects in drawers and lockers
as opposed to buckets, envelopes and honeycombs. Figure 3 shows how the concepts
are represented in the virtual environment where variables, lists and 2D arrays are rep-
resented with drawers, a row of drawers and lockers consecutively. This allow students
to form concrete analogies to better understand the abstract concepts.

Fig. 3. Variables, lists and 2D arrays represented with drawers, row of drawers and lockers
respectively.

To show how data is stored and accessed in the computer memory, the system first
presents students with a line of code. This will act as the “challenge” students must
complete to unlock new challenges and levels. Particularly, students will be presented
with an assignment statement which consists of a data structure and a value. Students
are then required to grab the correct data blocks and place it into the correct drawer. For
example, if the challenge presented to the user is a variable declaration to assign the value
10 to a variable named total, students are required to grab the data block labelled with
the value “10” and place it into the drawer labelled with the variable “total”. Figure 4
shows the actions taken to successfully complete a challenge.

3.3 Misconceptions of Programming Concepts

As seen in Figure 1, the ability to interact with objects in the virtual environment in the
first-person perspective largely enables the misconception module to address common



Design and Analysis of a Virtual Reality Game 249

Fig. 4. Steps taken to complete a challenge: (1) Assignment statement presented as the “chal-
lenge”, (2) Data blocks represent values, (3) Drawer representing the variable with purple snap
zones that act as visual aids. (Color figure online)

misconceptions. Firstly, to allow students to feel a real sense of presence, left and right-
hand aliases that resemble real-life hands are employed into the system. With the use of
the default Oculus Rift touch controllers, natural hand gestures in the virtual environment
such as grabbing and placing objects are possible. Consequently, snap zones provide
visual interaction cues to further facilitate interaction. This enables students to efficiently
carry out the tasks presented to them.

For the case of addressing programmingmisconceptions, the necessary actions taken
to complete the challenge is similar to the one described in the previous section.However,
instead of just placing data blocks into corresponding drawers or lockers, students must
first identify whether the code presented to them possess any syntax errors. If so, students
must identify the mistake and place the corresponding “error message” block onto the
output station. For example, if the code presented to the user is 5 = count, students
must grab the error message block labelled with “wrong assignment” and place it onto
the output station (Fig. 5). Since this is a first-person simulation, students who initially
could not identify why the code given is incorrect would eventually realise their mistake.
For instance, if the student attempts to place the data block labelled with “count” into a
drawer labelled with 5, the system simply does not allow this to happen. Consequently,
by enforcing the action of placing the data block into the drawer, students can more
easily comprehend why the structure of an assignment statement is declared a certain
way.

Fig. 5. Misconception example: (1) Code presented to user is syntactically incorrect, (2) Error
message blocks, (3) Output station where error message blocks are placed.



250 C. Wee and K. M. Yap

3.4 Motivation

As seen in Fig. 1, game elements such as a narrative context, instantaneous feedback
and achievements are employed into the system to incite motivation. Firstly, a narrative
context is introduced to students before they embark on any challenges in the tutorial
scene. Students will be informed that they are currently in the computer’s memory where
data is stored. Then students would be told that their job is to act as the computer’s
“assistant” to manage incoming code that is entered by a user. Particularly, students are
required to manage how data is stored and accessed in the computer’s memory. This
gives student’s a sense of purpose, making it easier for students to participate in the
simulation.

Secondly, instantaneous feedback is present in the system in the form of audio cues.
Quite simply, the actions taken by the student is guided throughboth positive and negative
audio ques. While the negative audio cues are used to indicate mistakes made, positive
cues are employed to provide a confidence boost which can increase motivation to finish
off tasks presented by the system.

Lastly, the system also features an achievement system that rewards students with
virtual “trophies” after successful completion of challenges for a particular concept
(Fig. 6). This acts as an indication of progress, as well as to foster user engagement.

Fig. 6. Trophies that can be earned during the course of the simulation.

4 System Evaluation

The systemwas evaluated with the aid of 13 participants between ages 17 to 20, of which
11 were female and 2 were male. 6 of the participants have had taken general computer
science courses and were quite knowledgeable in some programming concepts albeit
having no actual programming experience. On the other hand, 7 of the participants have
never taken any computing-based courses. Hence, they were first briefed on some of the
concepts that will be introduced in the virtual experience such as variables, lists and 2D
arrays.
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The participants were then asked to complete a series of tasks in the virtual envi-
ronment with the Oculus Rift device equipped with a workstation that is rigged with
a NVIDIA GeForce GTX 1080 GPU. After completing all the tasks, questionnaires
were given out to assess and evaluate the system. The questionnaire mainly consists of
questions that aims to judge user satisfaction and perceived outcomes of the developed
system. Table 1 and Table 2 shows a summary of responses gathered from participants
that were based on the Likert Scale.

Table 1. Summary of responses from satisfaction survey.

1 (Strongly
dissatisfied)

2
(Dissatisfied)

3
(Neutral)

4
(Satisfied)

5
(Strongly
satisfied)

Mean

Representation
of variables as
drawers in
aiding
understanding

8 5 4.38

Representation
of lists as a row
of drawers in
aiding
understanding

7 6 4.46

Representation
of 2D arrays as
lockers in aiding
understanding

6 7 4.54

Interactions
with virtual
objects in aiding
misconceptions

4 9 4.69

Presence of
audio cues in
promoting
motivation

1 2 4 6 4.15

Presence of
achievements in
promoting
motivation

1 1 4 7 4.31

Presence of
narrative role in
promoting
motivation

4 9 4.69
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Table 2. Summary of responses from perceived outcome survey.

1
(Strongly
disagree)

2 (Disagree) 3 (Neutral) 4 (Agree) 5 (Strongly
agree)

Mean

I now feel more
motivated when
learning
programming

3 6 4 4.08

I prefer to have
analogies
presented to me
visually in the
virtual
environment
then spoken
about in class
verbally

2 3 8 4.46

The simulation
is a good
supplement to
lessons taught
in a traditional
classroom

3 10 4.77

I prefer learning
programming
through games

1 3 9 4.62

I prefer learning
programming
through virtual
reality
experiences

6 7 4.54

I now feel more
confident about
my
programming
skills after the
experience

1 3 4 5 4.00

5 Discussion

For analysis of the data gathered from the post survey, the average mean is calculated
for every question. As seen in Table 1, participants were generally satisfied with the rep-
resentation of variables, lists and 2D arrays as concrete objects in accordance to aiding
their understanding of the concepts. This is mainly due to the fact that common objects
such as drawers and lockers were easier to comprehend and the possibility of interacting
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with the objects made previously abstract concepts more concrete. Participants were
also satisfied with the way common misconceptions were simulated and addressed in
the virtual experience. For instance, when presented with a syntactically wrong assign-
ment statement, the nature of the simulation requires that the mistake is identified and
corrected. This is done with assigning error message blocks to the output station as seen
in Fig. 5. Lastly, while satisfaction scores for the presence of a narrative context, trophies
and audio cues in promoting motivation were generally satisfactory, some participants
expressed disaffection in terms of not getting celebrative cues such as confetti to make
trophy collecting a more joyous experience. In terms of audio cues, some felt that the
sounds were not loud enough.

Most participants agree that they feel more motivated to continue learning program-
ming and thought that the simulation was a good complement with traditional classes.
While most of the responses were positive, some may still prefer traditional lessons over
unconventional mediums such as games. This may largely depend on whether the indi-
vidual is an auditory or visual learner. Most participants also seem keener to learn with
virtual reality experiences with some describing the experience as fun and new. In terms
of perceived confidence levels, participants who had never taken any computer-based
courses were more reluctant when it comes to feeling more confident after the experi-
ence. This may be attributed to a lower sense of belonging since they did not have prior
knowledge on these concepts compared to those who have taken computing courses.

6 Conclusion and Future Work

This paper outlined several issues related to learning introductory programming. Firstly,
is the need to address the abstractness of programming concepts where a framework is
proposed to represent programming concepts as concrete objects in a virtual environ-
ment. Secondly, is the need to address misconceptions of programming concepts where
a simulation design for misconceptions of programming concepts. Thirdly, is the need to
incite intrinsic motivation when learning programming. To handle these issues, a frame-
work that combines the potential of virtual reality and game elements was proposed.
According to data gathered from questionnaires, we can conclude that the identified
issues were mitigated accordingly.

In the future, further work can be done to complement the system. Particularly, in
terms of providingmore support for different programming languages. This would allow
the system to be used by a wider range of audience so as not limit the learning of multiple
programming languages. Furthermore, the current framework can also be used to aid
understanding of more complex data structures such as trees or graphs. As for further
improvements, the current framework can also be combined with other technologies
such as haptics. This would aid in considerations regarding the implementation of hap-
tics technology, particularly for education purposes. Lastly, the framework can also be
adapted and revised to explain abstract topics in other domains such as engineering,
science and mathematics.
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Abstract. Since the advent of virtual reality (VR), there has existed a need for
digital assets to populate virtual environments. Virtual training scenarios have
risen in popularity in recent years, increasing the need for digital environments
resembling real-world structures. However, established techniques for digitizing
real-world structures as VR-ready 3D assets are often expensive, complicated
to implement, and offer little to no customization/ To address these problems,
a “low-complexity” digitization workflow adapted from existing research and
based on procedural modeling is proposed. Procedural modeling allows for non-
destructive customization and control over the digital asset throughout the front
end of the digitizationworkflow.A real-world VR training project using this work-
flow is outlined, demonstrating its advantages over other established digitization
techniques.

Keywords: Virtual reality · Procedural modeling · Digitization

1 Introduction

1.1 Virtual Environments and VR-Based Personnel Training

Virtual Reality (VR) is an immersive human-computer interface by which humans can
interact with simulated digital environments [5]. In the last decade, VR has risen in
popularity as a training platform for various industries, such as construction, oil and
gas, law enforcement, and military [20, 27]. Regardless of industry, VR has become
increasingly popular as a solution for job safety training and also highly specialized
tasks for workers.

The advantages of conducting personnel training in VR are manifold: Bringing a
trainee into VR can be easier than taking them to a physical job site or training area.
A virtual environment not grounded in the physical world allows the trainee to make
mistakes without bringing harm to job equipment, themselves, or others [13]. The inter-
active nature of virtual environments makes it possible to iterate through or repeat tasks,
instantly resetting equipment with a few lines of code.
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Despite its many advantages, VR training applications are still not widely used in
some industries. Existing research suggests that an environment’s poor graphical quality
may hinder the perceived usefulness of VR training applications [6]. In their critical
review, Li et al. [19] cite the detail level of job-related digital assets as a potential barrier
for accepting VR-mediated training environments. Inaccuracies may lead to “visual dis-
comfort and incorrect geometry perception” and may discourage the use of VR training
in industrial settings according to Segura et al. [25].

These findings show that one of the most significant issues in VR training devel-
opment is how to create job-related digital assets (buildings, structures, equipment)
accurately and efficiently. Digitization is the technique by which real-world objects
are represented virtually as objects made up of computer code. Because of the highly-
specialized and proprietary equipment often used by individual companies, existing
repositories of 3D assets are unlikely to include the needed job-related 3D assets for a
given VR-mediated training scenario. Companies often update their equipment as tech-
nology advances, compounding the need for customizable job-related 3D assets. There-
fore, for the purposes of VR training, digitized assets must be accurately represented,
be created quickly, possess a high level of detail, and allow for easy customization. This
will allow for training scenarios that can be iterated easily as training needs change and
real-world equipment are updated.

There exist several techniques for digitizing real-world objects and structures forVR.
However, many of these techniques are expensive, time-consuming, require specialized
training, and result in assets that are not easily modified at the model level nor easily
compatible with VR.

The overall goal of the proposed methodology is to address the questions of cus-
tomization and complexity when digitizing real-world objects for VR. We propose a
hybrid “low-complexity” workflow for digitizing complex industrial structures using
procedural modeling. This method relies on image-based reference rather than expen-
sive point cloud data. Using procedural modeling allows us to recreate 3D assets with
a high level of detail. The parametric design of procedural-modeling allows for assets
that are easily iterated and modified according to the needs of the training scenario.
Ultimately, this method is highly suitable for the modular nature of real-world industrial
structures and equipment. We aim to present this workflow as an alternative to current
widely-used digitization techniques.

Using procedural modeling as its real-world object digitization technique of choice,
this research seeks to answer the following questions: How effectively can procedural
modeling be used to digitize complex and large-scale industrial structures for VR train-
ing? To what extent does procedural modeling address the challenges present in other
existing digitization techniques for VR training?

Real-world object digitization for VR is currently being used in several industries,
including construction, engineering, oil and gas, city planning, architecture, archaeology,
and education. Digital assets based on real-world objects are used not only for training
but for heritage conservation, building information modeling (BIM), urban planning,
and ecology. Varying asset digitization techniques for each of these purposes exist with
varying results. In the following section, real-world object digitization techniques will
be outlined.
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2 Real-World Object Digitization Techniques

2.1 Photogrammetry and Laser Scanning

Photogrammetry remains one of the most popular and developed techniques for digi-
tizing real-world objects. Photogrammetry involves acquiring several images of a real-
world object from several angles. These flat images are interpreted as 3D views of the
object when combined by a specialized software. The more comprehensive the image
acquisition, the fewer data gaps there will be in the interpreted 3D model. Via pho-
togrammetry, it is possible to “bake” the surface texture and lighting qualities of the
real-world object into the digital object. Laser scanning is a similar technique whereby
lasers scan objects or environments creating datasets (dubbed “point clouds”) of varying
resolutions. The point cloud data set may be interpreted and reconstructed as a 3Dmesh,
similar to photogrammetry [21]. Both techniques have been used to digitize real-world
structures with a high degree of structural and surface detail. For example, scanning elec-
tron microscopy was used to create 3D representations of Cu-Zn-Al catalytic pellets. A
single 3D mesh was made up of 180,000 facets [14].

Achakir, et al. [1], in their paper describing the digitization of the Hassan mosque,
presented three criteria for appraising photogrammetrical digitizations and laser point
clouds: completeness, resolution, and accuracy. The pursuit of maximizing these criteria
has driven much of the recent innovations in photogrammetry/laser scanning.

Besides acquiring images on foot, researchers have experimented with using
unmanned aerial vehicles (UAVs) or aerial drones to improve the completeness and
accuracy of the resulting data set. Cappelletti used UAVs to carry out forensic scans of
engineering sites, arguing that UAVs can accomplish the task much faster than grounded
personnel [5]. Dugdale, et al. [9] applied the drone-basedmethod to scan a forest canopy,
taking advantage of the resulting 3D models’ baked shadow information to study tem-
perature models. Drones were used to non-invasively identify and digitize whales in
a 2019 ecological study [15]. UAVs were also used to make 3D maps of urban areas
for the purposes of urban disaster planning [16]. Apart from UAV-based image acquisi-
tion, researchers have discovered other novel methods for scanning real-world objects,
for example using the Microsoft Hololens [4] as a lower-cost alternative to drones or
ground-based robots [17].

Existing research has revealed the many caveats and challenges surrounding pho-
togrammetry and laser point cloud scanning. Photogrammetry and laser scanning are
often considered to be high-cost, cumbersome processes that take a lot of processing time
[8]. Ahmed et al. [2] found photogrammetry and laser scanning too sensitive and costly
for the purposes of their heritage preservation project. They also pointed out that highly
specialized technology for photogrammetry and laser scanning constitutes a “black box”
that lacks accessibility. For Cappelletti et al.’s forensic engineering research, UAV-based
image acquisition was most effective when the UAVs travelled in a circular flight plan
around the real-world subject [5]. However, circular flight paths might not always be
possible. Furthermore, baked texture and shadow informationmight lead to an unclear or
unreadable image if the weather at the time of scanning creates high-contrast shadows.
In the case of Kucharczyk et al.’s pre-disaster mapping project [16], significant gaps in
the UAV-acquired source images created distorted and inaccurate 3D models. A 2017
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study [28] found that harsh real-world environments (for example environments with
high levels of vibration), complicate photogrammetry or laser scanning efforts. In the
case of the aforementioned research on digitizing catalytic pellets, the photogrammetric
technique was useful for capturing the miniscule detail of the pellet components, but
not for real-time virtual environments [14]. Indeed, high-resolution 3D meshes are not
optimal for 3D VR/AR applications where maintaining an optimal frame rate is crucial
to the user experience.

2.2 Manual 3D Modeling

Another common technique for digitizing real-world objects is to manually create the
3D models using flat images as reference. For this technique, the vertex, edge, and face
components of a static 3Dmesh aremanipulated interactively to re-create the shape of the
real-world object in question. This is carried out in an interactive 3D graphics software
package such asAdobe 3dsMaxorAutodeskMaya. This technique is often utilizedwhen
assets’ geometry need to be optimized for real-time VR/AR applications. For example,
Ahmed et al. [2]modeled heritage site structures in 3dsMax, using thousands of acquired
images for reference. Poloprutskya et al. [23] adopted a similar image-based approach.
Denker and Ahmet [7] developed a virtual recreation of ancient Palmyra, drawing from
reference images, drawings, fine artworks, and text descriptions.However, a lack of color
photographs and incomplete reference descriptions made specifying texture, color, and
light information challenging. Osanlou et al. [22] used 3Dmodeling software to re-create
ancient Chinese ceramic artifacts, using their best judgment to create digital assets that
resembled the real-world artifacts. However, this technique does not afford the specificity
required to bring highly-detailed objects into the digital realm.

2.3 Hybrid Techniques

To avoid some of these challenges, some researchers have adopted hybrid approaches
to real-world object digitization, combining photogrammetry and manual 3D model-
ing [12]. These approaches include “cleaning up” high-density photogrammetry-based
meshes or using photogrammetric meshes alongside manually built ones. A 2017
paper on virtually re-creating the Augusteum of ancient Herculaneum mentioned how
researchers produced a more VR-friendly 3D model by using 3D software to reduce a
5-million-face mesh to around 20 thousand faces [11]. Manferdini et al.’s project [21] on
reconstructing a defaced Roman statue of Nero used a high-density laser-scanned mesh
of the remaining sculpture fragments as a basis for reconstructing the statue’s form as it
may have once stood. In the case of the long-lost Nero statue, existing images, records,
and artifacts were used alongside the scanned point cloud as reference for the final result.

These hybrid techniques combining photogrammetry/laser scanning with manual
3D modeling are not without their challenges. Consider Dylla et al.’s “Rome Reborn
2.0” project [10], an attempt to virtually reconstruct the city of Rome as it existed in
antiquity. The Rome Reborn 2.0 team used a hybridized digitization technique which
involved photogrammetry/scanning of existing buildings, manual 3D modeling, and
procedural/parametric modeling. The team’s procedural approach involved parametric
modeling grammars which were informed by “the well-described rules of Classical
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architecture”. By adopting a hybrid methodology, they were able to reduce the original
Rome Reborn 1.0 environment, made up of about 400 million polygons, to a more
manageable 9million polygons. However, the teamdiscovered that details of the scanned
structures (such as windows or doors) came from the baked textures of the scanned
meshes and did not exist in themesh’s actual geometry. This led to the scanned structures
clashing aestheticallywith themanually-modeled andprocedurally-generated structures.
Indeed, Dore et al. [8] state that any digitization process which includes manual 3D
modeling or clean-up of assets remains a time-consuming process.

2.4 Parametric/Procedural Modeling

Parametric modeling is an emergent digitization technique where the configuration of
a 3D asset is controlled by intrinsic parameters representing physical properties. VR
developers have used pre-built parametricCADmodels for virtual industrial training [26]
andbuilding informationmodeling (BIM).Dore, et al. [8] suggestedproceduralmodeling
as an alternative for BIM-focused parametric CAD modeling. Procedural modeling is
an automatic, highly flexible 3D asset digitization technique wherein the attributes of
the asset are directly controllable via code. Procedural modeling applications such as
Houdini by SideFX allow the 3D artist to interactively create procedural objects and
effects, organizing attribute code into nodes.

Procedural modeling avoids the imprecision of manually modeling assets by hand;
procedural assets’ attributes may be controlled by simulated physics via code. The high
level of control inherent to this technique allows 3D artists to optimize asset geometry
for VR, potentially avoiding the extraneous vertex count of 3D point cloud data or
CAD models. Procedural modeling applications may import diagrams, blueprints, and
CAD models for reference, allowing the 3D artist to recreate real-world objects on-
spec. The modular code-based configuration of procedural models allows for them to
be modified and updated as real-world objects and equipment are updated. Their node-
based organization allows 3D artists to flexibly modify the digital assets as needed, re-
importing them into the VR development pipeline. Dore et al. [8] described procedural
modeling as a possible alternative to traditional parametric modeling techniques used in
BIM (Building Information Modeling) because of its high potential for automation and
flexible code-based design.

3 Methodology

3.1 The “Low-Complexity Method”

A2018 paper byLi, et al. [18] described a “low-complexitymethod” for digitizing hydro-
electric generating equipment for a virtual training scenario. The researchers decom-
posed the needed assets into sets of parts and components as an application of object-
oriented thinking. Essential equipment components were digitized and then instantiated
as “prefabs” in the Unity game engine to avoid redundancy. By breaking the digitized
hydroelectric equipment down into smaller components, the simulation could be easily
updated as real-world equipment parts may be updated. They used collected images and
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CAD/CAE drawings as specifications for how to create the digital assets. Shaders were
used to approximate materials inside the virtual training engine, allowing for further cus-
tomization and iteration as needed. The result was an efficient asset digitization method-
ology that allowed for a high degree of customization absent in photogrammetry/laser
scanning.

This research proposes a similar workflow to the aforementioned “low-complexity
method” to digitize complex job-related equipments and structures. However, while Li
et al.’s methodology does not describe exactly how the hydroelectric equipment was
digitized into 3D models, ours uses procedural modeling to provide a further level of
customization. Here, an outline of the proposed methodology as well as our existing
preliminary work will be presented.

Our proposed methodology for efficiently digitizing real-world complex industrial
equipment and environments is summarized in Fig. 1. The steps of asset modularization,
shader definitions, modular component modeling, and virtual scene creation represent
the front-end steps of the workflow. It is in the front-end that most of the customization
of the 3D asset occurs. To explain these steps, we will reference an existing VR training
project in which a dairy cow milking machine was digitized for virtual reality by a
technical artist in the LIVE Lab at Texas A&M University.

Reference image collection

Asset modularization

Modular component modeling

Shader definitions

Virtual scene creation

Fig. 1. “Low-complexity” methodology for digitizing complex industrial equipment and struc-
tures for use in virtual environments. Lines represent the flow of asset customization between
steps in the workflow, front-end and otherwise.
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3.2 Reference Image Collection

Researchers were led on a tour of a dairy farming facility near Dallas, Texas, USA
and took various photographs of the milking machine. 39 photographs and videos were
retained for reference purposes (see Fig. 2). The images included various angles around
the milking machine at various levels of closeness to the equipment. They also include
images of the machine being occupied by cows and unoccupied. Photographing the milk
machine took about an hour.

While the accuracy of photogrammetry is dependent on the comprehensiveness of
the image capture, our workflow does not require such comprehensiveness. Here, the
goal is to simply capture as few or as many photographs as needed for the digital artist(s)
to analyze the appearance and basic operation of the job-related equipment. Acquired
photographs may have different levels of exposure from each other or zoom in on a
particular component in detail. Unlike photogrammetry, which uses image acquisition
as a method for data input, the proposed workflow uses image collection for the benefit
of reference and analysis, with photographs being able to be combined with CAD draw-
ings, blueprints, and other technical images to increase understanding of the job-related
equipment.

Fig. 2. Example of a collected image for the milking machine project.
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Fig. 3. Procedurally generated milking machine components.

3.3 Asset Modularization and Component Modeling

The technical artist studied the photographs, analyzed the structure of the milking
machine, and made determinations on how to break the entire structure down into mod-
ular components. Because the machine has a circular structure and is made up of twelve
evenly-spaced milking bays, the technical artist determined that only one twelfth of the
entire structure needed to be created in 3D. The remaining parts of the structure could
be instantiated in the virtual reality engine during the scene creation step.

The components of the milking machine were thenmodeled procedurally in Houdini
by SideFX (see Fig. 3). Houdini allows for nodes, representing chunks of 3D graphics
code, to be defined and interconnected tomake up a single parameterized object. Changes
to the parameters of a single node may affect the appearance of the whole asset. Thus,
a high level of customization is achieved for iterative design. The complete 3D model
took 13 h and is made up of 16,000 polygonal faces.

3.4 Shader Definitions

Because the milk machine was part of a preliminary experiment, asset textures were
achieved with predefined shaders in Substance Painter by Adobe (see Fig. 4). Ideally,
these shaders would also be created procedurally to retain the high customization we
seek. Texturing the assets using procedural shaders allows technical artists to update or
adapt the textures to preferred levels of realism more easily than with baked textures
which are not as customizable.

3.5 Virtual Scene Creation

Finally, the many digital assets are imported and assembled in a virtual scene. This
may be accomplished in a real-time game engine such as Unreal or Unity. The “low-
complexity method” is useful here, because any individual asset may be imported as a
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Fig. 4. The complete procedurally-generated milking machine asset with textures.

separate scene object. This allows for complex structures to be constructed out of their
smaller components while allowing each component to be modified and re-imported
in a way that is non-destructive to the whole virtual environment pipeline. Shaders for
texturing 3D assets may also be treated this way. Real-time lighting, easily modified
and iterated upon, is also accessible in game engines. Game engines are also useful for
rapidly and interactively testing the scene and its objects to suit the needs of the virtual
environment.

Once the virtual scene is assembled, it may be manipulated via code to make the
digital environment interactive. This interactivity would reflect the functionality of the
job-related equipment according to their design and the requirements of the training
scenario.

4 Discussion

The proposed methodology for real-world object digitization uses procedural modeling
as its technical basis. This methodology is justified by the advantages of using proce-
dural modeling over other techniques such as photogrammetry or manual vertex-based
modeling. Procedural modeling allows for a higher level of customization absent from
other techniques. Artists creating procedural models may avoid the implicit vertex den-
sity and baked light interaction of objects scanned via photogrammetry. The physical
appearance and other attributes of a procedurally-modeled 3D object may be parameter-
ized and customized via code. Therefore, the creator of the procedurally generated 3D
asset has greater control over the production of the asset. This high level of customization
suits the iterative nature of interactive design.

One of the advantages ofVR-assisted personnel training is the simulation of function-
ing job-related equipment. Procedural modeling’s ability to organize real-world equip-
ment and structures into groups of individual digital objects allows those objects to
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be given simulated functionality via computer code. While CAD models of job-related
equipment may be available, it is unknown if their object hierarchy is organized in a
way that allows for such functionality. For example, a digitized lever on a CAD model
may not be able to rotate about its fulcrum without breaking the entire CAD model
down in a 3D modeling application, isolating the vertices, edges, and faces that make
up the lever, defining a separate object from them, defining the object’s rotation axis to
be at the lever’s fulcrum, and re-exporting the entire CAD model with the new changes.
However, using procedural modeling, the lever and its fulcrummay be defined as its own
individual object within the hierarchy of the digitized equipment. Later, when imported
into the digital scene, the lever may be animated or given functionality via computer
code.

The adapted “low-complexity” approach also lends itself well to the specialized
nature of development workflows used by creative studios. From a production stand-
point, the flow of non-destructive customization in the front-end of the proposed work-
flow is highly compatible with the typical studio structure of specialized workers who
take charge of each step of the 3D asset creation process i.e. modeling, texturing, light-
ing, virtual scene assembly, and interaction programming. Any time a job-related 3D
asset needs to be updated to reflect changes to the real-world equipment, individual
steps of the workflow may be identified for implementing the changes without having to
restart the entire digitization process. Specialized workers may then be brought in to the
development pipeline as needed. In contrast, a photogrammetric model of job-related
equipment would have to undergo costly and time-consuming re-scanning if the 3D
model needed to be updated. A procedural modeling-based, low-complexity workflow
is advantageous for VR production teams because of its high potential for compartmen-
talized development steps as the current global COVID-19 pandemic forces more and
more businesses to work remotely.

However, this methodology is not without its weakness. The most significant poten-
tial weakness may be that of scalability. While our milking machine asset took roughly
16 h for a small team of technical artists to digitize, it is not known how long it would
take to digitize an evenmore complex structure such as an oil platform. At a higher scale,
this workflow or parts of it may prove less efficient than other methods. For example,
our workflow uses an image-based approach as reference for the real-world objects to be
digitized. While the task of photographing the milking machine was logistically simple,
gathering images for a larger, more complex structure may prove more difficult. Further-
more, some structures such as oil platforms may be situated in hostile environments that
make image gathering difficult. The use of UAVs to take photographs may circumvent
the hazards of hostile environments [29]. In such a case, developers may have to use
existing reference images, blueprints, and technical drawings (if available) in lieu of
gathering images [3].

The efficiency of the proposed procedural modeling-based, “low-complexity” work-
flow is yet to be fully evaluated. Therefore, future development of this idea should include
user studies assessingVR training scenarios based on ourworkflowversus those based on
photogrammetry, manual 3D modeling, or CAD models. These studies could be for VR
production teams assessing the efficiency and level of customization among the different
workflows, assessments of the digitized objects by VR users, or feedback from clients
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inspecting the results of the various digitization techniques. Using such experimental
approaches, the barriers of utilizing VR-assisted personnel training cited in paragraph
1.1 may be more comprehensively addressed. Other future works may explore how the
proposedworkflow lends itself toward cultural heritage and preservation projects. Proce-
dural modeling may be ideal for efficiently digitizing structures for heritage or historical
preservation, given that CAD models generally do not exist for such structures. Scala-
bility and stress tests, assessing digitization workflow effectiveness on larger and more
complex objects, could reveal weaknesses of individual workflow steps and would also
be suitable for future work.

5 Conclusion

A “low-complexity” workflow for digitizing complex real-world objects and environ-
ments for interactive virtual scenarios has been presented. This workflow combines
image-based reference gathering and procedural modeling to simplify the digitization
pipeline and give artists greater control over the 3D assets. The characteristics of the
assets are controlled by the artist, not a scanned representation. The result (as demon-
strated by our previous milking machine project) are highly customizable, VR-ready
3D assets that are easily updated to suit the needs of the virtual scenario. This approach
avoids the ambiguity of “black box” techniques such as photogrammetry. It further
reduces complexity by replacing 3D asset creation techniques with procedural mod-
eling, which is more customizable and lends itself better to non-destructive iteration.
While there exist implicit weaknesses to this methodology, further development and
application will allow us to fully assess its potential.
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Abstract. Brain computer interfaces (BCI) are the foundation of numerous ther-
apeutic applications that use brain signals to control programs or to translate
into feedback. While the technical creation of these systems may be done in the
lab with limited design expertise, the translation into a therapeutic calls for the
engagement of game designers. This is evermore true for BCI in virtual reality
(VR). VR has the potential to elevate BCI in embodiment and immersiveness.
These traits are key for neurofeedback therapies for neurobehavioral conditions
like anxiety. The cooperation between game designers and scientists overcomes
the hurdle in transforming an experiment into a tool. More often than not, BCI
on the road to therapeutics or other practical applications are launched in original
or adapted games to demonstrate the usability of the platform. In the absence of
partnerships like this, slow or stalled progress ensues on the scientific translation.
We demonstrate this principle in a range of examples and in-depth with Man-
dala Flow State—a VR neurofeedback system that first served as an interactive
installation in an art museum.

Keywords: Virtual reality · Neurofeedback · Brain computer interface

1 Introduction

Brain computer interfaces (BCI) are the modern-day science fact of how our thoughts
and intentions are used to control electronic devices. In short, brain signals read in by
sensors are processed to distill a discrete and discernable signal that is mapped to control
parameters in the computer program [1]. While the primary uses of this technology are
for medical purposes, such as control of robotic arms or assistive devices [2], one arm
of acceleration for the science has been gaming [3, 4]. In the spirit of keeping with the
first video game, the earliest demonstration of BCI was done with a game of pong. It has
followed as the proof-of-concept game for emerging BCI technologies, as highlighted
in Pong. Mythos exhibition (Germany, 2006–2007). In a few training sessions, a user
can implicitly learn to move the paddle right or left with a single electroencephalogram
(EEG) channel from the frontal lobe. This beginning then led to BCI for more complex

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
N. Shaghaghi et al. (Eds.): INTETAIN 2020, LNICST 377, pp. 267–281, 2021.
https://doi.org/10.1007/978-3-030-76426-5_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-76426-5_18&domain=pdf
http://orcid.org/0000-0002-8361-5259
http://orcid.org/0000-0003-1713-2280
https://doi.org/10.1007/978-3-030-76426-5_18


268 J. A. Scott and M. Sims

games, such as World of Warcraft [5]. The sense of embodiment is promoted when the
device controller is removed from the picture.

In furthering the immersive embodiment of the gaming environment, virtual real-
ity (VR) gaming creates a heightened and broadened sensory experience. Imagine the
additive perception of engagement if brain signals are used as the controller in a VR
first-person game. For example, take the popular Half-life:Alyx and replace the hand
controller with built-in EEG sensors such that your intent is translated to digital action.
Valve corporation has made the bold statement at GDC 2019 that they are investing in
research to integrate EEG into gameplay for a variety of features, not simply substituting
the controller. While this makes for a fun experience, the societal benefit is agnostic.
However, the same properties of engagement and embodiment can be carried over for
therapeutic uses of VR.

VR is one platform for digital therapeutics. Digital therapeutics use monitoring pro-
grams and devices to provide user feedback in the management of a medical condition.
A longstanding therapeutic is neurofeedback. Neurofeedback therapy gamifies modu-
lation of patterns of brain activity in order to up or down regulate neural pathways that
are linked to behaviors [6]. For example, strengthening alpha frequency waves in the
frontal lobe is associated with reduction of anxiety [7]. Alpha frequency is visualized in
the interface and with practice, the user should be able to change that visualization in the
targeted manner. Presently, many research groups, including ours, and some companies
are adapting neurofeedback into VR games, though none are to market as of yet. The
goal is to improve the potency of neurofeedback with greater engagement in VR.

In this paper, we will explore the role of BCI in recreational gaming, followed by
the transformation into gaming for virtual reality applications. Lastly, we will demon-
strate how the principles of BCI gaming may be adapted to therapeutic neurobehavioral
applications.

2 BCI Gaming

BCI in gaming takes two roads (Fig. 1). One is the identification of mental states by EEG
in order to modify the gaming experience in response to these fluctuations in activity.
This can be achieved with a few dry electrodes over various locations of the head. A
mental state is typically detected by an average signal over seconds of time, typically
calculated by a power analysis of frequency bands [8]. This is fairly straight forward
in terms of hardware, signal processing and analysis. The second are discrete stimulus-
driven responses that are used for specific actions in the games [9]. This depends on
more sensitive, numerous and fine-tuned EEG sensors whose signals are converted to
event-related potentials (ERP) on the tens of millisecond scale. The key component is
isolating reliable signals associated with the intent of the user, in this way substituting
for the translation of action through a manual controller. Intent and mental state are two
types of distinct signals with categorically different analytical methods. Consequently,
they need to be considered separately.
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Fig. 1. Examples of EEG analyses used in BCI applications. (A) From raw EEG, frequency bands
are separated between 1 and 50 Hz. Then a power analysis is applied to the frequency range. The
average over a band is used as the feature for smooth BCI controls. (B) Event-related potentials
(ERP) are extracted from raw EEG by time-locking to a stimulus provoked response over a set of
channels. In this example, mismatch negativity ERP is shown over a 450ms window. ERPs can be
used as precise control signals in BCI applications. (a) CC by Albin Michel, Collection “Sciences
d’aujourd’hui”, Figure 18, page 142, 1987. ISBN: 2226028716. (b) CC by Front. Neurosci., 30
December 2013, Figure 1. https://doi.org/10.3389/fnins.2013.00265.

2.1 Traditional Gaming

A proof-of-concept demonstration of BCI has been well documented by University of
Twente [10] and Graz University of Technology researchers [11] in the adaptation of
World of Warcraft play with EEG mental imagery or slow wave oscillations. Using
EEG channels positioned over sensorimotor cortices, the system learns to recognize
directional movements. With practice, users are able to reliably produce these signals
as intuitive control of the game play. These groups even incorporated neurofeedback in
the form of shapeshifting characters. When indicators of stress were detected, the player
changed to a monster-like character. The player would need to relax to return to their
default state [11]. This work is nearly a decade old and has not come to market.

The lack of progress is in part due to the limitations in wearable and consumer acces-
sible EEG devices of the time. Significant progress has been made in hardware for con-
sumer EEG headsets and in the algorithm development for signal analysis (Fig. 2).Wire-
less Bluetooth technology and dry electrode sensors are the two advances that enabled
the hardware change from the high-density gel electrode caps wired to preamplifiers
then processed through PCs. For software, application of real time signal processing and
rapid and adaptable machine learning algorithms have transformed what used to take 30

https://doi.org/10.3389/fnins.2013.00265
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min in the lab down to 1–3 min. These range from single-channel electrodes (NeuroSky)
to 14-channel headsets (Emotiv EPOC X). Both Neurosky and Emotiv have also shown
the community that their devices can be used in simple BCI games. The Muse, another
dry electrode device, has successfully been adapted into the game MindBall Play, in
which marbles are raced through complex winding paths [12]. While the demos and
even marketable products are completed, iterative adaptation for more games and broad
user adoption remains elusive, likely due to the lack of penetrance of the market for
consumer EEG.

Fig. 2. Consumer devices for EEG and integrated EEG and VR. (A) 5-channel Muse 2, (B) 5-
channel Emotiv Insight, (C) Looxid Link affixed to HTC Vive, (D) Neurables HTC Vive with
Wearable Sensing electrodes. Each device has different electrode sensor design and distribution
over the head. The fit of each is also distinct. For these reasons, the usage in BCI applications are
not interchangeable and each have uniquely suited contexts.

Sometimes video games are used to demonstrate a therapeutic proof-of-concept. For
example, a functional electrical stimulation (FES) BCI to play Guitar Hero [13]. In this
system, electrical signals directlymeasured from the primarymotor cortex are read in and
trained to detected combinations ofmotormessages throughmental imagery. This is then
mapped to an output of stimulation electrodes to the forearm that activate the combination
of muscles associated with the intended movement. The beauty of this demonstration is
in the control of each finger in real-time. Now for the paralyzed individual, the function
he wasmost hoping to regain was certainly not Guitar Hero. However, by using the game
to train the algorithms for individual finger modulation, further functional movements,
like a grasp, can be effectively learned and programmed. Without question, spending
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hours playing Guitar Hero was more engaging for the patient than repetitively tapping
each finger until pattern detection was reached, which is traditional manner to train a
BCI controller.

2.2 VR Gaming

The first true BCI VR game, Awakening, was developed with Neurable’s technology
in 2017. Neurable adapted the HTC Vive headset and Wearable Sensing dry electrode
EEG to a single piece of hardware. The software analyzes the signals from the parietal
and occipital lobes to extract P300 ERPs. The P300 is an indicator of visual attention.
Neurable has adapted this signal into a selection tool in the game. So rather than point
to or scroll to what you want on the screen, you look at it. For Neurable, gaming is not
the primary goal. Their long-term applications are for integration of BCI into simulation
training and testing as well as novel devices for more consumer applications. Despite
these being their stated goals, investment for this young company first came in the form
of VR game development.

ValveCorporation is actively researching howBCImaybeused in gaming as revealed
at the 2019 Game Development Conference. While the company did present the pro-
gressive work of more intuitive control of games through EEG signals paired with eye
tracking and gestural control, the focus was on evaluation of mental states during play
to adapt the game environment in response to affective dips. For example, a player may
become disengaged with the game as noted by decreased attentiveness (lower beta fre-
quency power), which could trigger an exciting turn around the next corner. Difficulty of
the game may instead be determined by cognitive load in contrast to a preselected level.
In these ways, game play may feel “just right” to the player in this highly personalized
and dynamic experience. The adaptive aspect is similar to neurofeedback games, which
adjust the difficulty factor based on performance.

The advantages of developing BCI for the context of gaming are that hours of data
can be collected from a distributed network of thousands of people. Most research labs
do not have the reach or the funds to acquire data at that scale. Individual lab studies
typically run for about 15 min and may have a few dozen participants. The great quantity
and diversity of data from game play can then drive robust machine learning models for
generalization and sensitivity in consumer applications for wellness or market research
as cited use cases by Looxid Labs.

Looxid Labs is a relatively young company that is on the forefront of EEG integrated
VR. In contrast to Neurable, which positions the electrodes broadly around the scalp,
the LooxidLink adheres to the front of the headset with a concentrated set of electrodes
over the anterior frontal lobe. This is another example of a gaming introduction to
neurofeedback. Their demogames are all driven by classicmental state indices, including
the Mental Playground. In this game, neon 3D shapes are programmed to rise and fall
with fluctuations in concentration. Looxid Labs makes their SDK available for others
to develop applications using their hardware and software. For VR BCI that utilizes
intrinsic activity, rather than evoked responses, an integrated platform like this may be
used for extended training or therapy.
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3 Digital Therapeutics

Nearly all current digital therapeutic companies have gamified their therapies. Curiosity,
challenge, aesthetics and engagement are critical for a successful implementation of
a therapeutic aiming for behavioral change. A handful of companies, highlighted in
this section, have shown what can be done with VR to enhance user engagement and
efficacy through embodiment, high stimulus environments, reward and challenge. Game
designers and software developers are essential players along with the scientists and
physicians of therapeutic BCI endeavors, like neurofeedback-integrated VR games. The
cooperation between these disciplines are overcoming the hurdles of access to potential
benefits of neurofeedback therapy.

3.1 Traditional Neurofeedback

Neurofeedback is a therapeutic adaptation of closed loop BCI. The same components
are in place—sensor of brain activity, processer, effector [14]. The user at the center
of this loop is learning to control the effector, just like a BCI game or a tool. In stark
contrast is the actual goal of the activity. In neurofeedback, the control or modulation
of the game is simply an avenue to change the targeted pattern of brain activity. Neu-
rofeedback therapy is agnostic as to what the effector may be, as long as it is effective
in engaging the user long enough to make lasting neuroplastic transformations [8]. The
reality is that any game or BCI will make changes in the brain as that is what defines
learning of all types. Neurofeedback therapy is unique in that its purpose is only relevant
as transfer learning. Becoming proficient at the neurofeedback game, must carry over
to the behavioral or mood correlate outside of the game. For example, a therapy that
targets sustained attention must show that the user then has improved focus at work.
Consequently, the bar for performance is greater for the BCI in neurofeedback therapy
than in a gaming context.

While specialized neurofeedback programs have been developed for neuropsychi-
atric clinics like the Drake Institute, these protocols are not accessible to the masses. The
personalized therapeutic plan requires high density EEG that is quantitatively mapped
[15]. For each patient, the “abnormal” regions are localized and the degree and direc-
tion of change is determined. That local signature is then programed as the input to
the neurofeedback training game. Over six weeks of daily practice, the brain gradually
changes. Assessments are completed to see if the patient has improved upon standardized
psychometric scales or may have reduced sensitivity to episodic triggers (as in PTSD).
This level of commitment is called for with psychiatric conditions that are debilitating.
However, there is an existing need for brain training in subclinical populations and neu-
robehavioral conditions that interfere with peak performance. This is the concentration
of our team’s work.

A key democratization of neurofeedback has been the emergence of consumer EEG
devices that are sold as part of wellness packages (Fig. 2). The Muse, which is marketed
as a meditation aid, is distinctly in the “wellness” market and not for therapeutic use.
Emotiv is presented as a tool for a broad set of portable EEG applications, especially
research. Emotiv has demonstrated several BCI proof-of-concepts [16]. One of the most
outstanding is a demonstration of the Emotiv EPOC used in a serious game for focus
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training by using the pre-defined mental commands [17]. On average, players showed
an 8.25% increase in focus based on EEG measurements compared to keyboard control
of the game. As described earlier, Looxid Labs exclusively develops BCI hardware
and software for VR with a Unity SDK. The potential for novel and immersive game
development is thus open-ended and may be expanded richly by the community at large
by partnering with the company. Importantly, each of these companies have devices that
run for $300 USD or less, making them an attainable investment.

One example of how a single channel EEG system (MindWave by Neurosky) may
be used in treatment of anxiety is shown in the game Mindlight [18]. In this game, the
frontal alpha and beta frequency ranges are used as different reward parameters in the
neurofeedback training to improve self-regulation of anxiety. Targeting 8–16 year-olds
with autism spectrum disorders, the game setting is a magical mansion with monsters
that are vanquished by the player’s light, which is controlled by EEG correlates of
focused relaxation. The outcomes of the first trial showed that parents report changes in
symptoms, while children do not [19].While the outcome is not undoubtedly convincing
of the effect, the game design in Mindlight is on par with simple video games children
may otherwise play and were successful in consistent player activity over six weeks,
showing strong engagement.

A similar model to what our team is aiming to achieve is practiced byMyndLift [20].
MyndLift uses the Muse EEG device, like we do, and tablet or smart phone delivered
neurofeedback system. Any individual may sign up via their website and be paired with
a neuro-coach. A subscription fee is collected as an active user. The Muse is a five-
channel dry electrode array that is position over anterior frontal and temporal locations.
These sites are sufficient to reliably and robustly measure spectral frequencies from 1 to
50 Hz. Standard power analyses are conducted followed by calculation of mental state
indices (e.g. “attentiveness”). Either may be used to create a control parameter for the
neurofeedback training. The timeline of a therapy is similar, as this is determined by
the neurobiology of synaptic remodeling, which takes roughly a month to stabilize. The
advantage of the Myndlift system is that it may be practiced at home with easy to use
technology. Working under the assumption that a person already has a tablet for general
usage, the only specialized hardware needed is the Muse, which is priced lower than a
smart phone. Further the monthly subscription fee is a fraction of the cost of an hour with
a therapist. This is one path of increasing accessibility to mental health services, which
are impacted by limited number of clinicians and cost. While Myndlift is a significant
advance in overcoming hurdles of access, the brain training games are graphically simple
and gameplay is very one-dimensional, in our opinion. By transforming this model to
include a VR option, the user engagement, compliance and efficacy may be improved.
We demonstrate a proof-of-concept of this with Mandala Flow State as described in
Sect. 4.1.

3.2 Enhancement of Digital Therapeutics with VR Features

Gaming in a VR environment enhances the user experience through its immersivity.
This is not simply due to the 360-degree views. Rather it is the visual illusion embedded
with an array of interactive and sensory dimensions. These affordances are the basis for



274 J. A. Scott and M. Sims

building a sense of presence and embodiment in the VR environment. The perceptual
trickery may be used to more effectively train a BCI for gaming or therapeutic purposes.

The embodiment of the player in a VR space has been adopted into neurorehabilia-
tion interventions [21]. The real time synchronization of an avatar has enabled improved
in-home rehabilitation for stroke recovery and pain management. For example, Cogni-
vive recently received FDA clearance for a VR neurorehabilitation system. The stroke
recovery training is in the context of a beach resort that includes a social component and
puzzle solving in the context of completing physical rehabilitation at home. Likewise,
Karuna Labs uses VR therapy for chronic pain management. In this experience, patients
are mirroring an avatar to promote virtual embodiment, which lessens the perception of
pain during physical therapy. With similar goals, MindMaze is developing a VR headset
with integrated EEG for virtual embodiment training for neurorehabiliation [22]. Prior
to these VR-based interventions, the options to patients were more limited and difficult
to access and painful.

Interactive affordances are a constant innovation in VR gaming. Hand-based ges-
tures to virtually touch something with bare hands or haptic feedback gloves, like those
fromHaptX, imbue a sense of verisimilitude to the experience. The hand can manipulate
and grasp affordances such as switches, dials knob and tools. The tactile simulation may
be more convincing in VR rather than screen-based games due to the circumscribed 3D
visual field. For interventions targeting conditions with attention challenges or sensory
processing, immersivity and presence are critical for efficacy. For instance, by the char-
acter of the condition, people with attention deficit disorders are easily distractible by
their own thoughts or their environment. Creating a complete audiovisual space with
tactile stimulation helps to overcome that distraction by providing sensory input that
shields the external world and is more potent than their internal melliu.

These unique affordances of VR may improve the likelihood that users engage with
the therapeutic game. Greater engagement does not simply mean spending more time
with the game. Engagement can be synonymous with attention. When the goal is to
promote self-regulation of attention, the neurofeedback system will train at a faster pace
due to this reinforcement. The quicker learning and reward are an encouragement to
users, which may motivate users to continue use of the VR game to their therapeutic
endpoint of 4–6 weeks.

Gaze direction is readily decoded from a VR headset position or with integrated
eye trackers, such as in HP Reverb G2 Omnicept. Gaze is another indicator of directed
attention and intent. This may be used in combination with brain signals to reward
the learning goals. For example, the gameplay may be a visual search task. When the
player fixates on the target and the associated neural correlate increases in conjunction,
a pop-up reward may appear (gaining points or prizes). An elegant application of gaze
control is demonstrated in Dreams of Dali VR experience created for the Dali Museum
in St. Petersburg Florida. The visitor simply looks at the glowing orb for three seconds
and is then teleported to the next position in an immense world made of his paintings’
imagery. This created a seamless teleportation that flies you to your destination. The
teleportation illustrates how transitions may feel naturalistic, rather than artificial scene
switching. This feature is important for maintaining presence in the virtual environment
and concentration on the gameplay.
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VR games are rated on immersion and comfort on top of the actual gameplay in
contrast to screen-based 2D games. VR games, as a new medium, have links from
past titles with modifications for player immersion. The titles can be part of a larger
cosmology, such as StarWars or Harry Potter. The game can also fulfill a filmic narrative
within the cosmology allowing the gamer to participate within that world. Star Wars
titles done in VR, by the spinoff ILM X Lab, have a character adoption feel that the
films could not attain. A narrative is given to promote the player’s transformation into
the character. For example, the player becomes a fighter pilot for the Rebellion. These
games are an expansion in theUniverses they create that give a greater sense of belonging.
The personalization in the storyline certainly strengthens retention of gameplay, which
may be translated into methods for greater engagement in therapeutic VR games. For
therapeutics games intended for teens, alternate worlds inspired by popular culture and
filmmay be an effective way for them to connect to the activities and create personalized
and elaborate experiences that grow and change over the training period.

For an effective digital therapeutic that is delivered in-home, the importance of user
motivation cannot be ignored. Liken this to the info sheet on exercises given to you by
your doctor to do at home to reduce back strain. How effective is this intervention? How
many people aremotivated and organized enough to do boring, repetitive, and sometimes
painful and difficult exercises when there is no encouragement or accountability? The
same principle applies to any behavioral modification regiment. In-clinic neurofeedback
has the advantage of a therapist working with the user in person on a set schedule.
Without this structure in place, the factors of the personal motivation and enjoyment
weigh heavier. VR capabilities have the potential to make a greater impact on this
dimension than other modalities.

4 BCI Neurofeedback in VR

In our opinion, the next milestone in BCI would be to take advantage of the immersive
quality of VR to change the way neurobehavioral therapies are conducted. Neurofeed-
back therapy, as described in previous sections, is a powerful tool when done well—
accurately identifying the source signal, adaptive responsiveness of the BCI, and user
adherence over six weeks [24, 25]. Unfortunately, the implementation often fails to meet
these criteria [8]. The work of our team aims to address some of the weaknesses in the
current practices. In particular, user engagement and compliance as well as creation of
an environment that promotes the desired effect.

4.1 Mandala Flow State

One of themost reliable EEG signals in the frequency domain is the alpha power over the
frontal lobe [23]. This has been used in neurofeedback therapies to improve relaxation,
decrease stress and anxiety, and improve focus [23]. Our group has used this signal to
drive a VR experience that targets focused relaxation [26] (Fig. 3). The system uses
the Muse EEG headset for signal detection and preprocessing. The alpha frequency
from the frontal electrodes are extracted and processed into standardized values. The
detectable fluctuations in these signals are calibrated with a difficulty factor. The VR
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application is developed in Unity3D. The processed EEG signal is a control parameter
for the game. The VR experience is delivered through an Oculus Rift S headset. This
framework opens the door to many variations on a theme of modifying patterns of neural
activity and behavior.

In our prototype, we selected a context that would promote a state of focused relax-
ation via cultural association and sensory experience. The environment created for
focused relaxation was thus a mandala, a tried and true meditative visualization aid
[27]. The feedback parameter is also an intuitive link to the desired mental state. This
version was a procedural mandala that was uniquely generated in each run. The sound-
scape was an ambient melody layered with 10–12 Hz binaural beats and “Om” chants.
The transparency of the mandala and the gain of the chants were parallel feedback
channels that changed with alpha power. The first testbed for our prototype was a brief
simulation run with pre-recorded EEG. This was run on 38 people over three hours, with
a waitlist of 50 people, at the San Francisco Night of Ideas 2019 [28]. The high traffic
at our installation showed a significant level of engagement and interest in this platform
by the public.

Subsequently, we redesigned the mandala to reflect a more authentic aesthetic and
perceptible feedback (Fig. 4). This was achieved with a fog filter over the generative
mandala inspired by Tibetan Buddhist mandala architecture. The dynamic aspect of the
mandala was how it envelopes the 3D visual space and creates the illusion of traveling
movement as the mandala gradually grows from the central point of view. Each instance
of the application generates a new design of the mandala from a library of colors and
elemental patterns. The soundscape accompanying the visual experience is an original
digital composition that follows a template of shifting complexity and dissonance to
promote focus and prevent passive viewing. The alpha power from the brain activity
was inversely linked to the fog shader in order to figuratively clear the fog from one’s
mind. The summative reward is to see the complete mandala clearly before it is swept
away like sand. Consideration of both the sensory experience and the adaptive, intuitive
feedback sets this apart from neurofeedback games that simply levitate a ball or race a
car [29] or are exclusively auditory [30].

To date, the system has only been used in an interactive installation at the Asian Art
Museum of San Francisco until its closure due to the COVID-19 pandemic (January
to March 2020). The details of this project are described in separate manuscript [31].
The formal testing of the system is set to begin once campuses fully reopen and human
studies are safe to conduct by IRB criteria.

Truly, the development of the Mandala Flow State proof-of-concept digital thera-
peutic would not have been possible in the absence of interest outside of this area of
study. Primary funding for this work came from parties interested in the arts. Students
and collaborators emerged from a diverse set of fields, none of which were in science
or medicine. Major contributors studied computational creativity, industrial design, reli-
gion, music composition, theatre and art history. In the realization of the product—a
neurofeedback platform that promotes user engagement and trains the brain towards the
targeted goal—the talent and the tools present in the gaming industry became just as
critical as the guiding science. This type of partnership is demonstrated by Deep VR
and Gaming for Emotional and Mental Health (GEMH) Lab of Radbound University.
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Fig. 3. Mandala Flow Stateworkflow. Raw data from theMuse 2 device is read in by theMuse lab
software where preprocessing to remove artifact and separate frequency bands is done. Then the
absolute alpha power is output to our processing stream to be normalized and input as a control
parameter in Unity. The VR display is a layering of the 3D scene, soundscape, the uniquely
generated mandala and a fog filter. The alpha power inversely modulates the density of the fog
in real time. That convergence is the output to the Oculus Rift S for the person to perceive. The
user attempts to relax (or is relaxed by the experience) in order to increase the alpha power, our
correlate of focused relaxation.

The product produced is a breathing pattern biofeedback meditative VR game aiming to
treat anxiety [32]. The collaboration here led to numerous design and film awards for the
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Fig. 4. Mandala Flow State at the Asian Art Museum of San Francisco. Inside of a tent, a partici-
pant was set up with the EEG band and VR headset try out the neurofeedback demonstration. The
experience was mirrored to visitors as seen in the photo. To the left is the streaming EEG signal
for each channel that is used to modulate the VR display, which is to the right.

VR game and scientific backing of the methods. Again, we see that equal contributions
from professional game designers and the scientists are needed to achieve improved
biofeedback therapies.

5 Challenges to VR Neurofeedback

The idea proposed presently is that amore immersive and richer environment afforded by
VR will improve the neurofeedback training effects. The alternate effect may be just as
likely. The greater complexity of the sensory input may overwhelm attentional systems
and detract from the primary function of the game. Efficacy and user experience are yet
to be comprehensively tested for any VR delivered neurofeedback construct. Naturally,
this is the next step underway for Mandala Flow State. Acute effects of the experience
will be evaluated by physiological measures of heart rate, heart rate variability, and
breathing rate, and user self-report on scales of mood. Full training effects over the
course of four weeks will include change in the State-Trait Anxiety Inventory (STAI),
survey of perceived effects of the training. The outcome may also be dependent on
the quality of the experience design: How well are directions given; Is the experience
complex and uncoordinated or harmonious; Can users tolerate extended time in VR
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without tiring. These questions are yet to be answered by iterative experimentation and
must be addressed prior to further investment into VR-based neurofeedback.

Another deterrent in the proposed system of a VR platform for neurofeedback games
is the adoption of VR technology broadly. At this time, only 14% (or fewer) of house-
holds in the USA have VR headsets [33]. These devices must be paired with “gaming”
computers for the sake of the processing speed and graphics card specifications. The
current technical requirements of a VR system may make the proposed neurofeedback
training out-of-reach for many. However, as progress is made with stand-alone systems,
like the Oculus Quest, and the wider use of VR games, more people may be open to
adding on a brain training game or two. Game sales are 50% of VR software sales [34].
Again, the gaming industry supports the growth of the therapeutic use of BCI by driving
growth in the market for VR. Further, if users are already familiar with BCI as a gaming
modality, then the barrier to accepting neurofeedback games is lowered.

Lastly, exclusively EEG-controlled gaming experiences promise to bemore intuitive.
However, the lack of involvement of the bodymay counter this feeling. Naturally, we use
our bodies to engagewith theworld.EEGsignals are corruptedby the electrical activity of
muscle movement, even facial expressions or head rotations. Imagine an excited player,
who just achieved a milestone, couldn’t express their victory outwardly. Improvements
in real-time artifact detection and correction may mitigate these signal artifacts [35].
Unlike a research experiment, users should feel at home in the experience with freedom
of movement and without pre-occupation of holding still. While excessive movement
may add noise and degrade the detection of the desired pattern of brain activity, robust
preprocessing and machine learning algorithms may make the system tolerant of them,
thereby rescuing the neurofeedback loop [36]. Another strategy is to make use of both
the controller and gestures in combination with the BCI to improve embodiment and
engagement. This also allows for more dimensions of interaction with the game.

6 Conclusions

BCI is powerful framework with nearly endless applications [37]. The disciplines that
use BCI are interdependent, as in the examples illustrated here. Integration of BCI
in entertainment gaming gives a complementary push to therapeutic use of BCI. In
particular, closed loop neurofeedback likens to the BCI game controller or modulator.
Thus, any aspect of research or investment into BCI games simultaneously builds up the
architecture for neurofeedback applications. Inadvertently, the adoption of BCI games in
the future will create a ready market for brain training games. This is especially relevant
for VR systems as the barrier to purchase said systems is greater.

The work done by our team is in the hope of changing the way neurobehavioral
conditions are treated. When fully realized, it promises to give greater agency to the
user in having control over their therapy. It reduces the dependency on clinicians and
expands access to subclinical populations. By bringing the daily practice home and truly
gamifying the therapy, patients for whom getting to the clinic is a challenge will be able
to maintain therapy without interruption. What we imagine are adolescents and young
adults, who are having difficulty managing their stress or maintaining focus, using the
systems that they already have for entertainment and transforming them into therapeutic
tool simply by choosing a new game.
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Abstract. Training in lighting design for theater is increasingly
grounded in new technologies. A growing momentum towards the incor-
poration of new digital tools including computer-based “magic sheets”
and digital lighting consoles simplifies the work of lighting designers
while also supporting diverse talent through accessibility offerings. As
the industry also moves away from traditional classroom education, there
is a need for alternative options that will allow future lighting designers
to practice their trade.

KeyLight leverages Alexa voice control, Unity Engine visualization,
and virtual reality (VR) technologies to train designers to create lighting
looks using industry standard terminology and commands. KeyLight’s
voice user interface (VUI) bypasses the issue of learnability prevalent in
other VUIs by enforcing use of theatrical commands that already require
specific verbiage in industry contexts.

Through the medium of virtual reality, design students can prac-
tice their craft without the constraints of lighting equipment, space, or
personnel availability. With this tool, junior lighting designers develop
their fundamental technical and communicative skills. Testimonials from
industry professionals suggest that KeyLight can supplement the educa-
tion of aspiring lighting designers by enabling them to practice their
communication through digital design work. Through KeyLight, junior
lighting designers can learn the fundamental skills of additive color mix-
ing, the efficacy of different lighting angles, the division of lighting fix-
tures into channels and groups, and to communicate their designs to a
board operator. Results also indicate that there are applications of this
voice technology to the workflow of professional lighting designers.

Keywords: Lighting design · Theater lighting training · Virtual
Reality (VR) · Voice user interface · Unity 3D · Amazon Alexa

1 Introduction

Training in lighting design for theater is increasingly grounded in new technolo-
gies [7]. A growing momentum towards the incorporation of new digital tools
including computer-based “magic sheets” and digital lighting consoles simplifies
the work of lighting designers while also supporting diverse talent through acces-
sibility offerings [4]. As the industry also moves away from traditional classroom
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education, there is a need for alternative options that will allow future lighting
designers to practice their trade [4].

1.1 Background

Access to resources, time, and spaces in which theater artists can practice lighting
design is an issue for junior theatrical lighting designers and theater students [5].
Tight budgets, small turn-around times between shows, and a lack of equipment
and other training resources limits the amount of hands-on experience aspiring
designers can have [4].

When training through the classroom, lighting students learn the basics
alongside many peers, sharing scarce resources and equipment [5]. Teachers will
expose students to lighting equipment, terminology, and basic practice. After
learning the basics, students will then be asked to demonstrate their skills
through design documentation, written and practical tests, or sometimes even
by working on small shows [11]. Experienced staff will expect junior lighting
designers to exhibit good design and communication of their ideas, using indus-
try standard terminology [11]; however, many junior lighting designers have few
opportunities to practice verbal communication of design in working scenarios
[5]. The ability to communicate to a board operator is an integral skill for light-
ing designers [11], but it can be difficult for students to have access to spaces,
peers, and equipment with which to practice these skills in a meaningful way [5].
This tooling provides a new medium through which designers can practice and
test their communication skills without said limitations.

1.2 Approach

This project combines virtual reality technology with Alexa voice commands to
address gaps in the technical education of lighting designers. The Alexa user
interface takes on the role of a board operator. In theater, board operators listen
to commands made by the lighting designer and enter each command into a
board that controls the lights in the theater. Designers must learn to work effec-
tively with their board operator to create looks and cues for the stage. Designers
therefore must learn to communicate their designs. By training with a lighting
visualization tool that leverages voice control, designers gain experience creating
lighting looks using the same industry standard terminology and commands that
they would employ in a real theater.

The use of VR with visualization software does produce some challenges.
Computers with powerful graphics cards are currently needed to be able to
run VR programs without disruptive frame drops. Not everyone has access to
such computers, and the adoption rate of many virtual reality headsets is still
relatively low. To address this challenge, KeyLight was designed to also functions
without virtual reality equipment (Fig. 1).
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Fig. 1. The Keylight stage with a lighting design. The icons show where lights are
hung in the space, with different types for the house and stage lights. A large camera
icon intersects with a table light near the bottom of the image. This shows where the
user sits in virtual reality, next to the board operator at a table in the house.

1.3 Lighting Terminology

Users of the software must have basic theater lighting knowledge. Here are some
common definitions for the concepts that appear throughout this paper:

– Channel: An organizational number, assigned by a user of a lighting control
board. Essentially serves as a name for some number of dimmers.

– Dimmers: Allow users to change a light’s intensity. Connected to lighting
fixtures.

– Groups: A group of channel numbers. Allows control of multiple channels at
once.

– Light plot: A diagram showing the placement, type, orientation, color, and
more of all the lights being use for a production.

– Cyc: A large, blank surface placed on the back of the stage on which lights
are focused to create a background effect.

– House: The area where the audience sits in the theater.
– Half: Setting a fixture to fifty percent intensity.
– Full: Setting a fixture to one hundred percent intensity.

1.4 The Magic Sheet

The magic sheet is a “cheat sheet” for a light plot. It provides designers with
information about the lights that can be gathered at a quick glance. Groups
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of lights are separated into multiple miniature plots of the stage. The stage is
oriented on the magic sheet as you would see it from the house. Outlines of the
set are visible in each square to help orient the designer. The name and number
for each group is given above each plot, and available colors are shown as well.
Arrows show the direction of the lights, and channel numbers are placed onto
the spots where their fixtures will affect the stage. An example of a magic sheet
is seen in Fig. 2.

Fig. 2. The magic sheet provided in KeyLight. This is placed on a table in front of
the user. Each square shows the stage in miniature with dotted lines indicating the
placement of set pieces. Group numbers are next to the name of each group (i.e. the
Up Lights are Group 20 and include channels 21–25). Each channel’s focus is indicated
by its placement on each plot.

2 Related Work

Many lighting visualizers already exist on the market. Software is used by theater
professionals to pre-program shows, plan lighting designs, make decisions about
where to hang or focus lights, and more. However, popular lighting design tools
in the market today do not incorporate a vocal interface [11]. Designs for sys-
tems that use voice interfaces to control physical lighting fixtures have already
been patented but not incorporated into digital tooling [2]. Designers today use
physical or digital inputs to control their lighting consoles or visualization tools.
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The addition of a vocal input innovates on top of these previously designed and
proven systems.

Virtual reality and other digital tools are becoming more prevalent in theater
spaces. Virtual reality is being explored as a tool for visualizing lighting design
before events and productions [1]. Large companies such as Vectorworks have
created VR visualization tools which can be used to view designs for anything
from architecture to set design [12]. Other projects have used VR as a visualiza-
tion tool, using mechanical controls and motions within VR to control the space
[1].

Novel lighting software, which include digital magic sheets or accessibility
features such as touch controls and auditory responses, are being explored to sup-
port the diverse community of lighting designers [4]. While researching related
work, however, the authors found no existing tools that combined lighting visu-
alization, design tools, and voice controls into one program. Hence the need for
a system such as KeyLight is apparent.

3 Key Light System

3.1 Overview

KeyLight is a system that provides visualization for lighting within a theater
hall (Fig. 3).

Fig. 3. Users sit at a table in the audience and look out upon the stage they are
designing.
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The system is designed using Amazon Alexa, AWS Lambda, Amazon Simple
Queue Service (SQS), and the Unity Game Engine. Many of the limitations of
the system, discussed throughout the paper, could potentially be improved by
switching to a different vocal processing tool. A designer utilizing a virtual magic
sheet similar to the one shown in Fig. 4a vocalizes a command to a personification
of Alexa as seen in Fig. 4b. Alexa then processes the speech as an intent, sending
information about the command through the model created in the Developer
Console.

(a) The magic sheet, as displayed in
front of the user in VR.

(b) A personified Alexa lighting assis-
tant depicted at the helm of the light-
ing controls.

Fig. 4. KeyLight work environment

Slots in each intent are filled with keywords, such as the numeric value of a
group number as seen in Fig. 5.

Fig. 5. An Alexa Intent sheet example, as displayed in the Alexa developer portal.
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The Alexa service has a custom AWS Lambda endpoint; all code for handling
activated Alexa intents is stored in AWS Lambda and is written in Python. As
depicted in Fig. 6 When a valid command is received, such as changing a group
of lights to a new color, the command is parsed and sent into an AWS SQS FIFO
queue. Unity continually polls the queue to check for new jobs. If one is found,
the Unity code removes it from the queue, processes it, and sends the command
as an event. Lights in the Unity scene listen for these commands and change
their values as directed.

Fig. 6. KeyLight Trainer’s backend is built on interactions between Amazon Web Ser-
vices, user input, Amazon Alexa, and the Unity Engine.

3.2 Current Steps for Use of KeyLight

The steps below describe how the system works in its prototype phase. Future
developments would bypass steps I–IV by using any Alexa device; however, Ama-
zon certification for a completed application is needed for this functionality so
this will have to be implemented after all development is completed for the
project.
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I. Sign into the Alexa developer portal using the username and password
given.

II. Under Alexa skills, click the skill labeled as “KeyLight”.
III. Go to the Test tab.
IV. To interact with Alexa, either hold the microphone button down and talk

or type into the terminal.
V. Launch the Alexa component of KeyLight by saying or typing “key light

trainer”.
VI. Open the Unity executable.

VII. Optional: Put on VR equipment.
VIII. Begin directing Alexa using the lighting commands in Sect. 3.

3.3 Design Choices

Polling Design: Due to Santa Clara University network restrictions on incom-
ing traffic, it was necessary to create a system in which Unity asks the queue
for new jobs and receives a JSON response. After lots of trial and error, other
models, such as using the Unity Networking packages or using client-server com-
munications, proved unsuitable for this task.

Custom Endpoint: Rather than hosting the Alexa code in the Alexa develop-
ment console itself, KeyLight uses a custom AWS endpoint in Lambda code. This
allowed for easier editing and management of the actual code running behind
the scenes to handle the Alexa requests, and the use of Amazon’s Simple Queue
Service (SQS).

Intents: The commands discussed in Sect. 3.4 have been created as separate
intents to clarify their purpose.

Linguistic Limitations

I. At the time of this writing, Alexa is unable to differentiate between intents,
based on the input provided. If one intent is formatted to accept chan-
nel number color name with no other surrounding words, and another is
formatted to accept channel number light level, Alexa’s voice parsers will
sometimes plug a command such as “ten red” into the latter of those com-
mands, throwing errors. This could possibly be circumvented with code, but
after some time working through this problem, it was decided that KeyLight
would enforce a few rules about each command that would still be applicable
in traditional lighting design communication. Levels are adjusted by saying
“at” (ex. “channel ten at fifty”) and colors are changed by saying “to” (ex.
“channel ten to red”). If neither word is present, the intent will be processed
as a color change, as it is more common to say, “channel ten red” than,
“channel ten fifty”.
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II. Alexa has difficulty processing combined words that should fit into one slot.
Thus support for colors such as “red-brown” and “green-blue” were added,
but in tests Alexa only processed “red” or “green” and ignored any inputs
following that.

HTC VIVE: The program is designed for optional use with the HTC Vive, but
as the controllers are not used in KeyLight, it can be easily extended to work
on other devices.

Future Simplification of Code: For speed during the prototyping phase,
an event listener model was used. The Unity code can be simplified in future
versions to use a game object with all the light objects attached, rather than an
events system.

3.4 Commands

Each command is associated with a separate intent. The phrase “start key light
trainer” invokes the Alexa skill (Table 1).

Table 1. Important Alexa Intents.

Intent Name Intent Type Additional Notes

SetGroupColorIntent Set the color of a group

SetChannelColorIntent Set the color of a channel

SetGroupValueIntent Set the level of a group

SetChannelValueIntent Set the level of a channel

BlackOutIntent Turn off all theater and house lights A small lamp on the designer’s table remains on

GroupLevelFade Add a fade to a group Not yet supported in Unity and Lambda code

ActionInfoIntent Request information about available actions Not yet supported in Unity and Lambda code

DesignInfoIntent Request information about what to design Not yet supported in Unity and Lambda code

Intents are comprised of defined phrasing that combines specific utterances
with custom slots, which allow for variable speech inputs in an utterance
(Table 2).

Table 2. Alexa Slots.

Slot Name Slot Type Function Notes

KeyLightColors Custom Defines colors (i.e. light pink, dark

purple, white, cyan, grey, etc.)

Colors not natively in Unity were

defined to match these words

with appropriate values

HalfOrFull Custom Set lights to level 50 or 100 using

“half” or “full”

fadeType Custom Fade the lights in or out Not yet supported in Unity and

Lambda code

Amazon.Number Built In Converts speech to numbers for

group numbers, channel numbers,

and levels
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Each of these intents has many possible associated commands that Alexa
will mark as valid. In the current prototype, users have the ability to change the
level (intensity) and color of groups of fixtures or individual fixtures (channels).
Supported colors include red, orange, yellow, green, blue, purple, pink, and white.

I. To change a level, a user would say: [Group/Channel] [#] at [level #].
For Example:

“Group [thirty] at [fifty]”
“Group [thirty] at [half]”
“Channel [twenty-two] at [one hundred]”
“Channel [twenty-two] at [full]”
“Set group [one hundred] to [forty three]”

II. To change a color, a user would say: [Group/Channel] [#] to [color]. For
Example:

“Group [ten] [blue]”
“Channel [twelve] [green]”
“Change group [ten] to [red]”
“Set channel [ten] to [yellow]”
“Let’s make channel [thirty one] [purple]”

3.5 Future Developments

These are the planned improvements for the KeyLight Trainer:

– The ability to save stage looks as cues and replay (or load) cues into the
scene.

– The ability to ask Alexa to change the set or scenery.
– The ability to choose between different light plots (configurations of lighting

fixtures).
– The ability for users to view the current state on an interface within the

trainer.
– The ability for users to select additional colors and also make adjustments to

those colors.
– The ability for users to change the numbering of channels or groups.
– Further support for transitions and fades.
– Better natural language recognition for communication not relating to com-

mands.
– The use of realistic types of fixtures.
– Expanded dialogue options for the board operator and Alexa.
– Adding additional animations to the model representing Alexa.
– Expanding terminology to match that used outside of the western United

States.
– Improvements to visual displays, including communication of state of the

fixtures.
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4 Results

4.1 Summary of Findings

Four theater industry professionals were presented with a demonstration of the
KeyLight Trainer. Those interviewed included Participant 1) a senior product
manager at a professional stage lighting company, Participant 2) a Theater Man-
ager for a school district, Participant 3) the Technical Director of Performing
Arts at a high school, and Participant 4) a lighting designer.

In a separate demo with Participant 5, who was not formally interviewed and
who had no prior lighting experience, testimony indicated that it is particularly
important that users have some background knowledge about lighting design and
terminology. Participant 5 communicated that they felt uncertainty about how
to use the software and a lack of clarity on what might make a design “good”.
These results focus on the testimony of the four industry professionals, who are
closer to the intended audience of this tool (Fig. 7).

Fig. 7. A participant using the Keylight Trainer with a Vive headset.

Of the participants who saw KeyLight in use, 100% thought KeyLight Trainer
was a useful tool for lighting designers. All also thought the KeyLight Trainer had
novel value. “I think the thing that’s different here, is that you’re not building
the look. You’re asking someone else to build the look, and you have to be able
to communicate that,” said Participant 1 [11]. Participant 3 called KeyLight
the “missing link” for students looking to cross over from classroom education
to hands-on experience [5]. Participant 3 also noted that the KeyLight project
would be beneficial to both professors and students who are often unable to use
professional visualization software due to its cost prohibitive nature.
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Mentioning the many visualizers available in the market, those interviewed
instead reported the success of KeyLight as a communication trainer. “The com-
munication part is something that we don’t have, that none of these things
have.... The other stuff is already out there. And having a way to talk to a visu-
alizer isn’t really that exciting. You already have the visualizer. A way to just
learn to talk to a programmer, yeah, that’s different,” said Participant 2 [11].

All four further discussed the importance of communication skills as a lighting
designer, and that the VUI implemented in this software would help designers
build upon those skills. “To be able to translate what’s in your head into the
stage when you’re limited by time... when you’re trying to explain it to another
entity, that means your thoughts have to be organized in such a way that you
can communicate them,” said Participant 1 [11].

Best applications of the model for this trainer were also discussed. All four
participants brought up the different patterns of language and commands used
by lighting designers across different lighting boards. There was consensus that
the program, if tailored specifically to the language of each board, would pro-
vide immense value for learning not only how to communicate but also how to
work with specific lighting technologies. They suggested that this would make
the trainer more useful for professionals as well. Discussing the generality of
the magic sheet and its associated commands, Participant 2 stated, “I like the
idea of that in that it’s realistic and yet generic. It’s not platform specific, it’s
not Eos but it follows the reality of how those types of software work close
enough that you’re teaching the concept without getting bogged down” [11]. All
four expressed that they liked that the commands programmed in the KeyLight
Trainer were more general for student use.

All four also reported a lack of interest in the VR component of KeyLight.
While all four had either used or encountered lighting visualizers before, none
of them reported using the VR features for any such product.

Only one of the four participants thought that KeyLight was close to bringing
value to students and educators in its current state. This participant, a high
school teacher and a department head of the theater program at his school,
stated that the lights in the virtual space needed to be focused better (reducing
lights bleeding unrealistically into areas of the stage) before he would use it
with students. This minor improvement is the only feature that he felt impeded
effective use of the product, and he stated that he would use the trainer with his
theater students if that were to be fixed. The other three participants felt that
some major features needed to be added to bring KeyLight into a state where it
adds value to students. Describing the value of KeyLight as an educational tool
in its current state, Participant 1 stated, “I think it has value. I think it’s value
is a little bit limited... I think it’s cool” [11]. The changes they pointed out are
discussed below.

4.2 Improvements Needed

All four participants reported that the trainer needs to include relative brightness
to be useful as a teaching tool. This means that the VUI must allow users to
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communicate level changes such as “Bump up channel thirty by five points” or
“Bring down group sixty a little.” They felt it was important that future versions
also include the ability to change groups of lights according to their names, such
as “Fronts at fifty.”

State visibility was another critical component that all four professionals felt
the current program lacked. There was no way for a designer to check the current
levels of any group or channel or to determine which were turned on. The second
group of participants suggested that the trainer include another interface on the
magic sheet with a visual display of active channels and their levels, as well as
the ability to ask the Alexa board operator about these levels.

All four also mentioned color palettes. They expressed that it would be best
if users could choose the color of their lights prior to using the tool, or otherwise
have a larger selection of basic colors and variations in light warmth.

All four agreed that there should be multiple human targets on the digital
stage, and that the ability to switch between set designs would add to the expe-
rience. Three expressed interest in the ability to pre-program a set design for
potential students and then have the students work in that created space. One
thought it was important that the humanoids on the stage also have eye sock-
ets and slightly more realistic features so that students can learn more about
the effect of different lighting angles on a subject. Three out of four liked the
simplicity of the “cartoony” environment and models.

Debating what would be needed for KeyLight to provide value to theater
students, all four also agreed that cues need to be implemented in KeyLight.
Users must have the ability to save, replay, and transition between cues or looks
on the stage. They agreed that once relative brightness, a display of the system
state, cues, and the color palette were expanded, KeyLight would provide great
value as an educational tool.

5 Discussion

While pointing out some critical improvements to KeyLight, each professional
interviewed also acknowledged the value of KeyLight as both an educational
and professional tool. In one testimonial, an interviewee speaking to the imme-
diate application of KeyLight said, “You could go into the theater that’s in your
[KeyLight] visualizer for the last week of your class and light things using the
plot, using the everything. That would be helpful” [11]. Speaking to future appli-
cations of the VUI for professionals, another said, “If you had something that
would let me voice control a console out there, I would buy it in 30 s. In my
world I spend a lot of time at a lighting desk, and I don’t have operators that
are really very good. I end up having to write my own cues mostly. If I could
just sit there and talk into it while I’m watching the stage, suddenly I’m twice
as fast. I think there’s a product there possibly quite powerful and useful. It’s
not educational. It’s for people who are in smaller venues where your lighting
designer has to write cues... I’ve wanted that for a long time” [11]. In its current
state, those interviewed see KeyLight as being a powerful educational tool with
future possibilities for professional expansion.
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By using a VUI with industry standard language, KeyLight bypasses some
challenges posited by voice user interfaces [8,10] by enforcing a model that is
both naturally learnable and discoverable for users with training in lighting
design. KeyLight also goes beyond this model by requiring users to speak in
patterns that reflect those required in their profession. Other research on VUI’s
has focused on the reliability of a mental model that users build for the program
[3], and by focusing on a niche audience KeyLight evades some of the challenges
users face while forming one.

Personification of Alexa as the board operator, another aspect of VUI’s
explored by other researchers [6,9], helps to ground the voice technology and
add a sense of realism to this simulation according to those interviewed.

With budget, time constraints, or public health limitations preventing aspir-
ing theater designers from practicing their craft, KeyLight solves access problems
in theater education. “Most high schools don’t have visualizers,” said Participant
2. “Colleges are going to have them but they’re probably going to be restricted
access as to who gets to do it when. So the idea that you’ve got something sim-
ple built into [KeyLight] is really appealing because anyone can use it and they
can see, even if it isn’t super fancy visualization, there’s something to see that’s
there and its part of the system” [11]. KeyLight fills a rift in theater education.
Many students lack access to the software, spaces, or equipment that will allow
them to develop their professional communication skills.

As Keylight continues into later phases, more rigorous evaluation of its effi-
cacy will be needed. After the improvements discussed in this paper are imple-
mented, the intention is to compare both the qualitative and quantitative impact
of Keylight versus other lighting software and tooling on junior lighting designers
learning lighting through the classroom.

6 Conclusion

KeyLight moves beyond the functionality of similar software in several important
ways. As a training program for lighting designers that leverages voice control,
KeyLight Trainer helps designers gain experience with an actual method for cre-
ating lighting looks, using industry standard terminology and commands. An
Alexa voice assistant sits beside the user and takes on the role of a board oper-
ator, adding to the immersion of KeyLight Trainer. Finally, while this program
uses virtual reality to help designers get comfortable with giving commands in
a simulated space, it can also run on any computer without VR equipment.

With KeyLight, junior lighting designers can strengthen their fundamental
skills. Users can learn to be more confident communicators as they increase the
hours of experience they have designing for the stage. While future expansions to
KeyLight have the potential to prepare the trainer for professional use, testimony
suggests that this program will increase the comfort, confidence, and competency
of both traditional theater students and people entering the industry through
new, nontraditional paths.
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