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Abstract. Under the quarantine for the coronavirus disease 2019 (COVID-19)
which has been spreading rapidly across the world since it was first identified in
Wuhan City, China, in early December 2019, people are sharing their everyday life
via socialmediamore than ever before.Over the last decade, event-related informa-
tion has been increasingly generated from Twitter by the growing popularity, and
it is proved that the emergence and evolvement of events can be timely monitored
and analyzed on the basis of this platform. Geographic information plays a crucial
role in mining social media data, however, only about 2% of tweets hold accurate
geographic information due to the operational complexity and privacy concerns.
To overcome the geo-tagging restriction, finding effective geolocation inference
methods is currently one of the main topics in this research field. Geographic
information plays an important role in analyzing and monitoring the spread of an
epidemic disease. In this study, we constructed a method of geolocation inference
based on the whole potential location-related metadata of tweets. A crude form of
geographic coordinate information can be obtained from every tweet’s bounding
box, while location-related information can be mined from the textual content,
user location and place labels via Named Entity Recognition (NER) techniques.
Three coordinate datasets of the United States counties are built and used as the
coordinate references. Models with different data sources have been employed
to predict the geolocations of the tweets related to COVID-19 in the contiguous
United States. Results show that the models with four data sources, namely textual
content, user location, place labels and bounding box of place, withDigital Bound-
ary’s Average (DBA), perform better than other models. When the area threshold
of the bounding box is set to 10,000 km2, the best model can successfully pre-
dict the geolocation of 90.8% of COVID-19 related tweets with the mean error
distance of 4.824 km and the median error distance of 3.233 km. It is concluded
that the proposed method enhances the granularity of geographic information of
tweets and makes the surveillance of COVID-19 effective and efficient.

Keywords: COVID-19 · Social media · Geolocation inference · Twitter data ·
Data mining

1 Introduction

In December 2019, the initial cases of pneumonia associated with a novel coronavirus
occurred inWuhan City, China [1]. However, measures to control the spread of the virus
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were not implemented effectively to keep its spread within China [2]. Since then, the
coronavirus disease 2019 (COVID-19) has been rapidly spreading around the world,
causing tens of millions of cases in more than 160 countries [1]. As of August 17th,
2020, almost 22 million (21,852,024) cases have been recorded, including 773,586
deaths where 25.48% (5,567,765) of those cases occurred within the United States,
including 173,139 deaths according to the worldometer coronavirus pandemic tracker
[3]. Therefore, an overarching objective of this study is to contribute to the identification
of spatio-temporal patterns of the COVID-19 pandemic with a particular interest in the
United States.

Over the past decade, the Internet has helped revolutionize every aspect of people’s
lives, and it is not only a source to get information, but also a platform to disseminate
personal information [4, 5]. In addition, the development ofmobile devicesmade it easier
to send digital information (e.g., texts, location labels, and pictures). At the same time,
social media platforms have experienced a tremendous and profound reform. Twitter and
Facebook mainly provide basic services, but other types of social media are being used
to connect online for different reasons, such as location-based services (e.g., Foursquare
and Whrrl), media sharing services (e.g., Instagram, Snapchat, and Flickr), as well as
other types of services (e.g., Quora, Medium, and LinkedIn). Users can establish online
friendships based on mutual interests and share their everyday life with each other.

Supported by previous studies [4, 6–8], Twitter outshines other platforms in regard to
social network analysis and event detection because of not only its excellent design, but
also its vast user base of different age groups. According to the most up-to-date Twitter
statistics for 2020, its monthly active users are around 330 million, which accounts for
23% of the Internet population, and about 500 million tweets are posted every single
day [9]. Compared with Instagram and Snapchat regarding the demographics, Twitter is
widely used by people of different ages and nearly 63% of them age between 35 and 65
[10]. The large quantity of user-generated contents is employed for datamining in various
research areas [4]. Tweets with accurate geographic information can provide significant
benefits to event response and monitoring, hence those without geographic information
becomeuseless unless geolocation inference is applicable.Accurate prediction of tweets’
geolocation can effectively benefit the response and rescue in emergency events [11].

The development of Global Positioning System (GPS)-enabled mobile devices
enables users to share and track their locations with accurate geographical coordinates.
However, due to the operational complexity and privacy concerns, most users do not
turn this function on [12]. As Laylavi et al. [13] illustrated, the percentage of tweets
with geo-tags account for only 2%, which severely limits the development of associated
applications. Therefore, accurate geolocation inference of tweets has become an urgent
problem in this research field.

Nowadays, disease-related information is increasingly shared in real time through
Twitter, while timely data with spatial and temporal information plays a significant role
in surveillance of an epidemic disease [14, 15]. Every single tweet has its own metadata,
which includes its creation time, but under most circumstances, does not contain its
created geographical coordinates, hence geolocation inference of tweets is still a critical
issue. Real-time data without any geographic information can be almost meaningless
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for emergency response and surveillance of an epidemic disease. Thus, this study aims
to develop novel methods to predict geolocation of tweets based on their own metadata.

In this study, models based on multiple attributes of the tweet’s metadata are built
to predict the non-geotagged tweets’ geolocation. Attributes of textual content, user
location, place labels, and bounding box are fully used during the modelling process.
The dataset used in this study was collected between the 10th and 30th of June 2020.
During this time, the United States (US) was suffering a severe effect of the COVID-19
pandemic. The development of technologies, including Natural Language Processing
(NLP) and Named Entity Recognition (NER) make it easier to extract location entities
from textual data.

The main contributions of this paper are summed up as the following two points:
(1) Exploring potential location-related attributes of the tweet’s metadata and extract-
ing location entities via NER techniques; (2) Three geographic coordinate datasets of
counties are used to predict geolocation and the proposed models are built according to
different priorities of location-related attributes.

The rest of this paper is structured as follows. Section 2 describes a literature review
of relevant research. Section 3 presents a brief introduction of Twitter data’s structure.
Detailed explanation of the proposed models is described in Sect. 4. A case study of the
COVID-19 in the contiguous US based on the models mentioned in Sect. 4 is illustrated
in Sect. 5. The paper finally concludes in Sect. 6.

2 Related Works

Users sometimes add geo-information in their tweets, but in most cases, it is still not that
complete or accurate. Therefore, various methods and algorithms from other fields are
being used in the field of geolocation inference. With the development of technologies
such as machine learning, deep learning, NLP as well as Geographical Information
Systems (GIS), much more methods have made breakthroughs in this research field
[16]. However, different from formal articles which are well written and grammatically
correct, socialmediamessages always contain informal elements, e.g., acronyms, emojis,
hashtags and even typos, which is often attributed to the limit of character count and the
use of mobile devices.

In the past few years, many studies of geolocation inference based on Twitter data
have been published [16]. Ajao et al. [15] reviewed previous research related to geolo-
cation inference of tweets, and summarized relevant methods and evaluation metrics. In
the work of Cheng et al. [17], they discovered merely 20% of Twitter users in the US
prefer to show cities where they live in their user profiles, and only 5% of them pro-
vide geographical coordinates information. The study of Hecht et al. [18] illustrated that
even though self-described addresses are shown in their profiles, some of them are not
accurate or valid, and geo-tagged tweets account for merely 0.77% of the whole. From
the study of Ryoo et al. [19], the percentage of tweets with geographic information is
only about 0.4%. Bartosz et al. [20] as well as Priedhorsky et al. [21] showed the similar
percentages in their studies. More importantly, geolocation inference of social media
data is the basis of other relevant studies. Consequently, further research in this area is
needed.
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When tweets are posted, some places information in the textual content enables us
to understand them better. Textual content is used to predict the geolocation of tweets in
the studies of Cheng et al. [22], Chandra et al. [23] as well as Chang et al. [24]. However,
Ikawa et al. [25] described that some users always mention places that are not exactly
where they are. In the study of Abrol et al. [26], they researched the social network
relationships among their online friends. Backstrom et al. [27] and Bouillot et al. [28]
described that geolocation inference of tweets can be achieved by the user profile in their
studies.

NLP techniques enable various methods and algorithms of this field to be used
in information extraction and geolocation inference. Techniques of NER and part-of-
speech tagging (POS) have been introduced in the research of Lingad et al. [29]. Li et al.
[30] introduced methods of machine learning and probabilistic to geolocation inference.
Takhteyev et al. [31] used gazetteers and location databases in their research. In the study
of Huang et al. [12], deep learningmodels are used to predict geolocation of Twitter data.
Previous studies have obtained a great achievement in this field and have the potential
to pursue more accurate results of geolocation prediction [32].

Most studies conducted on geolocation inference of tweets focus on either textual
content or other location-related attributes. However, this research aims to implement all
feasible combinations of potential attributes related to location to predict the geolocation
of tweets.

3 Structure of Twitter Data

Twitter was released in March 2006 and now has about 330 million active users per
month. Tweets can be posted by users via this platform. In its early days, every tweet can
contain up to 140 characters, but the length of it was doubled in 2017 [33]. This increase
provided usersmore space to express their ideas and savedmore time of text compression
than before. Every tweet’s metadata contains a wealth of information about itself, while
it is only visible to developers, not common users. Twitter data can be collected based
on Twitter application programming interfaces (APIs) and stored with the format of
JavaScript Object Notation (JSON). JSON format is lightweight and easy for both human
beings andmachines to understand and use. A JSON object contains a key/value pair and
is normally enclosed in a pair of curly braces [34]. The structure of Twitter data consists
of several objects, including tweet object, user object, coordinates object, place object,
and bounding box object, which are all encoded in JSON format. For every tweet, the
metadata can tell us its username, textual content, unique identification (ID), created time,
and occasionally geographic details of where it was posted. In general, every tweet’s
metadata contains more than 150 attributes, while only spatio-temporal information
related attributes (shown in Fig. 1) are taken into consideration in our research.

Figure 1 shows the spatio-temporal information related attributes in a tweet’s meta-
data. The attribute of “location” is an element of the user object and is defined by user
himself/herself, therefore, it canbe a location that does not exist in the realworld or cannot
be recognized by computers. Another one is “geo_enabled”, which means if the current
user can attach geographic data or not. This attribute is very important for location-related
studies, although it does not contain any essential geographic information.
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Fig. 1. Spatio-temporal attributes of a tweet’s metadata.

Both attributes of “coordinates” and “geo” represent the specific longitude and lat-
itude of the tweet’s location, as a collection in the form [longitude, latitude]. However,
“geo” has been deprecated according to the twitter official document, hence we used the
attribute of “coordinates” to acquire accurate geo coordinates of tweets [35].

Place object contains various location-related attributes. The attribute “place_type”
represents the type of location of this place and it has five values to choose from. Table 1
shows five values of attribute of “place_type” and statistics of our research dataset. For
POI, it represents the specific location of a place, e.g., Washington Square Park, while
the other four values stand for a certain area. Due to the large regional extent of city,
admin, and country, we used data from only POI and neighborhood. Attributes of “name”
and “full_name” are two ways to describe the place’s names. While “country_code” and
“country” provide the short code and exact name of the country of the place. The attribute
of “bounding_box” is four lon/lat pairs of each corner of a box that contains the place
[35].

4 Proposed Method

Figure 2 plots the workflow to illustrate the architecture of the proposed method of this
research. This method is generally divided into three modules. In the first module, real
time tweets within a bounding box are collected. Tweets data are initially stored into text
files and then read based on JSON format. Then the data enters the preprocessing and
geotagging stage, after which a dataset with geo-tagged tweets is created. In the second
module, location entities are extracted from textual content, user location and place
labels via NER techniques. Combining geometric properties of the place’s bounding
box, as well as coordinate datasets of gazetteers and digital boundaries of the US, all
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Table 1. Typical values and statistics of “place_type” attribute.

Category Amount Percentage Example

POI 119,655 0.96% Washington Square Park

Neighborhood 25,183 0.20% Downtown Jacksonville, FL

City 10,301,683 82.98% Los Angeles, CA

Admin 1,942,596 15.65% California, USA

Country 26,105 0.21% Canada

these data are fed into 16models to predict tweets’ geolocation. Finally, predicted results
are evaluated by mean error distance (MED) and median error distance (MDED).

Fig. 2. Workflow of geolocation inference of tweets [36].

4.1 Data Collection

Twitter data can be gathered from both business companies and Twitter API which is
available free of charge. As for commercial purchases, the companies can provide both
historical and real time tweets from all over the world, but the price is very high. Twitter
API can help collect tweets freely, but only real time tweets within the specific bounding
box can be collected. Therefore, it normally takes several months to collect the whole
research data using Twitter API. In this study, data collection was done via Twitter API,
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and it was implemented by the tweepy library of python [13, 37]. The data were collected
from June 10th to June 30th, 2020 in the contiguous US during the COVID-19 pandemic.
During this period, 12,408,538 unduplicated tweets were collected and stored into local
text files. Only tweets located in the area of longitudes from66°W to 125°Wand latitudes
from 24°N to 49°N are collected, as shown in Fig. 3. While within the bounding box,
some tweets from Canada, Mexico, and the Bahamas were also included, but excluded
in this research.

Fig. 3. Area of data collection.

4.2 Data Preprocessing

Data Cleaning. In the textual content of every tweet, it often contains noises, including
hashtags, mentions, emojis and Uniform Resource Locator (URL) links, hence prepro-
cessing operation is necessary. In this step, we used regular expressions to process textual
data. A regular expression is a pattern that attempts to match with input text and can be
implemented by python re library [38]. URL links started with “https://” and “http://”
were removed from the textual content since they do not contain any location related
information. We replaced unnecessary punctuation marks into a space, and consecutive
spaces into one. Marks of user mentions, hashtags, non-English letters as well as stop
words were all deleted [37]. As for the user location, it can be modified by users at will,
thus the information was processed in the same manner.

Data Sampling. Aworkflowwas plotted to illustrate how useless tweets are filtered out
and generated a new dataset. The dataset was mainly processed via the python pandas
library. Firstly, the method of “drop_duplicate” is employed to delete duplicated tweets
from the dataset. The attribute of “lang” indicates the language used by every tweet,
and only English tweets are kept in our study. As noted above, tweets posted outside the
contiguous US are also removed from the dataset.
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Another problem is that many tweets are meaningless to this study, such as those
posted by advertisers or spambots. This kind of tweets is mainly posted by comput-
ers, therefore, only tweets posted by mobile devices (e.g., iPhone, Android, iPad, and
Instagram) are kept, and the attribute of “source” was used to implement this function
[13, 37]. Then tweets without geo-tags were filtered out and implemented by the “co-
ordinates” attribute. Finally, the COVID-19 related tweets were extracted by using the
keywords to match the “text” attribute of every tweet. We introduced Term Frequency-
Inverse Document Frequency (TF-IDF) to get keywords from news articles about the
COVID-19 pandemic in the US, and TF-IDF score helped us extract keywords from the
related articles [39].

Supported by recent studies [1, 40, 41] and TF-IDF techniques, we used the fol-
lowing keywords: “corona”, “coronavirus”, “covid”, “covid-19”, “ncov”, “sarscov2”,
“ncov2019” and “2019ncov” to extract COVID-19 related tweets. Through data sam-
pling, 3,600 corresponding tweets were retrieved from the Twitter dataset. Figure 4
shows the whole data sampling process.

Fig. 4. Flowchart of data sampling [36].

4.3 Location Information Extraction

Named Entity Recognition. NER can be used to recognize and classify different types
of entities (e.g., location names, person names, and organizations) from unstructured
texts. It has been extensively studied in the last few years in machine learning and NLP.
While it does not work well on informal texts like tweets since it is usually built on the
basis of formal texts [29]. As for this technique, it can help to answer many real-world
questions, such as: does a tweet contain the name of a person or does the tweet provide
a person’s current location? In this study, we use NER to identify locations from textual
content, user location, and place labels of the tweet based on Stanford NER, spaCy, and
Natural Language Toolkit (NLTK). After testing all tools in real tweet dataset, spaCy
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showed a much better performance than the other two tools, therefore, spaCy is used to
identify location-related information from tweets in this research.

Bounding Box. The bounding box is a specified 4-sided geographic area and matching
the tweet’s location falling into the area. Unlike other location related geographical
metadata, the bounding box contains the accurate lon-lat coordinates of the four points
enclosing the place. Due to different types of places, bounding box has different areas.
For instance, four points of a bounding box are Point1 = (λ1, ϕ1), Point2 = (λ2, ϕ1),
Point3 = (λ2, ϕ2) and Point4 = (λ1, ϕ2), then Eq. 1 can be used to calculate the area of
this bounding box.

S = R2 · |(λ2 − λ1) · (sin ϕ2 − sin ϕ1)| (1)

where R refers to the earth radius; λ1 and λ2 represent the longitudes of the bounding
box, and ϕ1 and ϕ2 refer to the latitudes of the bounding box.

Equation 1 can be used to calculate the size of the bounding box. The bounding box’s
centroid can be reckoned as the predicted location of a tweet, therefore, if the bounding
box’s area is smaller, it can provide a relatively more accurate prediction. For city, admin
and country, the bounding box is too large to be used to predict the geolocation.

4.4 Modelling

The location-related information is obtained from the four sources: textual content,
location of user profile, place labels, and bounding box. Three coordinate datasets of
counties are constructed based on gazetteers and digital boundaries of the US.

United States Gazetteers. The national gazetteers of the US were used as the data
source and called GA in this study. It is a dataset including county’s names and informa-
tion related to geography in the US. This data is provided by the United States Census
Bureau, and researchers can download it for free [42]. There are totally ten fields in the
dataset, and some of them are displayed in Table 2. The field of “NAME” can provide
duplicate names, but they locate in different states which means they have different val-
ues of “USPS”. Fields of “INTPTLAT” and “INTPTLON”, respectively, refer to latitude
and longitude of the specific county.

Table 2. Data fields of US gazetteers.

Field Description

USPS United States Postal Service state abbreviation

GEOID Unique geographic identifier for each feature

NAME Name of the feature

INTPTLAT Latitude of the feature in decimal degrees

INTPTLON Longitude of the feature in decimal degrees



128 B. Li et al.

Digital Boundaries of the United States. Digital boundaries of the US are in the for-
mat of Environmental Systems Research Institute (ESRI) lpk. This group layer can be
freely downloaded from the website of ESRI and presents counties of the US in the 50
states, the District of Columbia, and Puerto Rico. The detailed datasets are represented
as polygons with over 40 fields [43].

In this paper, we only used digital boundaries of US counties due to the coarse
granularity of location inference based on the city and state level. In order to obtain
geographic coordinates of each county, we developed two ways to compute them
and named them Digital Boundary’s Centroid (DBC) and Digital Boundary’s Aver-
age (DBA). DBC is calculated based on geometric properties of every county’s poly-
gon, and the value can be calculated by the centroid of the polygon. On the other
hand, DBA is calculated by tweets falling into the county’s polygon and the value
can be calculated by their average latitude and longitude. For instance, suppose there
are m counties in the contiguous US which are County1, · · · ,Countyj, · · · ,Countym
and P_tweet1 = (λ1, ϕ1), · · · ,P_tweeti = (λi, ϕi), · · · ,P_tweetn = (λn, ϕn) are geo-
graphic coordinates of n tweets located in Countyj, then the predicted coordinates of
Countyj

(
P_countyj

)
can be calculated by Eq. 2. This method can help compute the

average longitude and latitude of geotagged tweets falling into the county’s polygon.

P_countyj = (
λ, ϕ

) =
(∑n

i=1 λi

n
,

∑n
i=1 ϕi

n

)
(2)

After calculating all polygons’ coordinates based on DBA and DBC, Fig. 5 shows
the distribution of distances between DBA and DBC of counties in the contiguous US.
This figure illustrates that the distance difference is less than 20 km in most countries,
especially for the smaller ones, while for some larger counties in the west and northeast
corner, the difference is about 40 km or more. Smaller distance difference means two
predicted methods are close to each other. When the distance difference is larger, the
better method of coordinates prediction can achieve a better performance.

Fig. 5. Distribution of distance difference of counties in the contiguous U.S.
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Modelling. As demonstrated in Fig. 2, the model is on the basis of four location-related
attributes of the tweet’s metadata: textual content (T), user location (U), place label
(P) and bounding box (B). Location entities are extracted from T, U, and P by NER
techniques, and then query them through coordinate datasets of GA, DBC, and DBA.

Equation 3 illustrates how the three predicted matrices are computed. The value will
be stored as “null” if there is no county found based on NER. When we use NER to
query the specific county’s name, sometimes several results will be found since there
are duplicate names of different counties. Therefore, the distance between the predicted
point and centroid of the tweet’s bounding box should be computed first, if it is within the
specific threshold range, the predicted point can be reckoned as a valid result, otherwise
will be discarded.

⎡

⎢
⎢⎢⎢⎢⎢
⎣

Text1 UserLoc1 Place1
...

...
...

Texti UserLoci Placei
...

...
...

Textn UserLocn Placen

⎤

⎥
⎥⎥⎥⎥⎥
⎦

NER

⎧
⎪⎪⎨

⎪⎪⎩

GA
DBC
DBA�⇒

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡

⎢
⎢⎢⎢⎢⎢
⎣

TGA1 UGA1 PGA1
...

...
...

TGAi UGAi PGAi
...

...
...

TGAn UGAn PGAn

⎤

⎥
⎥⎥⎥⎥⎥
⎦

⎡

⎢
⎢⎢⎢⎢⎢
⎣

TDBC1 UDBC1 PDBC1
...

...
...

TDBCi UDBCi PDBCi
...

...
...

TDBCn UDBCn PDBCn

⎤

⎥
⎥⎥⎥⎥⎥
⎦

⎡

⎢
⎢⎢⎢⎢⎢
⎣

TDBA1 UDBA1 PDBA1
...

...
...

TDBAi UDBAi PDBAi
...

...
...

TDBAn UDBAn PDBAn

⎤

⎥
⎥⎥⎥⎥⎥
⎦

(3)

where Texti, UserLoci, and Placei are respectively textual content, user location, and
place label of a tweet; TGAi , UGAi , and PGAi are predicted coordinates corresponding to
Texti, UserLoci, and Placei, respectively, based on GA; TDBCi , UDBCi , and PDBCi are
predicted coordinates corresponding to Texti, UserLoci, and Placei, respectively, based
on DBC; TDBAi , UDBAi , and PDBAi are predicted coordinates corresponding to Texti,
UserLoci, and Placei, respectively, based on DBA;

TGAi , UGAi , and PGAi can be “null” if corresponding counties are not found in GA;
TDBCi ,UDBCi , andUDBCi can be “null” if corresponding counties are not found in DBC;
TDBAi , UDBAi , and UDBAi can be “null” if corresponding counties are not found in DBC.
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Equation 4 shows how the area and centroid’s coordinates are computed by the
tweet’s bounding box.

⎡

⎢⎢⎢⎢
⎢⎢
⎣

BBox1
...

BBoxi
...

BBoxn

⎤

⎥⎥⎥⎥
⎥⎥
⎦

{
Area
Centroid�⇒

⎡

⎢⎢⎢⎢
⎢⎢
⎣

BAREA1 BCEN1
...

...

BAREAi BCENi
...

...

BAREAn BCENn

⎤

⎥⎥⎥⎥
⎥⎥
⎦

(4)

where BBoxi is the tweet’s bounding box; BAREAi and BCENi are the area and centroid’s
lon-lat coordinates of BBoxi, respectively.

Because every tweet has the attribute of bounding box, every model in our study
contains this attribute and is placed in the last position. UPTB is one model and designed
according to the order of U, P, T, and B. Figure 6 illustrates a flow diagram of howUPTB
works based on GA.

Fig. 6. Working principle of UPTB based on GA.

As shown in this flow chart, n elements are traversed in the outermost. Then, if TGAi
is not “null”, it is passed directly to the UPTB dataset, otherwise indicated by UGAi .
If UGAi is not “null”, it is passed directly to the UPTB dataset, otherwise indicated by
PGAi . If PGAi is not “null”, it is passed directly to the UPTB dataset, otherwise indicated
by BAREAi . If the value of BAREAi is not more than the Area_Threshold , BCENi is passed
to the UPTB dataset and then a new loop starts, otherwise a new loop starts directly and
the final result will be set as “null”. When the predicted result is “null”, it means geo
coordinates of this tweet cannot be predicted based on this model.

The other models are implemented with the same mechanism. That is, six models
(i.e., TUPB, TPUB, UTPB, UPTB, PUTB, and PTUB) contain four parameters, six
models (i.e., TUB, TPB, UTB, UPB, PTB, and PUB) contains three parameters, three
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models (i.e., TB, UB, and PB) contain two parameters and one model (B) contains
merely one parameter. A total of 16 models are implemented in this study.

5 Experimental Results

We applied models mentioned in Sect. 4 to the sample dataset and evaluated their
performance based on different metrics.

5.1 Research Data

Table 3 shows the Twitter dataset that we used in this study. We collected these tweets
from 10th to 30th of June 2020 in the contiguous US during the COVID-19 pandemic
spreading around the world. The total number of collected tweets are 12.4 million and
tweets with geo-tags account for 6%. Only geo-tagged tweets related to COVID-19 are
applied to the models described in Sect. 4, and the number is 3,600.

Table 3. Statistical information about Twitter dataset.

Item Content

Database size 61.0 GB

Date of data gathering 2020.06.10–2020.06.30

Total number of tweets 12,415,222 tweets

Total number of unique tweets 12,408,538 tweets

Total number of tweets from mobile devices 11,475,982 tweets

Total number of tweets from Instagram 401,610 (3.24%)

Total number of English tweets 10,056,767 tweets

Number of geo-tagged tweets 758,946 tweets (6.11%)

Number of geo-tagged tweets related to COVID-19 3,600 tweets (0.029%)

As shown inTable 3, geo-tagged tweets account for 6.11%of the total Twitter dataset.
These tweets were extracted, then plotted with digital boundaries of the contiguous
US. Figure 7(a) [42] shows the population distribution of the contiguous US counties
(i.e., people per square kilometer of 2018), and Fig. 7(b) shows the geo-tagged tweets
distribution based on the contiguousUS counties (i.e., geotagged tweets per 1,000 square
kilometers between June 10th and June 30th, 2020).

In statistics, the Pearson’s correlation coefficient (PCC) is a statistic that measures
linear correlation between two variables. The value range of PCC is between −1 and 1,
and the higher the value, the better the positive linear correction. Equation 5 shows how
to calculate PCC based on two paired data {(x1, y1), · · · (xi, yi) · · · (xn, yn)} consisting
of n pairs.

rxy =
∑n

i=1(xi − x)(yi − y)
√∑n

i=1(xi − x)2
√∑n

i=1(yi − y)2
(5)
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(a)                                                                   (b) 

Fig. 7. Population and tweets distribution in the contiguous U.S.

In this study, xi means people per square kilometer in every county, and yi means
tweets per 1,000 square kilometers in every county. PCC of the two variables in this study
is 0.88, which indicates a strong positive correlation. Figure 7 also shows that population
distribution and tweets distribution have a high correlation, hence we can detect real
world events based on geo-tagged tweets or tweets with predicted geolocation.

5.2 Evaluation Metrics

Models’ performance can be evaluated by the distance between the predicated geolo-
cation and the real geolocation of a tweet. The actual distance between two points on
the earth’s surface can be calculated by the great circle distance. For instance, the great
circle distance of two points, p1 = (λ1, ϕ1) and p2 = (λ2, ϕ2), can be calculated by
Eq. 6.

Dist(p1, p2) = 2R arcsin

(√

sin2
(

ϕ2 − ϕ1

2

)
+ cos(ϕ1)cos(ϕ2)sin2

(
λ2 − λ1

2

))

(6)

where R is the earth radius; λ1 and λ2 refer to the longitudes of points, and ϕ1 and ϕ2
refer to the latitudes of points.

Mean error distance (MED) and median error distance (MDED) are two metrics to
evaluate models in our research, and are implemented by Eq. 7 and Eq. 8, respectively.

MED = 1

ntweets

∑ntweets

i=1
Dist

(
p̂i, pi

)
(7)

MDED = medianntweetsi=1 Dist
(
p̂i, pi

)
(8)

where p̂ represents the predicted geolocation and pi refers to the real geolocation of a
tweet.

The tweet’s metadata indicates that the value of bounding box is always not null,
therefore, it can be used to predict the geo coordinates of the tweet. But its area varies a
lot among different tweets and the error distance can be affected dramatically. Figure 8
shows the variation of MED and its percentage based on different area thresholds of the
bounding box. For example, if the area threshold is set to 1,000,000 km2, almost 100%
of tweets can predict the geo coordinates, but the MED is almost 25 km. When the area
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threshold is set to 5,000 km2, almost 90% of tweets can be valid to predict, and theMED
improves to 5 km. As shown in Fig. 8, when the area threshold is set to 5,000 km2 and
10,000 km2, the MED and percentage can achieve a relatively better performance, thus
the following experiments were conducted by these two values.

Fig. 8. MED and percentage of different area thresholds.

Sometimes users mention some other location names rather than the place where
tweets are posted. But in most cases, users are more likely to be within or around the
place. In addition to this, there often exist duplicate names of different counties in the
datasets of GA, DBC, and DBA. Therefore, sometimes several counties were extracted
by NER from a tweet. To resolve this issue, we only focus on the predicted location in
the bounding box and the distance between it and the bounding box’s centroid is within
the specific range. In this study, we chose the distance threshold from 1 km to 10 km. For
example, when the distance threshold is set to 6 km, only the first result with distance of
predicted point and bounding box’s centroid no more than 6 km has been kept. Figure 9
shows MED of TUPB in three datasets with different distance thresholds, when the area
threshold is set to 5,000 km2. As illustrated in this figure, the distance threshold has
no obvious effect on datasets of DBC and GA, but it has a significant impact on DBA.
When distance is set to 6 km, the MED is lowest, hence we chose 6 km as the distance
threshold in this study.

Fig. 9. MED based on different distance thresholds.



134 B. Li et al.

5.3 Results

Combining models mentioned in Sect. 4, three coordinate datasets of counties of the US
and Eq. 6, MED (BAREAi ≤ 5,000 km2 and BAREAi ≤ 10,000 km2) can be computed and
shown in Table 4 and Fig. 10. When the area threshold is set to 5,000 km2, about 88.9%
of sample tweets are successfully predicted, and the percentage has improved to 90.8%
when the area threshold is set to 10,000 km2.

Table 4. MED of models based on two area thresholds.

Models MED (BAREAi ≤ 5,000 km2) MED (BAREAi ≤ 10,000 km2)

DBC DBA GA DBC DBA GA

TUPB 4.660 4.545 4.620 4.936 4.824 4.897

TPUB 4.660 4.545 4.620 4.936 4.824 4.897

UTPB 4.660 4.545 4.620 4.936 4.824 4.897

UPTB 4.660 4.545 4.620 4.936 4.824 4.897

PUTB 4.660 4.545 4.620 4.936 4.824 4.897

PTUB 4.660 4.545 4.620 4.936 4.824 4.897

TUB 4.654 4.572 4.627 4.930 4.850 4.904

TPB 4.660 4.545 4.620 4.936 4.824 4.897

UTB 4.654 4.572 4.627 4.930 4.850 4.904

UPB 4.631 4.583 4.612 4.908 4.860 4.890

PTB 4.660 4.545 4.620 4.936 4.824 4.897

PUB 4.631 4.583 4.612 4.908 4.860 4.890

TB 4.654 4.572 4.627 4.930 4.850 4.904

UB 4.619 4.619 4.619 4.896 4.896 4.896

PB 4.631 4.583 4.612 4.908 4.860 4.890

B 4.619 4.619 4.619 4.896 4.896 4.896

From Fig. 10(a), one can see that GA has a relatively steady performance for all
models, and all values of MED are around 4.62 km. DBC has a similar performance
to GA, but the models with four sources have relatively worse performances compared
to other models. While DBA has a clear trend of variation based on different models,
the models with three or four sources have better performances than other models.
Figure 10(b) shows MED’s variation with respect to DBC, GA, and DBA based on 16
models when the area threshold of the bounding box is set to 10,000 km2. One can see
that three lines from Fig. 10(b) have similar trend patterns as those from Fig. 10(a).

There often exist some abnormal values in the dataset, and these values can pose a
significant impact on the mean value, hence the median value can reduce the impact of
abnormal values. Table 5 and Fig. 11 show the median error distance with the bounding
box’s area of 5,000 km2 and 10,000 km2.
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2 2

Fig. 10. MED of models based on two area thresholds.

Table 5. MDED of models based on two area thresholds.

Models MDED (BAREAi ≤ 5,000 km2) MDED (BAREAi ≤ 10,000 km2)

DBC DBA GA DBC DBA GA

TUPB 3.239 3.095 3.245 3.327 3.233 3.373

TPUB 3.239 3.095 3.245 3.327 3.233 3.373

UTPB 3.239 3.095 3.245 3.327 3.233 3.373

UPTB 3.239 3.095 3.245 3.327 3.233 3.373

PUTB 3.239 3.095 3.245 3.327 3.233 3.373

PTUB 3.239 3.095 3.245 3.327 3.233 3.373

TUB 3.183 3.135 3.244 3.280 3.243 3.367

TPB 3.239 3.095 3.245 3.327 3.233 3.373

UTB 3.183 3.135 3.244 3.280 3.243 3.367

UPB 3.239 3.195 3.239 3.324 3.239 3.259

PTB 3.239 3.095 3.245 3.327 3.233 3.373

PUB 3.239 3.195 3.239 3.324 3.239 3.259

TB 3.183 3.135 3.244 3.280 3.243 3.367

UB 3.239 3.239 3.239 3.255 3.255 3.255

PB 3.239 3.195 3.239 3.324 3.239 3.259

B 3.239 3.239 3.239 3.255 3.255 3.255

From Fig. 11(a), one can see that the line of GA is almost straight, and all values are
around 3.25 km. DBC shows a similar performance to GA, but three models of DBC
performed relatively better. While DBA performs vary depending on different models,
especially the models with four sources show better performances than other models.
Figure 11(b) shows MDED’s trend of DBC, GA, and DBA based on 16 models when
the area threshold of the bounding box is set to 10,000 km2. One can see that the models
with four sources have the same performance regardless of DBC, GA, and DBA. But
the values of MDED change a lot when less than four sources are used.
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Fig. 11. MDED of models based on two area thresholds.

From Fig. 10 (MED of the models) and Fig. 11 (MDED of the models), it shows
that DBA has the best performance in all cases, GA performs better in MED, and DBC
performs better in MDED. Compared with MED, MDED have smaller error distances
for all models.

6 Conclusion

Twitter has demonstrated its importance for gathering and publishing up-to-date infor-
mation during a real-world event. Geographic information plays an important role in
emergency response and event monitoring. However, only 2% of tweets are with geo-
tags, hence geolocation inference of tweets is still a major challenge. In this study,
we proposed various models to predict geolocation of tweets, as organized as follows:
(1) Twitter data collection; (2) data cleaning and extract geo-tagged tweets related to
COVID-19; (3) location entity extraction from location-related metadata of tweets based
on NER; (4) construction of three coordinate datasets on the basis of gazetteers and dig-
ital boundaries of the US; (5) model implementation based on different area thresholds
of bounding box; (6) model evaluation.

The proposedmethod has fully used all potential location-related attributes to predict
tweets’ geolocation. When the area threshold of the bounding box is set to 10,000 km2,
the best model can successfully predict the geolocation of 90.8% of COVID-19 related
tweets with the mean error distance of 4.824 km and the median error distance of
3.233 km. This method has achieved the best performance compared with previous
methods.

There still exist some deficiencies in this study. Firstly, the library of NER is limited
and does not contain every county’s name, which results in some useful information
being filtered out. Secondly, even though the distance threshold is introduced to reduce
the interference caused by duplicate county names, there still exist counties with the
same name located in the same bounding box. Thirdly, in some cases, several location
entities can be extracted based on NER, but in this study, only the first location entity
that meets the criteria is chosen. However, the real location-related information does not
always appear in the first position.

For further study, the proposed method can be applied to other emergency datasets
(e.g., bushfires, typhoons, and earthquakes). When computing the average lon-lat coor-
dinates of geo-tagged tweets located in a county, different weights can be added to each
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tweet. In addition, techniques such as natural language processing and deep learning
models can strengthen text analysis and promote the development of this research field.
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