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Preface

Welcome to the selected papers of the 26th Argentine Congress of Computer Science
(CACIC 2020), held in San Justo, Buenos Aires, Argentina, during October 5–9, 2020.
CACIC 2020 was organized by the National University of La Matanza (Buenos Aires)
on behalf of the Network of National Universities with Computer Science Degrees
(RedUNCI).

CACIC is an annual congress dedicated to the promotion and advancement of all
aspects of computer science. Its aim is to provide a forum within which the develop-
ment of computer science as an academic discipline with industrial applications is
promoted, trying to extend the frontier of both the state of the art and the state of the
practice. The main audience for and participants of CACIC are seen as researchers in
academic departments, laboratories, and industrial software organizations.

CACIC 2020 covered the following topics: intelligent agents and systems; dis-
tributed and parallel processing; computer technology applied to education; graphic
computation, visualization and image processing; databases and data mining; software
engineering; hardware architectures, networks and operating systems; innovation in
software systems; signal processing and real-time systems; innovation in computer
science education; computer security; digital governance and smart cities.

This year, the congress received 118 submissions. Each submission was reviewed
by at least 2, and on average 3.2, Program Committee members and/or external
reviewers. In total, 79 full papers, involving 267 different authors from 38 universities,
were accepted. According to the recommendations of the reviewers, 24 of the papers
were selected for this book.

During CACIC 2020, special activities were also carried out, including three plenary
lectures, two discussion panels, a special track of Digital Governance and Smart Cities,
and an International School with four courses.

Special thanks to the members of the different committees for their support and
collaboration. Also, we would like to thank the local Organizing Committee, reviewers,
lecturers, speakers, authors, and all conference attendees. Finally, we want to thank
Springer for their support of this publication.

April 2021 Patricia Pesado
Jorge Eterovic
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Modeling Human Decision Making
with an Abstract Dynamic
Argumentation Framework

Maximiliano Sapino1,2,3, Edgardo Ferretti1,2(B) ,
Luciana Mariñelarena Dondena1, and Marcelo Errecalde1,2

1 Universidad Nacional de San Luis (UNSL), San Luis, Argentina
{mesapino,ferretti,lucianamd,merreca}@unsl.edu.ar

2 Laboratorio de Investigación y Desarrollo en Inteligencia Computacional, UNSL,
San Luis, Argentina

3 National Council of Scientific and Technical Research (CONICET),
San Luis, Argentina

Abstract. Human-beings everyday decisions are often based on argu-
ments and counter-arguments, and Argumentation has shown –within the
research field of Artificial Intelligence– to be an appropriate way to advo-
cate for a choice, given its explanatory power. For human beings it worth
having a decision making approach in which one can better understand
the underpinnings of the evaluation. In this work we show the adequacy
of an abstract dynamic argumentation framework to model the Dictator
Game by emulating the answers contained in a survey we conducted.
The Dictator Game is a well-known problem belonging to the field of
experimental economic studies related to human decision making.

Keywords: Human decision making · Abstract dynamic
argumentation · Experimental economic studies · Dictator game

1 Introduction

As stated in [23], in Artificial Intelligence (AI) all the developed systems that
concern thinking and acting can be broadly classified depending on whether
they follow a human-centered approach or a rationalist approach. The former
approach measures the systems success in terms of the fidelity to human perfor-
mance, while the latter involves measuring the systems performance against the
ideal one, so-called rationality.

Unless a system be a purely reactive one, decision making (DM) is an under-
lying task related to both thinking and acting, and it can be tackled in as many
ways as different research areas deal with the problems belonging to its field of
study—using their particular tools and methodologies. For example, as discussed
in [16], from a psychological perspective it is necessary to examine individual
decisions in the context of the set of needs and preferences that people have.

c© Springer Nature Switzerland AG 2021
P. Pesado and J. Eterovic (Eds.): CACIC 2020, CCIS 1409, pp. 3–18, 2021.
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This is due to the fact that people evaluate their chances based on subjective
expected values. From a cognitive perspective DM is considered the result of a
mental process in continuous interaction with the environment, in order to select
a course of action among the possible ones. The normative analysis emphasizes
the definition of rationality and the logic of DM, since many axioms and princi-
ples have been proposed to govern the preferences of a rational decision maker.
Alternatively, the descriptive analysis of decisions concern people’s beliefs and
preferences as they are, and not as they should be. Even at another level, DM can
be conceived as a problem solving activity whose completion is given by obtain-
ing a satisfactory solution. Therefore, in general, it could be said that decision
making is a reasoning process (rational) or emotional (perhaps irrational), and
which may be based on explicit or implicit assumptions.

In Computer Science, DM problems have been mainly tackled from the
research field of AI—and Argumentation [20] has contributed with its unique
strengths. Argumentative reasoning for decision making is an active research
trend [2,4,6,7,9–13,17,19,21,24–26]. The state of the art is vast, and the differ-
ent proposals published roughly differ in two aspects: (a) the underlying argu-
mentation framework used, viz. structured [6,9–12,17,24–26] or abstract (e.g.,
[2,4,13,19]), and (b) whether decision behavior is formalized with respect to a
classical decision approach [2,10–13,17] or not [4,6,9,24,26]. This latter aspect
is comprehended in the distinction made at the beginning of this section whether
a rationalist approach is followed or not.

In this context, the work reported in [4] is a notable paper, where differ-
ent studies from experimental economic are modeled using an argumentative
framework to reproduce the qualitative decisions that humans exhibited in the
studies conducted. In particular two well-known games were studied, the Dic-
tator game [14] and the Ultimatum game [18] and results were compared with
those reported by humans with different cultural background. Argument schemes
were used as the underlying argumentation approach and they were instantiated
with Action-based Alternating Transition Systems (AATS) [27] to obtain the set
of conflicting arguments. Once this set has been produced, in order to evaluate
the arguments acceptability, they are organized in a Value-based Argumentation
Framework (VAF) [3]. A VAF is an extension of the standard Argumentation
Framework (AF) [8]. VAFs extend AFs in that each argument in the graph
is associated with the value promoted by that argument. Whereas in an AF
attacks always succeed, in a VAF they succeed only if the value associated with
the attacker is ranked by the audience evaluating the VAF equal to, or higher
than, the argument it attacks. Unsuccessful attacks are removed, and then the
resulting framework is evaluated as a standard AF. The VAF thus accounts for
elements of subjectivity in that the arguments that are acceptable are dependant
upon the audience’s ranking of the values involved in the scenario.

Another interesting proposal reported in [24], also tackles the Dictator game
by means of Defeasible Logic Programming (DeLP) [15], a formalism that com-
bines results of Logic Programming and Defeasible Argumentation. The argu-
mentative model presented in [24] is simpler than the one proposed in [4], since
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all the modeling is carried out within DeLP formalism instead of performing the
two-stage process described above.

In the paper at hand, we extend the work presented in [24] by using an
abstract dynamic argumentation framework instead of a structured one like
DeLP. By performing this abstraction we make us independent of the explicit
features that this structured formalism has, thus being able on getting more
focused on the high-level details involved in modeling human decision making;
like the composition of the working set of arguments where different kind of
arguments exist—the ones that compare actions among each other based on the
preference criteria, and those aiming at choosing a particular action based on
the supporting arguments of the afore-mentioned pairwise comparison of actions.
This possibility allowed us to obtain a simpler epistemic component for exam-
ple, than the one defined in [13]—where the proposed Abstract Argumentation
Decision Framework (AADF) generalizes the classical maximum-expected utility
model using a Dynamic Argumentation Framework [22].

As mentioned above, non-rational decision making is not the primary focus
of [13] but interesting comments are posed on this matter. Moreover, model-
ing the Dictator game with this abstract dynamic argumentation framework
also paves the way to tackle non-rational decision making with other structured
argumentation formalism like Possibilistic Defeasible Logic Programming [1]—
by instantiating our proposed abstract framework following the methodology
described in [12], and thus making richer the application field of the original
AADF posed in [13].

The rest of the paper is organized as follows. Section 2 introduces the the-
oretical concepts relative to the AADF used to model the Dictador game while
the formulation of this game based on the AADF is presented in Sect. 3. Finally,
Sect. 4 discuss the model proposed considering other related works and draws
the conclusions.

2 A Dynamic Argumentation Framework for Decision
Making: A Brief Overview

Dynamic Argumentation Frameworks (or DAF for short) were introduced in [22]
and provide a formalization for abstract argumentation systems where the cur-
rent set of evidence dynamically activates arguments that belong to a working set
of arguments. The main objective of DAFs is to extend Argumentation Frame-
works [8] to provide the ability of handling dynamics; for achieving that, at a
given moment, the set of available evidence determines which arguments are
active and can be used to make inferences to obtain justified conclusions.

In [13], a DAF is used for representing preference relations and the conflicts
among the available alternatives. Four other components complete the formal-
ism: a set X of mutually exclusive alternatives which are available to the agent;
a set of distinguished literals representing different binary preference relations
for comparing the alternatives; a strict total order over the set of distinguished
literals to represent the priority among the preference criteria provided to the
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agent; and a set of decision rules that implement the agent’s decision making
policy. This decision device will not be used in this work since we pursue to
model human decision making rather than rational decision making. A key con-
cept that brings together the former three of the afore-mentioned components
is that of epistemic component, stated in Definition 1; but before, other notions
on which this definition is built upon, are introduced.

The working set of arguments W contains every argument that is available
for use by the reasoning process, and in this particular case it contains argu-
ments for reasoning about when an alternative is better than other, as well as
which alternative to choose. Note that in a DAF, an argument A is a reason-
ing step for a claim α from a set of premises {β1, . . . , βn} denoted as the pair
〈{β1, . . . , βn}, α〉. An argument will be active if its premises are satisfied based on
the current evidence. Given an evidence set E, an argument’s premise is satisfied
whether it belongs to E, or it is the conclusion of an active argument according
to E. In this DAF the set �� will contain the conflicts among arguments in W .
Given an argument A ∈ W , cl(A) denotes the claim of A and cl(A) represents
the complement of cl(A) with respect to negation (∼). Finally, the preference
function pref will consider all the agents’ criteria represented by (distinguished)
literals in C, and, if it is possible, it will return the argument that is based on a
better distinguished literal with respect to the order >C .

Since the epistemic component is defined in an abstract form, the function
pref is defined in terms of argumental structures –or a-structures for short–
(denoted with Σ) which are built with one or more arguments from W . When the
set of arguments in an a-structure is a singleton, that is, args(Σ) = {A},1 the a-
structure is called primitive. In order to compare two a-structures, distinguished
literals will be used.

Definition 1 (Epistemic component). Let X be the set of all the possible
candidate alternatives, C be a set of distinguished literals in L and >C be a strict
total order over C. An epistemic component KA, is a DAF 〈E,W, ��, pref〉 where:

� The evidence E is a consistent set of sentences of the form c(x, y), such that
x, y ∈ X and c ∈ C.

� The working set W will be such that if c ∈ C, {x, y} ⊆ X (x �= y), better �∈ C
and choose �∈ C then:

〈{c(x, y)}, better(x, y)〉 ∈ W

〈{better(x, y)}, choose(x)〉 ∈ W

〈{better(x, y)},∼ choose(y)〉 ∈ W

� �� = {(A,B)|{A,B} ⊆ W, cl(A) = cl(B)}.
� Let Σ1 and Σ2 be two argumental structures in W , then

pref(Σ1, Σ2) =

⎧
⎨

⎩

Σ1 if ∀c ∈ dlits(Σ2), ∃c′ ∈ dlits(Σ1) st. (c′, c) ∈>C ,
Σ2 if ∀c ∈ dlits(Σ1), ∃c′ ∈ dlits(Σ2) st. (c′, c) ∈>C
ε otherwise

1 args(Σ) denotes the set of arguments belonging to a-structure Σ.
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where dlits(Σ) ⊆ C is the set of distinguished literals that are contained in
arguments of an argumental structure Σ.

In the AADF, the exchange of arguments resembles a dialogical discussion
where different alternatives are compared. As such, it makes sense that the
introduction of a new argument by one of the participants should be consistent
with the previously posed arguments. Indeed, it is also desirable to require that
none of the parties be allowed to introduce an argument already posed by them.
The set of all the arguments posed by the proponent is referred as pro, while
the set of all the arguments posed by the opponent is referred as con. Defini-
tion 2 formalizes the intuitions referred above on what is called an acceptable
argumentation line. Indeed, several argumentation lines starting with the same
a-structure resemble the intuition of a discussion around a topic. This notion
known as dialectical tree is also formalized next, in Definition 3.

Definition 2 (Acceptable Argumentation Line). Given an argumentation
line λ in the context of a DAF, F = 〈E,W, ��, pref〉, λ is acceptable in F iff it
holds that:

– There is no repetition of structures in λ (non-circularity), and
– Sets pro and con are consistent with respect to the conflict relation among

argumental structures ( concordance).

It is worth mentioning that an acceptable argumentation line is exhaustive if
it is not possible to insert more argumental structures in the sequence.

Definition 3 (Dialectical Tree). Given a DAF F and a set S of exhaustive
argumentation lines in F rooted in Σ1, such that S is maximal wrt. set inclusion,
a dialectical tree for an argumental structure Σ1 is a tree TF(Σ1) verifying:

– Σ1 is the root;
– A structure Σi�=1 in a line λi ∈ S is an inner node, iff has as children all the

Σj in lines λj ∈ S such that Σj ⇒ Σi and λ↑[Σi] = λ↑(Σj);2

– The leaves of the tree correspond to the leaves of the lines in S.

Dialectical trees are defined over the working set of arguments, and hence
they can contain active and inactive a-structures. A dialectical tree that contains
only active structures is called active dialectical tree, and it is denoted TF(Σ).
Once a dialectical tree has been built for an a-structure, a marking criterion
determines which structures in the tree are defeated and which ones remain
undefeated. This criterion is specified by a marking function. Definition 4 intro-
duces the marking function used in the AADF.

2 The defeat relation between argumental structures is denoted as “⇒”. Moreover,
given an argumentation line λ = [Σ1, . . . , Σn], the top segment of Σi (1 < i ≤ n) in
λ is [Σ1, . . . , Σi] and it is denoted as λ↑(Σi). The proper top segment of Σi in λ is
[Σ1, . . . , Σi−1] and is denoted as λ↑[Σi].
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Definition 4 (Skeptical Marking Function). Given an argumental struc-
ture Σi in a line λi in a dialectical tree TF(Σ), the skeptical marking function me

is defined as follows: me(Σi, λi, TF(Σ)) = D iff ∃Σj s.t. me(Σj , λj , TF(Σ)) = U ,
where Σj is a child of Σi in TF(Σ).

Once the marking function has been defined, the warranty status of the root of
a dialectical tree can be determined, as defined next.

Definition 5 (Warrant). Given a DAF F and a marking function m, an a-
structure Σ from F is warranted in F, iff m(Σ,λ,TF(Σ)) = U , where λ is any
argumentation line from TF(Σ). The conclusion cl(Σ) is justified by F.

To conclude, it is worth mentioning that the notion of warrant is defined
on active dialectical trees, since all the reasoning only can be carried out over
the set of active arguments. Considering that this section aims at introducing
the minimal theoretical concepts underpinning the AADF used to model the
Dictator Game, for more details the interested reader is referred to [13,22].

3 Modeling the Dictator Game

We begin by considering the problem formulation as posed in [4] and [24]. We
will consider the same limited number of options that comprise the set of alter-
natives X and we assume 1000 units of money to be divided. Thus, the five
actions belonging to set X = {a1, a2, a3, a4, a5} correspond to different divi-
sions of the money, namely: a1 = give(70%), a2 = give(100%), a3 = give(50%),
a4 = give(0%) and a5 = give(30%). The dictator starts having the whole money
and the “motivations” to share it that we have considered are mentioned below:

Money: Most obvious is money’s value. This is what the economic man is sup-
posed to maximize. Given that we need to recognize that the other player
having money may be considered positively by the dictator, we need to dis-
tinguish money for the dictator himself from money for the other.

Giving: It can be held that giving a gift is a source of pleasure, and this is what
motivates the dictator to share.

Image: Another consideration is the desire not to appear mean before the exper-
imenter that motivates sharing. It could even be that one does not want to
appear mean to oneself.

Equality: Equality, as defined by an equal distribution, characterizes a sense of
fairness.

In our model, these motivations are used as the criteria to compare the
alternatives among each other and they will be represented by the set of distin-
guished literals C = {ms,mo, giv, im, eq}. Some of these motivations establish
well-defined preference orderings among the alternatives; for example, the money
the dictator has for himself (ms), clearly produces the following ordering among
the alternatives: a4 ≺ a5 ≺ a3 ≺ a1 ≺ a2—where ai ≺ aj denotes that action
ai is preferred to aj . Conversely, “the money for the other” motivation (mo)
generates a mirror-like ordering of the alternatives: a2 ≺ a1 ≺ a3 ≺ a5 ≺ a4.
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The remaining motivations are more subjective and different orderings can
be obtained depending on the individuals’ personality and cultural background.
In this context, one possible ordering of all the alternatives according to these
motivations is the one presented below, as facts belonging to evidence set E.
These facts were stated considering the rules of the game and our understanding
of some of the elements of subjectivity—like for instance, if giving more than half
of the money is a source of pleasure for the dictator. In our view it is not, and
that is why facts like giv(a2, a1), giv(a2, a3), giv(a2, a4), giv(a2, a5), giv(a1, a3),
giv(a1, a4), giv(a1, a5) and giv(a5, a4) are not present in E.

E =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ms(a4, a1), mo(a2, a1), giv(a3, a4), im(a1, a4), eq(a3, a1),
ms(a4, a2), mo(a2, a3), giv(a3, a5), im(a2, a4), eq(a3, a2),
ms(a4, a3), mo(a2, a4), giv(a3, a2), im(a3, a4), eq(a3, a4),
ms(a4, a5), mo(a2, a5), giv(a3, a1), im(a5, a4), eq(a3, a5),
ms(a5, a3), mo(a1, a3), giv(a5, a4), im(a2, a1), eq(a5, a4),
ms(a5, a2), mo(a1, a4), giv(a5, a2), im(a2, a3), eq(a5, a2),
ms(a5, a1), mo(a1, a5), giv(a5, a1), im(a2, a5), eq(a1, a2)
ms(a3, a1), mo(a3, a4), giv(a4, a1), im(a1, a3),
ms(a3, a2), mo(a3, a5), giv(a4, a2), im(a1, a5),
ms(a1, a2), mo(a5, a4), giv(a1, a2), im(a3, a5),

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

Our survey is composed by 276 samples, i.e., 276 different people that played
the Dictador game. They are mainly students of the National University of San
Luis but also 2.9% of the people are employed in the private industry and 3.3%
work in the public sector. Considering their origin, 84% were born in the capital
of San Luis and the remaining 16% were born in 19 different cities from San Luis
province and other provinces from Argentina. All the people live in San Luis at
present. Ages ranged from 17 to 54 years old, with an approximate mean of 22
years old. Regarding educational level, 96% of the participants have completed
secondary education and only 4% have completed a tertiary level. When gender
is considered, 73% of the samples correspond to female individuals and 27% to
male individuals. Finally, it is worth mentioning that 93% of the people do not
have children, while the remaining 7% do.

The answers obtained from the survey reported that 66.67% of people chose
a3 = give(50%), 10.87% chose a2 = give(100%), 9.78% chose a4 = give(0%),
9.42% chose a5 = give(30%) and 3.26% chose a1 = give(70%). It is beyond
the scope of our present study to analyze the possible reasons of these behav-
iors, and this ordering of the alternatives resulted in the following order >C=
{(giv,mo), (giv,ms), (giv, im), (giv, eq), (mo,ms), (mo, im), (mo, eq), (ms, im),
(ms, eq), (im, eq)} of the distinguished literals.

As mentioned above, the evidence set E contains factual information where
actions are compared in a pairwise manner considering the motivations to share
the money that the dictator has. In this way, taking into account the factual
information present in E about the distinguished literal giv where alternative
a3 is deemed better than the other ones, provided us a firm reason to set this
distinguished literal as the most preferred one in the order >C .
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Then mo is the second most preferred in >C given its direct relation with
the fact that a2 was the second action chosen in the survey. Following a sim-
ilar pattern of reasoning ms was considered third in the preference ordering
given its relation with a4. Finally, im and eq take fourth and fifth places in >C ,
respectively—im is more preferred than eq, given that all the actions can be
compared against each other with this criterion and with eq cannot.

Due to space constraints, Figs. 1 and 2 condense a lot information that will be
detailed next. First, we can see that they show 94 active a-structures. Second, we
have abbreviated literals better and choose as bt and ch respectively, to improve
reading. Besides, to avoid a visual overload in these figures we have omitted the
names of all the arguments, except two, in order to introduce how to denote
them from the numbers of the a-structures they belong to. In this respect, we
can see in the top-left corner of Fig. 1 that a-structure Σ1 is highlighted and its
two composing arguments are denoted with letters a and b as subscripts. Hence,
args(Σi) = {Aia,Aib} ∀i = 1 . . . 94. It is clear that this notation style introduces
some redundancy given that the same argument will be referred with different
names depending on the a-structure it belongs to.

Next, we present the exhausted list of denoting equalities among arguments
from Figs. 1 and 2 whose subscript is a: A1a = A5a, A2a = A9a, A3a = A12a,
A4a = A16a, A6a = A10a, A7a = A13a, A8a = A17a, A11a = A18a,A14a = A89a,
A15a = A91a, A19a = A29a, A20a = A31a, A21a = A36a, A22a = A23a, A24a =
A30a, A25a = A32a, A26a = A37a, A27a = A33a, A28a = A38a, A34a = A35a,
A39a = A43a, A40a = A88a, A41a = A49a, A42a = A53a, A44a = A50a, A45a =
A87a, A46a = A54a, A47a = A51a, A48a = A55a, A52a = A56a, A57a = A61a,
A58a = A90a, A59a = A62a, A60a = A68a, A63a = A65a, A64a = A67a, A66a =
A69a, A70a = A77a, A71a = A93a, A72a = A84a, A73a = A92a, A74a = A78a,
A75a = A94a, A76a = A85a, A79a = A81a, A80a = A83a, A82a = A86a.

Likewise, we introduce the exhausted list of denoting equalities among argu-
ments from Figs. 1 and 2 whose subscript is b: A1b = A39b, A2b = A40b,
A3b = A41b, A4b = A42b, A5b = A43b, A6b = A87b, A7b = A44b, A8b = A46b,
A9b = A88b, A10b = A45b, A11b = A48b = A64b = A80b, A12b = A49b,
A13b = A50b, A14b = A51b = A65b = A81b, A15b = A52b = A66b = A82b,
A16b = A53b, A17b = A54b, A18b = A55b = A67b = A83b, A19b = A57b = A70b,
A20b = A71b, A21b = A72b, A22b = A58b = A73b, A23b = A90b = A92b,
A24b = A59b = A74b, A25b = A75b, A26b = A60b = A76b, A29b = A61b = A77b,
A30b = A62b = A78b, A31b = A93b, A32b = A94b, A36b = A84b, A37b = A68b =
A85b, A56b = A69b = A86b = A91b, A47b = A63b = A79b = A89b.

As we can see in evidence set E, we have 47 facts which compare the possible
actions among each other considering the preference criteria provided to the dic-
tator. From Definition 1 we can observe that there are two kind of arguments in
the working set W , those with a premise of the kind c(x, y) and claim better(x, y)
and those having better(x, y) as a premise and choose(x) or ∼choose(y) as pos-
sible claims based on x and y comparison. The former kind corresponds to the
arguments denoted with subscript a in Figs. 1 and 2 while the latter kind cor-
responds to the arguments denoted with subscript b. Since these 47 arguments
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–having as premises the facts in the evidence– will support arguments’ premises
whose claim allow to decide whether to choose x or similarly not to choose y,
we will have the 94 active a-structures presented in Figs. 1 and 2, respectively.
Figures 1 and 2 also introduce all the active arguments from the working set
W that will interact among each other to decide which action is warranted. Let
analyze each action one by one.

Tables 1, 3, 5, 7 and 9 present the active a-structures supporting whether
to choose or not action ai=1...5, together with their corresponding sets of dis-
tinguished literals dlits(Σi) (cf. Definition 1). Besides, Tables 2, 4, 6, 8 and 10
introduce in a tabular way, the existing preferences according to function pref
among conflicting a-structures. For instance, first row of Table 2 compares Σ1

which supports ∼choose(a1) against the a-structures supporting choose(a1).
The output of function pref is ε when Σ1 is compared against Σ2, Σ3 and

Fig. 1. Active a-structures and active arguments from the working set W
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Fig. 2. Active a-structures and active arguments from the working set W

Σ4 since all the a-structures are based on distinguished literal mo and none
is preferred. When Σ1 is compared against Σ73 this latter a-structure is pre-
ferred given that it is based on the distinguished literal giv and (giv,mo) ∈>C .
Conversely, Σ1 is preferred when compared against the remaining a-structures
because {(mo,ms), (mo, im), (mo, eq)} ⊂>C .

Table 1. Argumental structures supporting whether to choose or not action a1

choose(a1)

Σ2 Σ3 Σ4 Σ22 Σ40 Σ41 Σ42 Σ58 Σ73

{mo} {mo} {mo} {ms} {im} {im} {im} {eq} {giv}
∼choose(a1)

Σ1 Σ19 Σ20 Σ21 Σ39 Σ57 Σ70 Σ71 Σ72

{mo} {ms} {ms} {ms} {im} {eq} {giv} {giv} {giv}

The same analysis can be made for Tables 2, 4, 6, 8 and 10. Considering
the way the epistemic component has been defined, the a-structures based on
the most preferred distinguished literal will allow to build an active dialectical
tree with an acceptable argumentation line of one a-structure only that will be
in consequence the root and the only node of this tree. The skeptical marking
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function from Definition 4 will mark with U the root of this particular tree, and
by Definition 5 the conclusion cl(Σ) will be justified. This warrant of a claim can
be appreciated in a tabular fashion when a whole column or row contains the
same a-structure. Only Tables 4 and 6 present this situation. In Table 4, the last
four columns shows that a-structures Σ75, Σ76, Σ90 and Σ92 are preferred against
the other a-structures supporting choose(a2). This means that ∼choose(a2) is
warranted and choose(a2) is not. In Table 6, we can observe that a-structures
Σ77, Σ78, Σ79 and Σ80 are preferred against the other a-structures supporting
∼choose(a3). Hence, choose(a3) is warranted and ∼choose(a3) is not.

A blocking situation arises in Table 2, where the output of function pref is ε
when Σ70, Σ71 and Σ72 are compared against Σ73 since all the a-structures are
based on distinguished literal giv and none is preferred; but they are preferred to
all the other a-structures because giv is the most preferred distinguished literal.

Table 2. Output values of function pref(·, ·) for a-structures supporting whether to
choose or not action a1

pref(·, ·) Σ2 Σ3 Σ4 Σ22 Σ40 Σ41 Σ42 Σ58 Σ73

Σ1 ε ε ε Σ1 Σ1 Σ1 Σ1 Σ1 Σ73

Σ19 Σ2 Σ3 Σ4 ε Σ19 Σ19 Σ19 Σ19 Σ73

Σ20 Σ2 Σ3 Σ4 ε Σ20 Σ20 Σ20 Σ20 Σ73

Σ21 Σ2 Σ3 Σ4 ε Σ21 Σ21 Σ21 Σ21 Σ73

Σ39 Σ2 Σ3 Σ4 Σ22 ε ε ε Σ39 Σ73

Σ57 Σ2 Σ3 Σ4 Σ22 Σ40 Σ41 Σ42 ε Σ73

Σ70 Σ70 Σ70 Σ70 Σ70 Σ70 Σ70 Σ70 Σ70 ε

Σ71 Σ71 Σ71 Σ71 Σ71 Σ71 Σ71 Σ71 Σ71 ε

Σ72 Σ72 Σ72 Σ72 Σ72 Σ72 Σ72 Σ72 Σ72 ε

Table 3. Argumental structures supporting whether to choose or not action a2

choose(a2)

Σ5 Σ6 Σ7 Σ8 Σ43 Σ44 Σ46 Σ87

{mo} {mo} {mo} {mo} {im} {im} {im} {im}
∼choose(a2)

Σ23 Σ24 Σ25 Σ26 Σ59 Σ60 Σ75 Σ76 Σ90 Σ92

{ms} {ms} {ms} {ms} {eq} {eq} {giv} {giv} {giv} {giv}
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Table 4. Output values of function pref(·, ·) for a-structures supporting whether to
choose or not action a2

pref(·, ·) Σ23 Σ24 Σ25 Σ26 Σ59 Σ60 Σ75 Σ76 Σ90 Σ92

Σ5 Σ5 Σ5 Σ5 Σ5 Σ5 Σ5 Σ75 Σ76 Σ90 Σ92

Σ6 Σ6 Σ6 Σ6 Σ6 Σ6 Σ6 Σ75 Σ76 Σ90 Σ92

Σ7 Σ7 Σ7 Σ7 Σ7 Σ7 Σ7 Σ75 Σ76 Σ90 Σ92

Σ8 Σ8 Σ8 Σ8 Σ8 Σ8 Σ8 Σ75 Σ76 Σ90 Σ92

Σ43 Σ23 Σ24 Σ25 Σ26 Σ43 Σ43 Σ75 Σ76 Σ90 Σ92

Σ44 Σ23 Σ24 Σ25 Σ26 Σ44 Σ44 Σ75 Σ76 Σ90 Σ92

Σ46 Σ23 Σ24 Σ25 Σ26 Σ46 Σ46 Σ75 Σ76 Σ90 Σ92

Σ87 Σ23 Σ24 Σ25 Σ26 Σ87 Σ87 Σ75 Σ76 Σ90 Σ92

Table 5. Argumental structures supporting whether to choose or not action a3

choose(a3)

Σ11 Σ29 Σ30 Σ47 Σ48 Σ61 Σ62 Σ63 Σ64 Σ77 Σ78 Σ79 Σ80 Σ89

{mo} {ms} {ms} {im} {im} {eq} {eq} {eq} {eq} {giv} {giv} {giv} {giv} {mo}
∼choose(a3)

Σ9 Σ10 Σ45 Σ88

{mo} {mo} {im} {im}

Table 6. Output values of function pref(·, ·) for a-structures supporting whether to
choose or not action a3

pref(·, ·) Σ11 Σ29 Σ30 Σ47 Σ48 Σ61 Σ62 Σ63 Σ64 Σ77 Σ78 Σ79 Σ80 Σ89

Σ9 ε Σ9 Σ9 Σ9 Σ9 Σ9 Σ9 Σ9 Σ9 Σ77 Σ78 Σ79 Σ80 ε

Σ10 ε Σ10 Σ10 Σ10 Σ10 Σ10 Σ10 Σ10 Σ10 Σ77 Σ78 Σ79 Σ80 ε

Σ45 Σ11 Σ29 Σ30 ε ε Σ45 Σ45 Σ45 Σ45 Σ77 Σ78 Σ79 Σ80 Σ89

Σ88 Σ11 Σ29 Σ30 ε ε Σ88 Σ88 Σ88 Σ88 Σ77 Σ78 Σ79 Σ80 Σ89

Table 7. Argumental structures supporting whether to choose or not action a4

choose(a4)

Σ31 Σ32 Σ33 Σ34 Σ93 Σ94

{ms} {ms} {ms} {ms} {giv} {giv}
∼choose(a4)

Σ12 Σ13 Σ14 Σ15 Σ49 Σ50 Σ51 Σ52 Σ65 Σ66 Σ81 Σ82

{mo} {mo} {mo} {mo} {im} {im} {im} {im} {eq} {eq} {giv} {giv}
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Table 8. Output values of function pref(·, ·) for a-structures supporting whether to
choose or not action a4

pref(·, ·) Σ12 Σ13 Σ14 Σ15 Σ49 Σ50 Σ51 Σ52 Σ65 Σ66 Σ81 Σ82

Σ31 Σ12 Σ13 Σ14 Σ15 Σ31 Σ31 Σ31 Σ31 Σ31 Σ31 Σ81 Σ82

Σ32 Σ12 Σ13 Σ14 Σ15 Σ32 Σ32 Σ32 Σ32 Σ32 Σ32 Σ81 Σ82

Σ33 Σ12 Σ13 Σ14 Σ15 Σ33 Σ33 Σ33 Σ33 Σ33 Σ33 Σ81 Σ82

Σ34 Σ12 Σ13 Σ14 Σ15 Σ34 Σ34 Σ34 Σ34 Σ34 Σ34 Σ81 Σ82

Σ93 Σ93 Σ93 Σ93 Σ93 Σ93 Σ93 Σ93 Σ93 Σ93 Σ93 ε ε

Σ94 Σ94 Σ94 Σ94 Σ94 Σ94 Σ94 Σ94 Σ94 Σ94 Σ94 ε ε

Table 9. Argumental structures supporting whether to choose or not alternative a5

choose(a5)

Σ36 Σ37 Σ38 Σ56 Σ68 Σ69 Σ84 Σ85 Σ86 Σ91

{ms} {ms} {ms} {im} {eq} {eq} {giv} {giv} {giv} {mo}
∼choose(a5)

Σ16 Σ17 Σ18 Σ35 Σ53 Σ54 Σ55 Σ67 Σ83

{mo} {mo} {mo} {ms} {im} {im} {im} {eq} {giv}

Table 10. Output values of function pref(·, ·) for a-structures supporting whether to
choose or not action a5

pref(·, ·) Σ36 Σ37 Σ38 Σ56 Σ68 Σ69 Σ84 Σ85 Σ86 Σ91

Σ16 Σ16 Σ16 Σ16 Σ16 Σ16 Σ16 Σ84 Σ85 Σ86 ε

Σ17 Σ17 Σ17 Σ17 Σ17 Σ17 Σ17 Σ84 Σ85 Σ86 ε

Σ18 Σ18 Σ18 Σ18 Σ18 Σ18 Σ18 Σ84 Σ85 Σ86 ε

Σ35 ε ε ε Σ35 Σ35 Σ35 Σ84 Σ85 Σ86 Σ91

Σ53 Σ36 Σ37 Σ38 ε Σ53 Σ53 Σ84 Σ85 Σ86 Σ91

Σ54 Σ36 Σ37 Σ38 ε Σ54 Σ54 Σ84 Σ85 Σ86 Σ91

Σ55 Σ36 Σ37 Σ38 ε Σ55 Σ55 Σ84 Σ85 Σ86 Σ91

Σ67 Σ36 Σ37 Σ38 Σ56 ε ε Σ84 Σ85 Σ86 Σ91

Σ83 Σ83 Σ83 Σ83 Σ83 Σ83 Σ83 ε ε ε Σ83

An analogous situation occurs in Table 8 among a-structures Σ81 and Σ82

when compared against Σ93 and Σ94; and it Table 10 among a-structures Σ84,
Σ85 and Σ86 when compared against Σ83. These blocking situations yields that
claims choose(ai) and ∼choose(ai) are undecided for i = 1, 4, 5.
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4 Conclusions

In this paper we have given an account of argumentation-based decision making
in a simple scenario from experimental economics, like the Dictator game. In
particular we use an Abstract Dynamic Argumentation Framework, so-called
AADF, to model human choice behavior from a survey we conducted. Our model
obtained that choose(a3) was warranted—coinciding with the most preferred
action in the survey; and no other literal of the kind choose(x) was warranted.

This AADF is a simpler version of the original one proposed in [13] since
the conflict relation among arguments concerns only the arguments supporting
claims of the kind choose(x) or ∼choose(x) and not pairwise comparison of the
kind better(x, y) and ∼better(x, y). Indeed, these former arguments are new with
respect to the original ones present in the epistemic component of the AADF
proposed in [13]. This is due to the fact that the agent’s decision behavior now is
included in the epistemic component instead of using the decision device called
decision rules; a device widely used in previous works [10,11,13] where rational
decision making was pursued rather than human decision making.

Besides, as mentioned in the introductory section, this present work
extends [24]; an approach to model the Dictator game using a structured argu-
mentative formalism like DeLP. Performing this abstraction helped us to get
more focused on the high-level details involved in modeling human decision
making; like the composition of the working set of arguments. In this respect, as
previously said, not only the kind of arguments in the working set changed but
also the number of arguments is less than those that would be generated by the
DeLP approach.

In this study, we have worked with the so-called active instance of a DAF
(cf. Sect. 3.1 in [22]) and hence, all the work done on acceptability of argu-
ments and argumentation semantics can be applied to it. Therefore, the decision
making problem tackled in this work could be solved with a library such as
ConArgLib [5]—which supports the solution of problems in Abstract Argumen-
tation. In this way, our proposed decision framework can also be applied to solve
problems in practice and not to model them just in theory.

Finally, as also stated in the introductory section, modeling the Dictator
game with this abstract dynamic argumentation framework also paves the way
to tackle non-rational decision making with other structured argumentation for-
malism, thus making richer the application field of abstract argumentation for
decision making.
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10. Ferretti, E., Errecalde, M., Garćıa, A., Simari, G.: Decision rules and arguments
in defeasible decision making. In: 2nd International Conference on Computational
Models of Arguments (COMMA), pp. 171–182. IOS Press (2008)
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puter Conference (CLEI), Córdoba, Argentina. IEEE, September 2017
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Abstract. A water distribution network consists of many nodes inter-
connected to provide water to consumers. The importance and huge cap-
ital cost of the system lead to their design optimization. The present
work proposes an intelligent optimization solver based on a Hybrid Sim-
ulated Annealing (HSA) to solve this problem. One of the main HSA
control parameters is the Markov Chain Length (MCL), which is the
number of moves to reach the equilibrium state at each temperature
value. Our main objective is to analyze the HSA behavior by consider-
ing static and dynamic methods to compute the MCL. We test the HSA
approaches using networks reported in the state-of-the-art and a real and
new median size network that arises from a regional requirement. The
experimentation suggests the use of a dynamic method, which exhibits
the balance between solution quality and computational effort.

Keywords: Water Distribution Network Design · Optimization ·
Simulated Annealing · Markov Chain Length

1 Introduction

Water is one of the most important natural resources, becoming an essential
commodity for human life. Public water services provide more than 90% of the
water supply in the world today, and therefore a safe drinking water distribu-
tion system is a critical component for any city. Consequently, the design and
optimization of a water distribution network gain prime importance to minimize
the cost and simultaneously maximize the network reliability and benefits. The
network should supply water at all the intended places with sufficient pressure
head, fulfilling the fire hydrant demands and having minimum leakages to ensure
the non-degradation of water quality. The distribution system has many compo-
nents to be considered, such as pipes of various sizes for carrying water, valves
for controlling the flow, service connections to the individual homes, and distri-
bution reservoirs for storing the water to be fed into the distribution pipes. This
problem is known as Water Distribution Network Design (WDND) and requires
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handling a large number of variables and constraints, and in consequence, it is
classified as NP-hard [1]. The water distribution network optimization aims to
find the optimal pipe diameters in the network for a given layout and demand,
satisfying the conservation of mass and energy in addition the constraints.

The design process also involves the growth of city sizes. General Pico (La
Pampa, Argentina) has a new neighborhood of around five km2, which needs
an infrastructure to provide this essential public service to their citizens. Conse-
quently, a design of an independent water distribution network is necessary for
this neighborhood. CORPICO1 is the organization in charge of distributing this
essential element in this city. This cooperative specifically requires an optimiza-
tion system to determine the best engineering solution in meeting established
design criteria while at the same time minimizing capital costs.

The design problem is not simple at all and requires considerable effort.
Efficiency and reduction of costs have been important reasons for managers to
progressively migrate from manual design based on experience to the devel-
opment of suitable intelligent optimization tools. Some works expressed the
WDND problem as a multi-objective optimization problem and applied a multi-
objective evolutionary algorithm [2]. A genetic algorithm was developed to solve
six small networks [3], which considered the velocity constraint on the water
flowing through the pipes. In [4] also regarded this constraint, but the authors
used mathematical programming on bigger, closer-to-reality networks. Other
metaheuristics were used to tackle more complex WDND formulations [5–7].
In this line, an Iterative Local Search [8] (ILS) considered that every demand
node has 24 hrs water demand pattern and included a new constraint related
to the limit of the maximal velocity of water through the pipes. The objec-
tive of our research is to develop an intelligent solver based on state-of-the-art
optimization techniques, which intends to support the decision making during
the design, plan, and management of complex water systems. The focus is on
the optimization of the design of water distribution network with time-varying
demand patterns (extension known as multi-period setting) and the maximum
water velocity constraint as formulated in [8]. This problem formulation is more
realistic and complex than the problems solved in [2,3].

This study is a continuation and refinement of a previous work [9], which
presents a Hybrid Simulated Annealing (HSA) [10,11] to optimize the pipe
diameters involved in the WDND by using a local search technique based on
GRASP. In [9], we analyzed the HSA behavior by studying the Markov Chain
Length (MCL), an HSA control parameter. The computation of its appropriate
length is a difficult task to apply in practice. Consequently, we consider three
different strategies to set the MCL to understand their effectiveness regarding
solution quality and runtime. In order to mitigate the lack of information about
the behavior of each variant of the HSA solver, in the present we define the
following research questions:

1 CORPICO is the Regional Cooperative for Electricity, Works and other Services in
the city of General Pico, province of La Pampa, Argentina.
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– RQ1 : How does the MCL affect the performance of the HSA solver to tackle
the WDND problem?

– RQ2 : Is the HSA capable of solving a real case?
– RQ3 : Does HSA improve the techniques reported in the state-of-the-art to

solve this problem?

To address these RQs, we analyze how the MCL variants can affect the
performance of the HSA solver. For that, we use the publicly available HydroGen
network instances [12] to test the performance of our HSA solver. Moreover, we
describe and give the features of a real medium size distribution network, which
is also used to test the capabilities of the HSA solver developed. In the present
work, we give more details about the WDND problem and its restrictions, the
HSA description is improved with more features, and the experimentation is
enlarged by including statistical studies that allow determining which variant
is the most appropriate to solve the WDND problem. Later on, we analyze
and compare these HSA solvers considering relevant aspects such as solution
quality and runtime to solve different WDND problem sizes, from artificial to
real networks. Furthermore, a new section is introduced where we compare the
results obtained by our proposals with the literature ones.

The remainder of this article is structured as follows. Section 2 introduces
the problem definition. Section 3 explains our algorithmic proposal, HSA, to
solve the WDND optimization problem and the HSA’s configurations. Section 4
describes the experimental analysis and the methodology used. Then, Sects. 5
and 6 present the result analysis of the variants and the comparison with an
ILS [8] from the literature, respectively. Finally, Sect. 9 summarizes our conclu-
sions and sketches out our future work.

2 Multi-period Water Distribution Network Design

The mathematical formulation of the WDND is often treated as the least-cost
optimization problem. The decision variables are the diameters for each pipe in
the network. The problem can be characterized as simple-objective, multi-period,
and gravity-fed. Two restrictions are considered: the limit of water speed in each
pipe and the demand pattern that varies in time. The network can be modeled
by a connected graph, which is described by a set of nodes N = {n1, n2, ...}, a set
of pipes P = {p1, p2, ...}, a set of loops L = {l1, l2, ...}, and a set of commercially
available pipe types T = {t1, t2, ...}. The objective of the WDND problem is
to minimize the Total Investment Cost (TIC) in a water distribution network
design. The TIC value is obtained by the formula shown in Eq. 1.

min TIC =
∑

p∈P

∑

t∈T

LpICtxp,t (1)

where ICt is the cost of a pipe p of type t, Lp is the length of the pipe, and xp,t

is the binary decision variable that determines whether the pipe p is of type t or
not. The objective function is constrained by: physical laws of mass and energy
conservation, minimum pressure demand in the nodes, and the maximum speed
in the pipes, for each time τ ∈ T .
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2.1 Objective Function Constraints

Generally, the WDND optimization constraints include mass and energy con-
servation in each primary loop, flow continuity at each node, and the minimum
allowable head requirement at each node. In other words, to minimize the TIC
value, a WDND solution requires to satisfy the physical laws described in the
following paragraphs.

Mass Conservation Law. It must be satisfied for each node N in each period
of time τ . This law establishes that the volume of water flowing towards a node
in an unit of time must be equal to the flow that leaves it (see Eq. 2).

∑

n1∈N/n

Q(n1,n),τ −
∑

n2∈N/n

Q(n,n2),τ = WDn,τ − WSn,τ ∀n ∈ N ∀τ ∈ T (2)

where Q(n1,n),τ is the flow from node n1 to node n at time τ , WSn,τ is the
external water supplied and WDn,τ is the external water demanded.

Energy Conservation Law. It states that the sum of pressure drops in a closed
circuit in an instant of time τ is zero. These drops can be approximated using
the Hazen-Williams equations with the parameters used in EPANET 2.0 [13]
(the hydraulic solver used in this paper), as indicated in Eq. 3.

∑

p∈l

[
10.6668yp,τQ1.852

p,τ Lp∑
t∈T (xp,tC1.852

t D4.871
t

]
= 0 ∀l ∈ L ∀τ ∈ T (3)

where yp,τ is the sign of Qp,τ that indicates changes in the water flow direc-
tion relative to the defined flow directions, Qp,τ is the amount of water flowing
through pipe p in time τ , Lp is the pipe length, Ct is the Hazen-Williams rough-
ness coefficient of pipe type t, and Dt is the diameter of pipe type t.

Minimum Pressure Head Requirements. For each node n in each period
of time τ , it must be satisfied (see Eq. 4),

Hmin
n,τ ≤ Hn,τ ∀n ∈ N ∀τ ∈ T (4)

being Hmin the minimum node pressure and Hn,τ the node’s current pressure.

Maximum Water Velocity. The water velocity vp,τ can not exceed the max-
imum stipulated speed vmax

p,τ . Equation 5 shows this relationship.

vp,τ ≤ vmax
p,τ ∀p ∈ P ∀τ ∈ T (5)

3 A Real WDND Problem

The principal motivation of this research is to get involved in solving commu-
nity problems, in particular the water distribution network design. To provide
some context, the water access problem in the province of La Pampa is a pri-
ority treatment for being a scarce natural resource. CORPICO, the supplier of
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Fig. 1. Map of the water distribution networks in General Pico.

this essential service in General Pico, has to design an independent drinking
water distribution network for a new neighborhood of five km2, minimizing the
network cost through the proper selection of the pipe dimensions according to
consumption and the physical laws of this type of problem. The water distri-
bution network should cover an area called “Barrio Quintas Sur” identified as
Zone 2 or Z2 (shaded region of Fig. 1). Initially, the network has an extension of
1.65 km2 foreseeing for the next ten years an adjacent extension of 3.4 km2, iden-
tified as the zones Z1, Z3, and Z4. The network designed for Z2 is independent
but requires taking into consideration the demand of the other zones to become
an extra supply network or to receive water from them (bypass).

4 HSA Solver for the Multi-period WDND Problem

Simulated Annealing (SA) [14] belongs to the class of local search algorithms that
allow upward movements to avoid getting stuck prematurely at a local optimum.
More specifically, SA is a simple and efficient trajectory-based metaheuristic. SA
is based on the principles of statistical thermodynamics, which models the phys-
ical process of heating material. The SA algorithm simulates the energy changes
in a system subjected to a cooling process until it converges to an equilibrium
state (steady frozen state). The physical material states correspond to problem
solutions, the energy of a state to cost of a solution, and the temperature to a
control parameter.

The SA algorithm slowly reduces the temperature to decrease defects, thus
minimizing the system energy. Similarly, at each virtual annealing temperature,
the SA algorithm generates a new potential solution (or neighbor of the cur-
rent state) to the problem considered by altering the current state, according to
a predefined criterion. The acceptance of the new state is based on the Boltz-
man criterion satisfaction. This procedure is iterated until convergence. In other
words, SA evolves by a sequence of transitions between states. These transi-
tions are generated by transition probabilities. Therefore, SA can be modeled
mathematically by Markov chains, where a sequence of chains is generated by a
transition probability calculated involving the current temperature.
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(a) (b)

Pipe ID Length (m)

1 31
2 20
3 35
4 37
5 24
6 50
7 12
8 65

(c)

Diam. Roughness
Cost(mm) unitless

60 130 22
80 130 35
100 130 38
150 130 50
200 130 61

(d)

Fig. 2. Different solutions or network designs. (a) Solution 1; (b) Solution 2; (c) Pipe
lengths; (d) Available pipe types with their corresponding costs.

Table 1. Different solutions or network designs in vector representation.

Solution Pipe ID 1 2 3 4 5 6 7 8 Feasibility

Length (m) 31 20 35 37 24 50 12 65 TIC

1 diam. (mm) 150 150 80 80 100 60 60 80 feasible

cost 1550 1000 1225 1295 912 1100 264 2275 9621

2 diam. (mm) 150 150 80 60 100 60 60 80 infeasible

cost 1550 1000 1225 814 912 1100 264 2275 9140

The proposed HSA is a hybridization of the SA algorithm to solve the Multi-
Period WDND optimization problem. In this work, we extend the study of the
HSA as WDND solver, initiated in [9]. The performance of the HSA is related
to the fine-tuning of their main control parameters, which include the definition
of the Markov Chain Length (MCL) [15]. Particularly, we focus on the way
to calculate the Markov chain length. The next sections describe the solution
representation, the HSA algorithm, and the MCL variants.

4.1 Solution Representation for the WDND Problem

The first design issue to solve is how to represent a solution for the WDND
problem. The decision variables are the diameters for each pipe in the network
(see Sect. 2). Therefore, a solution is a network, as shown in Fig. 2 (a) and (b),
which is represented by a vector. Each vector element is the diameter selected
for the pipe it represents. Table 1 shows the vectors that correspond to the
candidate solutions in Fig. 2(a) and (b). The TIC for each solution is calculated
by the Eq. 1, using the input data from tables (c) and (d) of Fig. 2. The first
solution is hydraulically feasible (satisfying all constraints mentioned in Sect. 2)
and the second one is infeasible (violating the minimum pressure constraint in
node 7). HSA uses the EPANET 2.0 toolkit [13] to solve the hydraulic equations
since this hydraulic solver is applied in most existing works.

4.2 HSA Solver Description

The pseudo-code of the HSA solver proposed to optimize the WDND problem
is shown in Algorithm 1. HSA begins with the initialization of the temperature
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Algorithm 1. HSA to solve the WDND Optimization Problem
1: k = 0;
2: initTemp(T )
3: initialize(S0);
4: TIC0 = evaluate(S0);
5: repeat
6: repeat
7: k = k + 1;
8: S1 = MP-GRASP LS(S0);
9: TIC1=evaluate(S1);
10: if TIC1 < TIC0 then
11: S0 = S1; TIC0 = TIC1
12: end if
13: S2 = perturbation operator(S0);
14: TIC2 = evaluate(S2);

15: if (TIC2 < TIC0) or (exp((TIC2−TIC0)/T ) > random(0, 1)) then
16: S0 = S2; TIC0 = TIC2
17: end if
18: until (k mod MCL == 0)
19: update(T );
20: until stop criterion is met
21: return S0;

Algorithm 2. Pseudocode of algorithm for setting initial temperature T0

1: function initTemp (Ts)
2: T0 = Ts;
3: initialize(S1);
4: E1=evaluate(S1);
5: while acceptability rate is not reached do
6: update T0 ;
7: S2 = S1;
8: E2=evaluate(S2);
9: for i=0 to test do
10: S2 = MP-GRASP LS(S1);
11: E2=evaluate(S2);
12: end for
13: end while
14: return T0

(line 2). The choice of the right initial temperature plays a crucial role in the
HSA performance to find good solutions. Algorithm2 presents the procedure to
compute the initial temperature, having as input a seed temperature Ts. The
output, T0, is determined such that, when applying the Boltzmann criterion,
worse solutions are accepted with a high probability value. This algorithm starts
from Ts that is increased until the aforementioned acceptance is reached. After
that, HSA generates a feasible initial solution S0 applying both HighCost and
LowCost mechanisms proposed in [8] (line 3), which is then evaluated (line 4).

Once the initialization process ends, an iterative process starts (lines 5 to 20).
The first step in the iteration involves a hybridization to intensify the exploration
into the current search space. In this way, a feasible solution, S1, is obtained by
applying the MP-GRASP local search [8] to S0 (line 8), and then a greedy
selection mechanism is performed (lines 10–12). Therefore, S0 can be replaced
by S1 if it is better than S0. In the next step, a perturbation operator is used
to obtain a feasible neighbor, S2, from S0 (line 13), to explore other areas of
the search space. This perturbation randomly changes some pipe diameters. If
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S2 is worse than S0, S2 can be accepted under the Boltzmann probability (line
15, second condition). In this way, the search space exploration is strengthened
when the temperature (T ) is high. In contrast, at low temperatures the algorithm
only exploits a promising region of the solution space, intensifying the search.
To update T , a random cooling schedule [11] is used (line 19), which combines
three traditional cooling schemes (the proportional [14], exponential [14], and
logarithmic [16] schemes) in only one schedule process. The cooling schedule
is applied after a certain number of iterations (k) given by the Markov Chain
Length (MCL) (line 18). Finally, SA ends the search when the total evaluation
number is reached or T = 0.

4.3 Markov Chain Length

One of the main search components of the HSA solver that deserves study is
the MCL, which is the number of required transitions k (moves) to reach the
equilibrium state at each T . This number can be either static or adaptive. In the
first case, the number of movements is set before the search starts. The static
approach, named as MCLs, assumes that each temperature T is held constant for
a sufficient and fixed number of iterations. In this work, each T is held constant
for k = 30 iterations, a widely used number in the scientific community.

For the adaptive cases, the Markov Chain Length depends on the character-
istics of the search. For instance, Cardoso et al. [17] consider that the equilibrium
state is not necessarily attained at each level of the temperature. Consequently,
the cooling schedule is applied as soon as an improved candidate (neighbor)
solution is generated. In this way, the computational effort can be drastically
reduced without compromising the solution quality. This approach is referred
as MCLa1. Another adaptive approach is proposed by Ali et al. [18], named as
MCLa2, which uses both the worst and the best solutions found in the Markov
chain (inner loop) to compute the next MCL. This strategy allows to increase the
number of function evaluations at a given temperature if the difference between
the worst and the best solutions increases, but if an improved solution is found
the MCL remains unchanged.

5 Experimental Design

In this section, we explain the experimental design followed in this work so
that our conclusions could be both objective and valid. To evaluate the HSA
solver with the three MCL configurations, 50 HydroGen instances of WDND
optimization problem [12] are solved. After that, we optimize a real case the
GP-Z2-2020 instance that we generated using the data given by CORPICO.

In our experiments, we use the best HSA’s variant found in [10] to solve
the multi-period WDND problem, named HSARand100, which uses the random
cooling scheme and 100 as seed temperature. This variant, renamed HSA in
what follows, is executed under the three approaches to compute the MCL, as
a consequence, three new HSA’s configurations arise. The stop condition is to
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reach 1,500,000 evaluations (Epanet calls) of the objective function to make a
fair comparison with the literature algorithms. We performed 30 independent
runs for each instance and HSA’s configuration because of the stochastic nature
of the HSA solver, in order to gather meaningful experimental data and apply
statistical confidence metrics to validate our results and conclusions. Before per-
forming the statistical tests, we first checked whether the data followed a normal
distribution by applying the Shapiro-Wilks test. Where the data was distributed
normally, we later applied an ANOVA test. Otherwise, we used the Kruskal Wal-
lis (KW) test. This statistical study allows us to assess whether or not there were
meaningful differences between the compared algorithms with α = 0.05. The way
to determine these algorithm pairwise differences is by carrying out a post hoc
test, as is the case of the Mann-Whitney-Wilcoxon test if the KW test is used.

5.1 HydroGen Networks

The HydroGen networks [12] arise from 10 different distribution networks, named
as HG-MP-i with i ∈ {1, 10}, which use set of 16 different pipe types. The
demand nodes are divided into five categories (domestic, industrial, energy, pub-
lic services, and commercial demand nodes), each one with a corresponding base
load and demand pattern2. In this way, each HG-MP-i network consists of five
different instances, totaling 50 instances. The combinations of 16 pipe types and
the number of pipes of each instance determines the network complexity. In
this way, four different categories are obtained, to know HG-MP1-3, HG-MP4-6,
HG-MP7-9, and HG-MP10, regarding the number of pipes of each instance.

5.2 GP-Z2-2020: A Real Network

The GP-Z2-2020 network, which arises from CORPICO’s requirements, is com-
posed of 222 domestic demand nodes and only one water reservoir. Moreover,
this zone is connected with three other ones through some peripherical nodes
which have different demand patterns, as explained in Sect. 3. Table 2 summa-
rizes available pipe diameters in the local market, their corresponding rough-
ness, and their unit costs (expressed in US dollars). The area is residential with
demand according to the current distribution of the customers in 584 plots but
considering a development pattern over a timespan of 30 years. The daily pat-
tern demand corresponds to the summer period (based on the model demand of
historical records) having a maximum resolution of one hour. The total number
of possible combinations of design for a set of 8 commercial pipe types and 282
pipes is 8282 that makes the instance in a difficult case to solve; this shows the
importance of optimization.

2 The base loads can be found in the EPANET input files of the instances.
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Table 2. Pipe types and their corresponding costs for the GP-Z2-2020 network.

Number Diam. (mm) Roughness Cost Number Diam. (mm) Roughness Cost

1 63 110 2.85 5 315 110 69.10

2 90 110 5.90 6 400 110 110.89

3 110 110 8.79 7 450 110 140.15

4 125 110 11.00 8 630 110 273.28

Table 3. Averages of the best TIC values
found by each HSA’s configurations.

Network MCLs MCLa1 MCLa2 KW

HG-MP-1 335723 336984 337809 0,87

HG-MP-2 298430 298652 297823 0,85

HG-MP-3 384210 384665 384687 0,92

HG-MP-4 683780 682361 685424 0,80

HG-MP-5 719569 717268 711906 0,40

HG-MP-6 739923 735738 738108 0,93

HG-MP-7 807367 792435 801907 0,27

HG-MP-8 843657 841653 841240 0,13

HG-MP-9 823783 817325 816485 0,00

HG-MP-10 787399 771461 784385 0,08

Table 4. Wilcoxon p-values from the
comparison of TIC values obtained for
the HG-MP-9 network.

HSA Conf. MCLs MCLa1

MCLa1 4.20e−06 –

MCLa2 5.63e−06 1.47e−07

6 Analysis of the HydroGen Instance Results

In the following paragraphs, we summarize and analyze the results of using the
three new HSA’s configurations to solve the 50 Hydrogen instances grouped by
their corresponding distribution network. To answer how the MCL affect the
HSA performance, as formulated in RQ1, and also discover the configuration
with the best performance, the following methodology is carried out. First, we
analyze the behavior of these configurations by considering the results shown in
Table 3, taking the different MCL approaches into account. The columns 2–4
show the average of the best TIC values found by the three HSA’s configurations.
The last column presents the p-value obtained by the KW test. The boxplots
shown in Fig. 3 represent graphically the distribution of results obtained in each
case, coloring in gray the case where significant differences are found. Finally, we
analyze the computational effort for each HSA proposed, considering the time
to find the best solution (see Fig. 4) and the total runtime (see Fig. 5) of the
search measured in seconds.

Firstly, the analysis focus on the quality point of view. The three approaches
behave statistically similar for 90% of the instances with KW p-values are bigger
than α = 0.05). The HSA with the adaptive options (MCLa1 and MCLa2) find
the best TIC values in 80% of the cases. However, for the HG-MP-9 network,
the HSA’s behaviors are significantly different, we apply the post hoc Wilcoxon
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Fig. 3. Boxplots of the TIC values for Hydrogen network found by each HSA.

Fig. 4. Runtimes consumed by each
HSA’s configuration to find the best solu-
tion.

Fig. 5. Total runtimes consumed by
each HSA’s configuration.

test to verify that MCLa2 is the configuration for HSA that allows finding the
lowest TICs values, as shown the p-values < α in Table 4.

Finally, the analysis covers the computational effort. For all configurations,
the HSA’s runtimes grow as the instance complexity increases. HSA with MCLa2
is the slowest configuration, whereas HSA with MCLs reduces significantly the
total runtime (approximately 30–50%). The KW p-values < α corroborate these
differences and the Wilcoxon p-values, in Table 5, indicate which algorithms
differ from each other. The latter can be seen graphically in Fig. 6 for each
network, whose boxplots are colored in gray. However, when the time values to
reach the best solution are analyzed, these differences are noticeably narrowed,
minimizing the gap between the three HSA’s configurations.

Summarizing, these results clearly state that the MCLa1 configuration
exhibits a good trade-off between the solution quality and the required runtime.
This adaptive approach interrupts the Markov chain when the candidate solution
is better than the current one, reducing the computational effort in comparison
with MCLa2. In this way, we explain how the MCL affects the performance of
HSA solver configuration, answering the RQ1.
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Table 5. Wilcoxon p-values from the comparison of the total runtime of each HSA’s
configuration for Hydrogen networks.

Network HSA Conf. MCLs MCLa1

HG-MP-1 MCLa1 1.47e−26 –

MCLa2 8.42e−25 1.47e−26

HG-MP-2 MCLa1 4.59e−26 –

MCLa2 1.47e−26 1.47e−26

HG-MP-3 MCLa1 2.36e−24 –

MCLa2 3.14e−24 5.02e−18

HG-MP-4 MCLa1 2.63e−23 –

MCLa2 5.75e−23 1.52e−15

HG-MP-5 MCLa1 2.33e−26 –

MCLa2 2.33e−26 1.56e−06

HG-MP-6 MCLa1 7.77e−29 –

MCLa2 7.77e−29 1.31e−08

HG-MP-7 MCLa1 4.23e−29 –

MCLa2 4.23e−29 1.18e−08

HG-MP-8 MCLa1 4.23e−29 –

MCLa2 4.23e−29 1.54e−08

HG-MP-9 MCLa1 4.23e−29 –

MCLa2 4.23e−29 4.21e−09

HG-MP-10 MCLa1 9.24e−29 –

MCLa2 9.24e−29 1.10e−09

7 Analysis of the GP-Z2-2020 Network Results

To answer the RQ2 about the HSA ability to solve a real instance, we analyze the
results of the HSA when solving the real GP-Z2-2020 network. Table 6 presents
the results of the three HSA’s configurations for different metrics: average TIC
values (row 1) and the average total runtime (row 2), expressed in seconds. The
minimal values found by each metric are boldfaced. Finally, the KW p-values
are shown in the last column.

HSA using MCLa2 finds minimal TIC values. This is an expected result
since similar observations were made in the previous analysis taking into account
networks of comparable complexity. This outcome is statistically supported by
the results obtained via the KW and Wilcoxon tests and the boxplots shown in
Table 6 and Fig. 7.a), respectively. An analogous situation is observed regarding
the runtimes, as is shown in Table 6 and Fig. 7.b), respectively. The red boxplots
in both figures indicate that the compared algorithms are statistically different.
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Fig. 6. Boxplots of the total runtimes (in seconds) found by each HSA to solve Hydro-
gen networks.

Table 6. Average results of the GP-Z2-2020 Network.

Metrics MCLs MCLa1 MCLa2 KW

TIC values 420949.53 408075.93 401570.20 0.04

Total runtime 186.46 627.97 615.52 1.08e−13

Table 7. Wilcoxon p-values from comparison of the results found by each HSA to solve
the GP-Z2-2020 network.

TIC values Total runtimes

HSA Conf. MCLs MCLa1 HSA Conf. MCLs MCLa1

MCLa1 0.07 – MCLa1 1.61e−06 –

MCLa2 0.12 0.03 MCLa2 1.61e−06 0.03
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Fig. 7. Boxplots of the results found by the each HSA to solve the GP-Z2-2020 network.
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Table 8. The best known TIC values found by our proposals and ILS.

Network MCLs MLCa1 MLCa2 ILS

HG-MP-1 298000 298000 298000 298000

HG-MP-2 245330 245330 245330 245000

HG-MP-3 310899 310706 310493 318000

HG-MP-4 592048 590837 592036 598000

HG-MP-5 631000 631000 631000 631000

HG-MP-6 617821 609752 614917 618000

HG-MP-7 648372 644568 639932 653000

HG-MP-8 795996 792436 790037 807000

HG-MP-9 716944 715863 712450 725000

HG-MP-10 730916 712847 727818 724000

GP-Z2-2020 366684.00 358717.00 347596.00 355756.00

8 Comparison of the HSA Solver with the
State-of-the-Art

The performance of the HSA’s configurations proposed in this work is compared
with the ILS metaheuristic, introduced in [8] for solving the WDND problem, to
answer the RQ3. This metaheuristic is chosen from literature for this comparison
since its authors also used the HydroGen instances to test it. In this way, our
results can be compared with ones of the state-of-the-art, allowing us to know
the level of quality reached by our proposal (Table 7).

The methodology used to analyze the results is described in the following.
First, to ensure a fair comparison, the compared algorithms use the same stop
criterion that is set in 1,500,000 Epanet calls. Secondly, we also use the ILS
algorithm to solve the real GP-Z2-2020 instance. Finally, we study the HSA
behavior comparing the best TIC values found by the HSA’s configuration and
ILS [8] for the Hydrogen Networks, grouped by their corresponding distribution
network, as presented in Table 8 (the minimal values are boldfaced). Note that,
we only present the HSA’s total runtimes for the Hydrogen networks tested in
this work, because no data about this metric are reported in [8].

Analyzing the best-known TIC values found by these four algorithms, we
conclude that our proposals obtain the best results in eight of the eleven net-
works, including the real case GP-Z2-2020. In so far as for another two cases
the outcomes are equal, and in only one network the ILS presents a minimum
TIC value. In this way, we can say that the answer to the RQ3 is affirmative.
In other words, HSA improves the techniques reported in the state-of-the-art to
solve the WDND problem.
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9 Conclusions

Our goal in this work was to develop an intelligent HSA solver, by focusing
on the optimization of the design of water distribution network with multi-
period setting and the maximum water velocity constraint. Consequently, we
statistically analyzed the control parameter MCL influence on the HSA solver
performance, by considering a static (MCLs) and two adaptive (MCLa1 and
MCLa2) MCL configurations. For this analysis, the solver was evaluated by
optimizing 50 Hydrogen networks and a new WDND real case.

The experimentation results allow us to answer the research questions for-
mulated in our study. For the first one, RQ1, we can respond that the adaptive
configurations find better solutions than the static one by adapting the MCL to
the search context. These adaptations require an extra computational effort to
calculate the MCL during the search. The HSA with MCLa1 presents a good
trade-off between solution quality and computational effort since this adaptive
method interrupts the Markov chain if a better solution than the current one
is found. The RQ2 is affirmatively answered because the real case is efficiently
solved by the HSA solver. When our proposals are contrasted against ILS [8],
the HSA’s configurations outperform or equal ILS in every WDND network,
answering the third research question, RQ3, satisfactorily.

In future works, we will deal with high-dimensional WDND networks con-
sidering big-data frameworks, which will be used to implement our HSA solver.
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Abstract. Today, one of the main challenges for high-performance com-
puting systems is to improve their performance by keeping energy con-
sumption at acceptable levels. In this context, a consolidated strategy
consists of using accelerators such as GPUs or many-core Intel Xeon
Phi processors. In this work, devices of the NVIDIA Pascal and Intel
Xeon Phi Knights Landing architectures are described and compared.
Selecting the Floyd-Warshall algorithm as a representative case of graph
and memory-bound applications, optimized implementations were devel-
oped to analyze and compare performance and energy efficiency on both
devices. As it was expected, Xeon Phi showed superior when considering
double-precision data. However, contrary to what was considered in our
preliminary analysis, it was found that the performance and energy effi-
ciency of both devices were comparable using single-precision datatype.

Keywords: Shortest paths · Floyd-Warshall · Xeon Phi · Knights
landing · NVIDIA Pascal · Titan X

1 Introduction

In the last decade, the quest to improve the energy efficiency of high-performance
computing (HPC) systems has fueled the trend toward heterogeneous computing
and massively parallel architectures [7]. Heterogeneous systems combine CPUs
with accelerators (such as NVIDIA and AMD GPUs or Intel’s Xeon Phi many-
core co-processors), delegating code sections with high computational demand to
them. According to the Green5001 ranking, the November 2010 edition featured
17 systems that integrated accelerators. However, 10 years later, this number
has increased to 145, evidencing the great popularity of this strategy.

Today, GPUs can be considered the dominant accelerator class due to their
high computing power and energy efficiency, in addition to their low cost. In the
opposite sense, one of their weaknesses is the need to learn a specific language
1 https://www.top500.org/green500/.
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in order to make the most of them, such as CUDA and OpenCL. Among the
manufacturing companies, NVIDIA stands out as the largest provider for the
high-performance segment.

On the other hand, Intel introduced the second generation of its Xeon Phi
processors in 2016, codenamed Knights Landing (KNL). Unlike its predecessor,
Knights Corner (KNC), KNL can operate as a standalone processor. Among
its main features, the large number of cores with hyper-threading support, the
incorporation of AVX-512’s 512-bit vector instructions, and the integration of a
high-bandwidth memory (HBM), among others [14], can be mentioned. Gener-
ations aside, the outstanding feature in this family is that it offers support for
x86 architectures, which allows programmers to use traditional models in HPC,
such as OpenMP and MPI.

Because each accelerator has its advantages and disadvantages for certain
classes of problems [3,17,22], selecting the best option for a given application is
key when searching for maximum performance. To provide some guidelines for
such selection, this article presents a comparative analysis between two different
HPC architectures (Intel Xeon Phi KNL vs. NVIDIA Pascal). As a case study,
the Floyd-Warshall (FW) algorithm was selected for computing the all-pairs
shortest paths in a graph, as a representative case of graph applications that
are memory-bound [16]. We hope that development teams will find this analysis
useful when choosing the most suitable architecture for their applications.

The remaining sections of this article are organized as follows: in Sect. 2, the
general background and other works that are related to this research are pre-
sented. Next, in Sect. 3, the implementations used are described, and in Sect. 4,
the experimental work carried out is detailed and the results obtained are ana-
lyzed. Finally, in Sect. 5, our conclusions and possible lines of future work are
presented.

2 Background and Related Works

First, the Intel Xeon Phi KNL and NVIDIA Pascal architectures are briefly
described and compared. Then, the FW algorithm for all-pair shortest paths
computation in a graph is described. Finally, some works related to this article
are detailed.

2.1 Intel Xeon Phi KNL Vs NVIDIA Pascal

Intel Xeon Phi KNL. Unlike a GPU or a co-processor such as KNC, KNL
is a standalone processor, capable of booting operating systems and directly
accessing DDR memory. The scalable unit of replication of the KNL architec-
ture is the tile. Each tile houses 2 cores, a L2 cache shared between both cores,
and a portion of the distributed directory. The cores of a tile implement simul-
taneous multi-threading (4 hw threads per core) and out-of-order execution in
its pipeline, in addition to having 2 vector units that support AVX-512’s new
512-bit instructions [14].
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A KNL chip has between 32 and 36 active tiles (between 64 and 72 cores),
depending on each specific model. The tiles are interconnected by a 2D mesh,
with cache coherence based on distributed directory and MESIF protocol. This
mesh can be configured in five different execution modes (cluster modes). Based
on the execution mode selected, the distributed directory will be split among
the tiles in the chip, which will have an impact on latency and bandwidth in
memory access.

KNL comes with a 16 GB HBM called MCDRAM, which is built into the
same processor package. This memory can be configured in three different modes.
In flat mode, the address space is mapped between the two memories (MCDRAM
and DDR), so it is the programmer who has the responsibility of defining how
to use them. On the other hand, cache mode leaves the system in charge of
managing the MCDRAM as a DDR cache. Finally, the hybrid mode assigns part
of the MCDRAM as flat, and part as cache [1].

NVIDIA Pascal. Pascal is the penultimate micro-architecture introduced by
NVIDIA for the high-performance segment, successor to Maxwell. In this seg-
ment, a GPU of this family can have up to 3840 CUDA cores distributed among
(at most) 60 Streaming Multiprocessors (SM). Compared to its predecessor, Pas-
cal doubles the number of registers per core and increases the available size of
shared memory.

This micro-architecture features several significant improvements over
Maxwell. Among them, we can highlight the inclusion of an HBM of up to 16GiB
in some of its chips, which allows them to reach a bandwidth of up to 720 GB/s.
It also replaces the traditional PCIe bus used for CPU-GPU communication by
a high-speed bus (NVLink), which significantly improves communication speed.
Finally, the provision of a unified memory, consisting of a virtual address space
between the CPU and GPU memories, aimed at simplifying programming [13].

As regards peak performance, some Pascal chips can achieve double-precision
(DP) throughput rates that are half of the single-precision (SP) ones. On the
other hand, they can double SP performance if they apply half-precision com-
puting [5].

Brief Comparison. Table 1 presents a comparison of these architectures and,
in particular, considers the models used in the experimental work. From the point
of view of the theoretical peak performance in SP, the Titan X is far superior
to the KNL 7230 (10.97 TFLOPS vs. 6 TFLOPS). However, due to the weak
support of the former for DP, it is the KNL in this case that has a remarkable
superiority (3 TFLOPS vs. 0.342 TFLOPS).

As regards main memory, the KNL has an HBM that puts it almost on par
with Titan X in terms of bandwidth, since KNL has DDR4 technology while
Titan X has GDDR5X. However, since it is a co-processor, the Titan X has a
much smaller memory size than the KNL, which is a host unto itself.

Finally, when considering the (theoretical) energy efficiency, even though the
Titan X has a higher thermal design power (TDP), its TFLOPS/W ratio in SP
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Table 1. Intel Xeon Phi KNL 7230 vs NVIDIA Titan X

Device Intel Xeon Phi KNL NVIDIA Titan X

Chip 7230 GP102

Clock Frequency 1.3–1.5GHz 1.42–1.53GHz

Cores 64 (256 hw threads) 28 SMs (3584 CUDA cores)

Cache 1 MB L2 3 MB L2

SIMD 512-bit –

HBM 16GB MCDRAM (450 GB/s) –

RAM Memory 192GB DDR4 (115.2GB/s) 12GB GDDR5X (480.4GB/s)

Bus – PCI-Express 3.0 x 16

Peak Theoretical
performance SP (DP)

6 (3) TFLOPS 10.97 (0.342) TFLOPS

TDP 215W 250W

TFLOPS/W (SP/DP) 0.028/0.014 0.051/0.001

Launch Date June 2016 August 2016

almost doubles that of KNL due to its higher theoretical performance peak. On
the contrary, the poor performance of the Titan X for DP results in KNL being
vastly superior in this case. Despite the fact that some years have passed since
their launch, both architectures remain relevant, as shown by the latest edition
of the Top5002 ranking, where 17 systems are equipped with Xeon Phi KNL and
an additional, 30 with GPUs from the Pascal family.

2.2 All-Pair Shortest Paths Computation in a Graph

FW Algorithm. The pseudocode of FW is shown in Algorithm2.2. Given
a graph G of N vertexes, FW receives as input a dense N×N matrix D that
contains the distances between all pairs of vertexes from G, where Di,j represents
the distance from node i to node j 3. FW computes N iterations, evaluating in
the k -th iteration all possible paths between vertexes i and j that have k as the
intermediate vertex. As a result, it produces an updated matrix D, where Di,j

now contains the shortest distance between nodes i and j up to that step. Also,
FW builds an additional matrix P that records the paths associated with the
shortest distances.

Blocked FW Algorithm. At first glance, the nested triple loop structure of
this algorithm is similar to that of dense matrix multiplication (MM). However,
since read and write operations are performed on the same matrix, the three
loops cannot be freely exchanged, as is the case with MM. Despite this, the FW
algorithm can be computed by blocks under certain conditions [21].

2 Top500 www.top500.org.
3 If there is no path between nodes i and j, their distance is considered to be infinite

(usually represented as the largest positive value).

www.top500.org
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Algorithm 1. Pseudocode of the FW algorithm
for k ← 0 to N − 1 do

for i ← 0 to N − 1 do
for j ← 0 to N − 1 do

if Di,j ≥ Di,k + Dk,j then
Di,j ← Di,k + Dk,j

Pi,j ← k
end if

end for
end for

end for

The blocked FW algorithm (BFW) divides matrix D into blocks of size TB×
TB, totaling (N/TB)2 blocks. Computation is organized in R = N/TB rounds,
where each round consists of 4 phases ordered according to the data dependencies
between the blocks:

1. Phase 1: Update the Dk,k block because it only depends on itself.
2. Phase 2: Update the blocks in row k of blocks (Dk,∗) because each of these

depends on itself and on Dk,k.
3. Phase 3: Update the blocks in column k of blocks (D∗,k) because each of

these depends on itself and on Dk,k.
4. Phase 4: Update the remaining Di,j blocks of the matrix because each of

these depends on blocks Di,k and Dk,j on its row and column of blocks,
respectively.

Figure 1 shows each of the computation phases and the dependencies between
blocks. The yellow squares represent blocks that are being computed, gray
squares are those that have already been processed, and green squares are the
ones that have not been computed yet. Last, arrows show the dependencies
between blocks for each phase.

Fig. 1. BFW computation phases and block dependencies
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2.3 Related Works

The comparison of HPC architectures is a topic widely studied by the scientific
community. In particular, there are several articles involving comparative studies
between Xeon Phi KNL and NVIDIA Pascal in the field of large-scale economic
modeling [19] linear algebra [4], computational fluid dynamics [15], and auto-
matic deep learning [6], among others. However, as far as we know, this is the
first to consider graph algorithms, in particular the FW algorithm for all-pair
shortest paths.

The contributions of this work can be seen as an extension of a previous work
of the authors [2], where the comparison of HPC architectures just considered
performance and theoretical energy efficiency. By incorporating actual power
consumption and programming cost to the comparison, this work is able to offer
a more comprehensive analysis of the pro and cons of each architecture for graph
applications.

3 FW Optimization

This section describes the Xeon Phi implementation followed by the GPU one.

3.1 Implementation on Xeon Phi KNL 7230

The implementation used considers the following optimizations:

– Data locality. By computing with BFW, it is not only possible to exploit
data locality, but it is also possible to increase the parallelism available in the
application.

– Parallelism at thread level. Using OpenMP, a multi-threaded version is
obtained. Both Phase 2 and Phase 3 blocks are distributed among the differ-
ent threads by means of the for directive with dynamic scheduling. In the
case of Phase 1, since it consists of a single block, the iterations within it are
distributed among the threads.

– Parallelism at data level. Using the OpenMP simd directive, the operations of
the innermost loop are vectorized when computing each block, which allows
taking advantage of the AVX-512 instructions.

– Loop unrolling. By fully unrolling the innermost loop and loop i only once.
– Branch prediction. By including the built-in builtin expect compiler

macro, if statement branches can be better predicted.
– MCDRAM. Since this is a bandwidth-limited application, using this special

memory is greatly beneficial. Executions are done using the numactl com-
mand.

It should be noted that this implementation can be considered as an opti-
mized version of [16], since it also includes intra-block parallelization for Phase
1 and the improvement in branch predictions.
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3.2 Implementation on NVIDIA Titan X

The implementation used considers the optimizations known for GPU-based FW
solutions at the moment [10,11]. Among those, the following can be mentioned:

– Concurrency. Three kernels have been developed that are invoked once for
each BFW computation round. On round k, the first kernel computes block
Dk,k (Phase 1) and is instantiated with a single grid made up of a single block.
Next, the second kernel is invoked, which computes both Phase 2 and Phase 3
blocks (Dk,∗, D∗,k), and is instantiated with a single grid of 2×(R−1) blocks.
Finally, the third kernel, which computes the remaining blocks corresponding
to Phase 4 (Di,j), is invoked. This kernel is instantiated with a single grid of
(R − 1)2 blocks. In all cases, blocks are made up of TB × TB threads.

– Exploitation of memory hierarchy. For BFW computation, the use of shared
memory is not only convenient but also necessary, especially in Phases 1–3
since the threads read and write to the same blocks of the matrix due to
their dependencies. In the case of Phase 4, it is possible to take advantage of
the private memory for the write block (Di,j), which improves access times
even more. Finally, the main memory accesses were organized so that they
are coalescent.

– Resource occupation. In order to optimize this aspect, different thread block
sizes were tried (using TB = {8, 16, 32}) to find the one that leads to the
maximum possible number of active warps.

– Loop unrolling. By fully unrolling the loop that computes each thread.

4 Experimental Results

In this section, the experimental setup and methodology are described. Next, the
results found are presented and analyzed. Last, the limitations of this research
are mentioned.

4.1 Experimental Setup and Methodology

The tests were carried out on two different platforms4. On the one hand, an
Intel Xeon Phi KNL 7230 server configured in all-to-all cluster mode and with
flat memory (ICC v19.0.0.117). On the other, an Intel Core i7-7700 3.6 GHz and
16 GB RAM, which integrates an NVIDIA Titan X GPU (CUDA v9.0).

For both platforms, the variation in the size of the distances matrix (N =
{4096, 8192, 16384, 32768, 65536}) and data type (float, double) were considered.
In the case of KNL, different values for both the number of OpenMP threads T =
{64, 128, 192, 256} and TB = {16, 32, 64, 128} were tried to identify the optimal
values of Tfloat = 128, Tdouble = 64 and TB = 64. As regards the GPU, the
best performances were obtained when using TBfloat = 32 and TBdouble = 16.

4 The characteristics of each platform were described at the end of Sect. 2.1.
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Finally, to minimize variability, each specific test was repeated 15 times and the
average values were calculated.

Since this paper considers power consumption as well as performance, the
measurement environment used on each platform is described as follows:

– Intel Xeon Phi KNL. Intel has developed the Intel PCM5 (Performance
Counter Monitor) to take power measurements on both Intel Xeon and Xeon
Phi processors. With Intel PCM interface, any programmer can perform an
analysis of CPU resource consumption by means of hardware counters.

– NVIDIA Titan X. In modern NVIDIA GPUs, the NVIDIA System Manage-
ment Interface utility (nvidia-smi6) can be used to query power consumption
at runtime. This tool is based on the NVIDIA Management Library (NVML)
and is intended to help in the management and monitorization of NVIDIA
GPU devices.

4.2 Performance Results

The GFLOPS metric is used for performance evaluation:

GFLOPS =
2 × N3

t × 109
(1)

where N is the size of the distances matrix, t is execution time (in seconds),
and factor 2 represents the number of floating-point operations required by each
iteration of the innermost loop.

Figure 2 shows the performance obtained by each implementation with dif-
ferent values for both matrix and data type used. In SP (float), it can be seen
that the GPU achieves a better performance with smaller matrix sizes, being
approximately 19% higher when N = 4096. In these cases, GPU is better suited
than KNL, which requires higher workloads to reach its maximum use. This
is reflected in the graph, since, as the size of the distances matrix increases,
KNL achieves the best performance, reaching an additional 7% difference. It
should be noted that with N = 65536, KNL experiences a performance loss of
approximately 30%, due to the fact that, with this value, the available size of
the MCDRAM is exceeded and partial use of DDR4 is required, which has a
much lower bandwidth. Even so, it is more convenient than using GPU, which
cannot compute cases with N > 32768 because the available main memory space
is exceeded7.

As regards DP (double), the results obtained are as expected due to the
weak support of Titan X for this class of operations. While GPU obtains an

5 Intel Performance Counter Monitor: http://www.intel.com/software/pcm.
6 NVIDIA System Management Interface: https://developer.nvidia.com/nvidia-syst

em-management-interface.
7 Naturally, it is also possible to develop an implementation that processes the matrix

in parts and does not have this memory limitation. However, the need to run I/O
operations for each round would significantly degrade performance.

http://www.intel.com/software/pcm
https://developer.nvidia.com/nvidia-system-management-interface
https://developer.nvidia.com/nvidia-system-management-interface
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Fig. 2. Performance obtained with different data types and distances matrix sizes with
Intel Xeon Phi KNL 7230 and NVIDIA Titan X

almost constant performance of ∼90 GFLOPS, KNL improves its performance
as N increases and eventually surpasses the size of the MCDRAM. In particular,
KNL gets about half the FLOPS of SP but improves to 4.3× those of Titan X.
Lastly, the memory limit issue in GPU is also worse due to the fact that the
double type requires more space (cases with N > 16384 could not be processed).

4.3 Power and Energy Efficiency Results

As mentioned in Sect. 1, application performance is not the only point of interest
to be considered, energy efficiency also matters. Table 2 lists energy efficiency
ratios taking into account the GFLOPS peaks reached and the TDP of the
platforms used. As it can be seen, KNL is superior in both cases. In particular,
KNL gets a GFLOPS/Watt ratio that is 1.2× better than that of Titan X in
SP. However, this factor increases up to 5.5× in DP, due to the weak support
of this GPU for these operations. It should be noted that for this analysis, host
consumption by GPU was not taken into account, so the differences could be
even greater.

TDP can be useful for qualitative comparison purposes and sometimes is
the only valid metric when power measuring is not possible. However, actual
power readings can differ from TDP due to a variety of reasons (power saving
techniques available in modern processors/accelerators, specific workload in the
target application, among others) [9]. For this reason, this work also includes an
empirical power-performance analysis between platforms.
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Table 2. Theoretical comparison of performance and power efficiency by platform

Precision Platform GFLOPS (peak) TDP (Watt) GFLOPS/Watt

SP Xeon Phi KNL 7230 1037 215 4.82

NVIDIA Titan X 972 250 3.89

DP Xeon Phi KNL 7230 501 215 2.33

NVIDIA Titan X 90 250 0.36

Table 3. Comparison of performance and power efficiency by platform

Precision Platform GFLOPS (peak) Power (Watt) GFLOPS/Watt

SP Xeon Phi KNL 7230 1037 229.7 4.51

NVIDIA Titan X 972 209.5 4.64

DP Xeon Phi KNL 7230 501 261 1.92

NVIDIA Titan X 90 144.8 0.62

Table 3 shows a summary of the best performance and the corresponding
average power consumption on the different architectures under study.

These power measurements reinforce the idea that actual power readings can
differ from the TDP of each platform. In the KNL architecture, a higher power
consumption is observed in both SP and DP scenarios; however, the difference
is larger in the DP case. Hence, DP not only affects execution time but also
increases power consumption, as it was also observed in other recent studies [8,
18].

In opposite sense to the KNL case, average power consumption is lower than
the corresponding TDP in Titan X. Considering this issue, Titan X becomes
slightly better than KNL when SP is used. Nevertheless, it must be remarked
that host power consumption in not included in the GPU estimation; so, KNL
still remains as probably the best option from this perspective. Despite the fact
that energy efficiency gets almost doubled in DP, this improvement is virtually
useless due to the poor performance of the Titan X.

4.4 Programming Cost

As well as general-purpose architectures, KNL supports widely extended parallel
programming models in HPC (such as OpenMP or MPI). On the other hand,
CUDA is the de facto standard for GPU programming nowadays. This fact puts
KNL in a favourable position with respect to GPUs, since code development and
portability get simplified.

Beyond specific language learning, GPUs may require additional program-
ming efforts. Even though it experienced a significant performance loss when
matrix size exceeded that of the MCDRAM, KNL was able to process all graphs.
On the other hand, Titan X was not able to process those that exceeded the size
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of its RAM memory. While it is possible to develop an implementation that does,
it would also have an associated performance loss and would require additional
programming effort (not required in the case of KNL).

4.5 Limitations

Two possible limitations of this research can be mentioned:

– In 2019, Intel cancelled the KNL line [20]. Even though, several features of
there processors (like AVX-512 floating point unit, the mesh interconnect
on the die, and the integration of high bandwidth stacked memory into the
processor) have gone mainstream in the current Xeons [12]. Thus, part of the
results found in this research can be extrapolated to Xeon processors.

– This analysis focuses on two specific architecture models and that, as such,
some of the results found could change if different models were used. For
example, the NVIDIA GP100 (Pascal) GPU has a slightly lower peak SP
performance than the Titan X (10.1 TFLOPS). However, its support for DP
is vastly higher, being half SP (5 TFLOPS). In this sense, it is considered
that the comparison is equally valuable to show trends and the distinctive
characteristics of each architecture, even when there are different models that
may present variations in their specifications.

5 Conclusions and Future Work

This work focuses on the comparison of Intel Xeon Phi KNL and NVIDIA Pascal
architectures. Taking the FW algorithm for computing all-pairs shortest paths
in a graph as a case study, optimized implementations were used to compare
the achievable performance on each platform and thus be able to extract some
general guidelines. Among those, the following can be mentioned:

– Despite the fact that the preliminary analysis indicated that Titan X was far
superior to KNL, the performances (SP) obtained for FW were comparable.
While the GPU performed better for small graphs, as the size of the distances
matrix increased, it was the KNL that performed better. This fact leads to
KNL’s need for large workloads in order to make the most of it.

– As regards energy efficiency, contrary to what was found in the preliminary
analysis, no significant difference was observed in SP. This result contributes
to the fact that device sustainable performance and energy efficiency vary
depending on each particular problem and its corresponding software imple-
mentation.

– Beyond specific language learning, GPUs may require additional program-
ming efforts due to their co-processor nature (they are not hosts per se) and
limited memory sizes.
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Future works include:

– Extending the GPU implementation to support graphs larger than the main
memory size.

– Including other models of the studied architectures (especially Pascal GPUs).

The development of these activities would give greater robustness and rep-
resentativeness to the study carried out.

Acknowledgments. The authors are grateful for the support of NVIDIA through
the donation of the Titan X GPU used in this research.
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Abstract. This paper presents a virtual reality serious game for mobile devices,
called Innovática, whose educational goal is to introduce some central figures in
the history of Computer Science. Innovática has been designed and developed
from the consideration of a set of heuristics created for the development of serious
games that served as guides from themoment of defining the concept of this game.
The design considerations and guidelines addressed in the game creation process
are presented here, as well as the application of Innovática with different users (N
= 22), mainly teachers and students. With respect to the results, the participants
have shown great interest in the virtual reality game, highlighting their preference
for the history of some figures with stories they did not know, and with a high
appreciation of the scenarios of each character. The game fulfilled its objective in
this sense, since it managed to bring the contributions of innovators in Computer
Science closer and make them known.

Keywords: Virtual reality · Serious games · Heuristics for game design ·
Innovators in Computer Science

1 Introduction

Serious games are those that have a characterizing objective that goes beyond enter-
tainment. In general, they have an educational objective [1, 2]. At present, there is a
remarkable interest in research linked to the use of this type of games in educational
contexts [3, 4]. These studies analyze the effects of serious games on student motivation,
learning, academic performance, and attitudes, among others.

At the same time, virtual reality constitutes an interaction paradigm that offers user
immersion in a virtual environment. Immersion can be partial or complete, according
to the type of virtual reality being implemented. This is linked to the senses that are
involved and stimulated during the use of the virtual reality system, and the physical
input/output devices used. “Depending on the degree of identification and involvement
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of the user in the system, it can go from a weak interactivity or simulation - such as, for
example, that of the fictional image as an intentional construction of structures that have
a limited real experience, to that of games, in which the user maintains awareness of its
non-truth - to a strong simulation or fiction, a fact that can be experienced in isolation
or be shared by other observers who are in the same fictional space” [5].

Research on the possibilities of virtual reality for education is a current topic [6],
in addition to its combination with serious games, giving rise to works that focus on
the design, development and evaluation of serious educational games based on virtual
reality [7, 8].

This paper deals with this topic in which the possibilities of serious games based
on virtual reality are studied, it is an extension of the one presented in [9], where the
background analysis is deepened. This work explains in more detail the components and
aspects considered for the design of the serious game Innovática, the interaction models
selected for virtual reality, and the results regarding the usability and experience of a
group of 22 users (mainly teachers and students) with this game are presented. In other
words, the results have also been extended with respect to [9].

From here on, this paper is organized as follows: in Sect. 2, some definitions and
components considered in the literature for the design of serious games based on virtual
reality are presented, in Sect. 3 some background of this type of games for educational
contexts is described, and in Sect. 4 the game Innovática, created by the authors, is
introduced. Then, Sect. 5 presents the experience carried out to study the usability and
game experience with Innovática, to finally analyze the results and conclusions of the
work.

2 Virtual Reality and Serious Games

Virtual reality technologies are being used in schools and universities around the world
[10, 25]. They are increasingly inserted in the educational system due to the benefits
they provide, for example, they allow students not only to learn about certain topics but
also to experience them, based on situations that may only exist in the imagination of the
individual. This is why this potential can be exploited and interest in important topics
can be awakened, based on the richness of the multisensory virtual experience, which
can also make learning meaningful [25].

Virtual reality is a particularly suitable technology for educational contexts, due to
its ability to capture the attention of students through immersion in virtual worlds related
to different branches of knowledge, which can help in the learning of the contents of
any subject [11]. At the same time, this type of tools can also be used to promote
the development of skills with digital technologies, which is required as a necessary
competence in this century [10, 22, 23].

Beyond the possibilities of virtual reality, when designing a system with this inter-
action paradigm, certain important variables must be taken into account in order to
achieve the expected objectives. Aspects such as immersion, the sense of presence, the
quality of the images in the scenes, interactivity, the types of senses involved, and the
forms of interaction proposed influence the user’s experience and the achievement of
the objectives proposed with the system [12, 13].
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In relation to the design of serious games, various components must also be taken
into account. These are constrained by rules established by the gameplay [14] that put
a limit to the player’s actions, while guiding him in a direction, seeking to lead him to
fulfill an objective; in a context in which the player himself wishes to achieve it [5].
These objectives are carried out in a scenario in which the actions take place. In these
scenarios the player can find different characters that can fulfill the function of being
allies and help them in their journey, or play the role of enemy and thus seek to be a
challenge that the player must overcome. Once the objectives have been achieved, the
player usually moves on to the next level, in general of a higher difficulty. This causes
the progress of a story that guides the game experience, story with which the mechanics
are adapted to an environment of certain verisimilitude [15]. This story is related to the
facts that thread and give meaning to the events that unfold, those through which the
player passes. The story has a narrative that determines how the events are presented
throughout the video game [14].

When designing a virtual reality serious game, the objectives of the game, which go
beyond entertainment, must be defined initially. Both the story and the mechanics must
be oriented to achieve a balance between entertainment and educational achievement.
In addition, since it is a game with virtual reality, important aspects must be considered
at the time of design, such as: the student’s immersion, the sense of presence in the
simulated environment, the consideration of how much realism is to be achieved, what
emotions to mobilize, what interactivities will be part of the experience, feedbacks of
interest for learning, game times, among other aspects of interest. This is why work is
being done in the development of methodologies for this type of specific systems that
have the characteristic of being virtual reality serious games [15].

In this context, one of the key concepts in the design is playability. This is a term
used in game design and analysis that describes the quality of the game in terms of
its operating rules and its design as a game. It refers to all the experiences of a player
during interaction with game systems. It can also be defined as what makes a game
easy and fun to use, with emphasis on the interactive style and quality of gameplay,
affected by usability, narrative and story, interactive intensity, degree of realism, etc.
[15, 16, 22]. Several authors have presented heuristics related to gameplay design and
also for its evaluation. Some have relied on the processing model described by [17],
which establishes a separation between affective and cognitive mechanisms by which
humans interact with their media, and which is also taken as a basis for emotional design.
Thismodel considers three levels of processing: visceral (low), behavioral (intermediate)
and reflexive (high). The visceral is part of human nature, of the player in this case, and
is generated automatically from the stimulation of the senses; the behavioral is part of
human behavior in general and can be fostered from the actions and consequences of
these during the game process; while the cognitive is a higher layer, which influences
the behavioral level in the medium and long term. In the case of games, it is possible
to work from the thoughts and memories that the player has, to activate other thinking
skills. Thus, when designing the game, according to its objectives, one can seek to
stimulate the three levels of processing in order to achieve them and balance educational
and entertainment objectives. These design aspects become relevant when designing a
virtual reality serious game. In this work, the dimensions and heuristics presented in [13]
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have been also taken into account. The dimensions are: intrinsic, mechanical, interactive,
artistic, personal and social playability. Section 4 will explain how they were used for
the design of Innovática.

3 Background of Virtual Reality Serious Games

This section presents some background information on serious games based on virtual
reality. This study has made it possible to review aspects of design and integration of
virtual reality in educational scenarios.

The case of Labster was studied, which is a VR laboratory that seeks to encourage
students in the educational process through an innovative approach to science teaching.
Its creators were based on the idea of using simulators, and this resulted in the develop-
ment of virtual laboratories. In these laboratories, students can perform experiments with
results similar to what would happen in a real laboratory. In [18], the use of Labster in
two case studies at a university is described. The first case study integrates 197 students
who completed the simulation with Labster as a formative exercise to introduce the use
of hazardous equipment in a laboratory practicum. The results show that the students
achieved the educational objectives proposed and showed a high level of satisfaction
during the experience. This case was analyzed since it deals with simulated laboratories
to enrich educational practices. It is a case of partial virtual reality since only sight and
hearing are stimulated and a PC is used for navigation of the simulated environment.

Nefertari is a gamedeveloped by the companyExperiusVR for the PC, designed to be
usedwith a virtual reality helmet. The game aims to allow students in the same classroom
to visit the tomb of Queen Nefertari, appreciate the illustrations, the hieroglyphics on the
walls and learn about Egyptian mythology through narratives, interactive surfaces and
exploration. The player must enter the experience through the use of high-end virtual
reality headsets, such as the HTC Vive or the Oculus. These headsets track the player’s
position, headmovements, rotation, andbody tilt in detail. They alsohave twocontrollers,
one for each hand, which allow you to track the position of your arms, so that you can
interact with each of the different surfaces in the game. This is a case of full virtual reality
in which it is possible to interact with the whole body. The game allows experiencing full
immersion in the tomb of Nefertari. The place is recreated just as it can be seen in reality,
even the imperfections on the surface caused by the passage of time are maintained. The
elements in the environment such as the illustrations on the walls are selectable. When
selected, a voice narrator provides information about them. The place is illuminated by
digital lights that do not illuminate the whole place, so the player carries a flashlight that
can be moved by the controls, which is used to investigate the place. It was used at the
University of Melbourne as an experience for multiple simultaneous users in the same
virtual environment, all represented by their avatars [19]. In this experience, realism and
the immersion feature and sense of presence are highlighted to aid learning.

In [20] a virtual reality serious game in which a story is told is presented. The paper
highlights the importance of story structure in the educational context, citing research
indicating its impact on content retention and retrieval. The authors’ study focuses on
analyzing how story structure and designed interactivities impact student learning. The
game “The Chantry”, available for the PlayStation VR platform, is used. The app tells
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the story of Dr. Edward Jenner and his invention of the smallpox virus vaccine (https://
jennermuseum.com/). They work with elementary school students, and two modes of
walkthrough are discussed, one guided and structured and one free-exploration mode. In
the conclusions it is discussed that, while in the guided environment the students show
greater retention of the knowledge worked on through the questions asked, in the second
mode they show more sense of presence, more involvement with the experience.

Another case is “Immersive training of first responder squad leaders in untethered
virtual reality” [21], an immersive training platform for firefighters. This experience
allows professional firefighters to train to be prepared for different emergencies, but
avoiding the limitations of time, cost and safety that traditional training in a physical
environment brings. This proposal is a case of complete and immersive virtual reality;
composed of a virtual reality helmet, a controller for easy interaction with the virtual
environment, and an omnidirectional treadmill that allows the person to walk freely to
recreate the stress and physical fatigue of the event. Tests conducted on 41 participants
showed a wide acceptance of this technology, with the majority of these participants
reporting a high degree of presence and the perception of great potential in the prototype
presented.

This background is of interest as it recaptures central aspects of the design of serious
VR games and their educational possibilities. While the first case presents a partial
VR game design based on a 3D web-based environment, it enables the achievement of
risky practices in science laboratories. In addition, it has a high level of interactivity
throughout the experience, with feedback on the different possibilities of action that the
student has. In the second example, the high quality of the environment generated with
virtual reality is highlighted, which has given rise to an immersion almost as if one were
in the physical location of Nefertari’s tomb. In the third case analyzed, attention is paid
to the story component, and its mode of interaction with it: free or guided, and how they
impact on attitude and learning. In the fourth, the benefits that these technologies bring
to a high-risk work environment can be seen.

4 Description of Innovática

Innovática (Computer Innovators) is a mobile-based, virtual reality serious game. Its
educational goal is focused on showing young people important figures in the history of
Computer Science. Specifically, it is aimed at students in their final years of secondary
school and first years of university, so as to connect them more affectively with these
figures who have been Computer Science innovators. At the same time, the goal of
the game is to repair a time-space anomaly, which has affected the history of Computer
Science. Students become a lead character in this story, and they are taskedwith repairing
historical facts related to the characters by traveling through portals and accessing the
specific contexts.

The following central aspects were considered for the design of Innovática: story
creation, mechanics to achieve game objectives, the trajectory in a semi-structured way,
with certain aspects that are guidedwhile others are free (so as to achieve greater involve-
ment information retention), inclusion of feedback and information for learning, and a
prize at the end of the full trajectory (as a motivational aspect for the end of the game).

https://jennermuseum.com/
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In addition, the three processing levels in the model presented in [17] are taken into
account, as described later. Character backgrounds, although fictional, were planned to
be close to the real situation.

Regarding its implementation, the application was developed in Unity 2019.3.0f6. It
has been compiled for Android devices, and it requires an accelerometer and gyroscope
in the cell phone where it is run to detect player head movements. The application is
available on Google Play.

Design aspects taken into account are described in more detail below.

4.1 Heuristics and Design Aspects Considered

The gameplay heuristics presented in [14] were used for the design. As regards dimen-
sions, the intrinsic, mechanical, interactive, artistic and personal dimensions proposed
by this authorwere used. For each one, the following attributes are analyzed: satisfaction,
learning, effectiveness, immersion, motivation, emotion, and the social aspect (bonding

Table 1. Example of the table used, in this case for intrinsic gameplay and its attributes. For each
attribute, the corresponding plan for achieving it is described, along with its corresponding design
aspects.

Attribute Design aspects based on the attribute

Satisfaction Students are involved as the lead character of the story. They have an active role in solving the space-time
anomaly and saving Computer Science history. Real facts are combined with fiction

Learning The story guides students to save a part of the history of prominent figures in Computer Science, such as
Babbage, Ada Lovelace and John Von Neumann. When students travel through portals, they experience
anecdotes and situations that were part of the lives of these figures, they get familiar with their stories,
workplaces or homes. By solving the anomaly, students return to the present time knowing information
about some innovative ideas and contributions these characters made to the history of Computer Science

Effectiveness The entire journey takes 15 min at most to help students keep their focus. The learning experience and
entertainment are combined through the resolution of simple challenges, with stories that bring the
characters closer together in a more affective way. The story is partially guided, with the possibility of
choosing which rooms to visit

Immersion Virtual reality glasses are used with mobile devices, meaning that students are visually and audibly
immersed in the story. The journey is done through head movements and no other device is required.
Audio and image quality contributes to the immersion, as well as the first-person approach students take as
the lead character who is responsible for repairing history

Motivation To motivate students, a high level of interactivity was planned, adding actions such as crossing portals,
character-specific environments, character anecdotes, exploring the objects surrounding these characters,
prizes awarded for repairing some invention of the character in question, and closing the story with
affective feedback. Motivation was also reinforced through the story itself and attention to the three levels
used for processing the model [17]: visceral (arousing emotions through stories), behavioral (inviting
players to solve small challenges through interaction), and reflective (offering to engage with stories about
each character’s contributions)

Emotion Surprise at the beginning of the story when the space-time anomaly occurs. Joy when each challenge is
solved. At the visceral level, students are expected to initially experience surprise when they start the
museum tour and suddenly the anomaly takes place and the paintings fall. By solving the challenges, it is
expected, through a semi-guided or semi-structured exploration, to lead the student to witness some
experience or anecdote of one of the characters. After repairing each challenge, students are expected to
achieve a more reflective level, based on a specific story about the contributions of that character to the
history of Computer Science
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with others). This was done using a table. Table 1 shows only one of the dimensions as
way of example. The decisions related to emotions and stimuli pertaining to the three
levels presented by [17] are also highlighted.

4.2 The Story

The story of Innovática starts at a museum, where participating students meet a robot
that, through its movements and audio stories, guides them through the given path. The
robot initially offers three rooms for students to choose which one they want to visit.
Each room introduces the story of some outstanding figures linked to Computer Science.
Students are free to choose any room, although room numbering (1, 2 and 3) would take
them through the events in chronological order, according to the historical moment of
the characters (see Fig. 1).

When entering a room, the pictures on the walls suddenly fall (see Fig. 2, left and
right), which is intended as an element of surprise that would catch the players off-guard.
The robot announces that a space-time anomaly has occurred, and that this should not
be happening. Players are invited to take a leading role: they will have to travel through
portals to repair the history of Computer Science. Through each portal, a completely
different scenario is accessed, showing the background for one of the characters (depend-
ing on the room and the portal used). In the first room, they meet Charles Babbage (see
Fig. 3, Babbage’s workplace) and Ada Lovelace (see Fig. 4 a room in Ada’s house); in
the second room, they meet Alan Turing, John Von Neumann and Grace Hopper; finally,
in the third room, part history must be recovered through figures such as Linus Tovalds,
Vinton Cerf and Jack Kilby.

At the end of the tour, if the students managed to repair all character stories, they
receive an award and congratulatory feedback, appealing to a type of affective feedback.

Fig. 1. Central game room.
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Fig. 2. Left: Entrance to the first roomwith the pictures of Babbage and Lovelace. Right: moment
when the anomaly occurs, the pictures fall off the walls and the portal opens

Fig. 3. Charles Babbage’s workplace with objects to explore.

Fig. 4. Living room in Ada Lovelace’s house.
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4.3 Mechanics and Their Relationship to Learning Objectives

The game proposes interacting with a guide robot, as seen in Figs. 1 and 3. Robot
audios serve as guidance and present part of the story and the knowledge the students
are encouraged to learn. Audio stories are short for effectiveness and to favor attention.
Also, characters are initially approached in a more experiential way, appealing to a
more visceral level of processing, with some story that helps students connect with that
character in an affective way. For example, in the case of Grace Hopper, the origin of
the term “bug” is retrieved as a reference to an error in the system caused by an insect.
Students must catch the insect that causes the malfunction in the machine that Hopper
was using, which originated the expression “bug”.When traveling through the portal, the
experience is exploratory and experiential, with affective components that help students
feel a connection with the characters and remember part of their stories (thus appealing
to the visceral and behavioral levels of the model of [17]).

On each journey, the experience involves exploring objects with the cross-hair to
solve a challenge.When focused on, objects provide feedback in the form of a brief audio
message from the robot that tells what the object is, and how it is linked to the character
in question. Once the challenge has been solved, the students go through the same portal
to return to the museum room, where now there appears an invention/contribution of the
character to the history of Computer Science that works as a reward for having repaired
history. By interacting with this object, a more formal account is displayed about what
this innovator has contributed to Computer Science (reflective level).

Thus, both the mechanics used to solve the challenges and thus “fix history” are
opportunities for learning through the use of different levels of processing.

5 Experience with Innovática for Its Evaluation and Results

Innovática was planned to be used during 2020 with first-year students of the Computer
Science courses of studies at UNLP. Due to the pandemic, a distance experience has
been carried out with several users (N= 22), mostly students and teachers from various
backgrounds, in order to evaluate game usability and aspects related to experience and
learning.

5.1 Methodology Used for the Evaluation

To carry out the experience, students (especially from the first year) and teachers from
the School of Computer Science were invited to participate. Other users close to the
creators of the game were also invited because of their interest in this type of games. Our
goal was to include educators so that we could know their point of view regarding the
application, since later they can be the driving force that integrates Innovática into the
educational context. For this, an email was sent with an overview of the game, detailing
its objective, the context in which it was developed, instructions for its use, and the link
to download the.apk. Also, after using Innovática they were asked to respond to a survey
submitted through Google Forms, whose link was also included in the email.

The survey used included four items about participant data such as age, gender, their
role (student or educator), and the context in which they study or work. Then, there
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were three items devoted to asking how satisfied they were with the experience, and
two final items where they were asked to pick their favorite character and sum up the
lessons learned from the stories. All ten items are then considered together to assess game
usability as measured by the SUS (System Usability Scale) instrument [24]. The SUS
questionnaire provides a reliable and fast method for measuring usability. It consists of a
10-point questionnaire with a scale of 5 possibilities that range from “strongly disagree”
to “strongly agree” (using values 1–5 to analyze the results). To calculate the result of
this instrument, the following method is used: first, the average of all responses for each
point is calculated. Then, the total value of each item is calculated, assigning a value of
themeanminus 1 for odd items, and 5minus themean for even items. The total sum of all
the items is multiplied by 2.5, which yields a final result between 0 and 100. This result
should not be confused with a percentage [24]. The average score of the questionnaire
is 68. This means that a SUS score greater than 68 is above average, and a score lower
that 68 is below average.

A total of 22 participants responded to this invitation, 59% male and 41% female.
Eighteen participants were aged between 21 and 35 y/o, and only 4 participants were
over the age of 35 y/o. The disciplines to which they belong are: 7 Computer Sci-
ence/Engineering, 3 Multimedia Design, 1 Medicine student, 1 Film student, 1 Chem-
istry student, 1 Social Communication student, and 1 Economics student. Overall, 14
participants were students, 3 were unemployed, and the rest were educators.

5.2 Results

As regards the question of what they liked the least about the game, aimed at identifying
weak points in user experience, some participants made reference to navigation when
working without visors and using only the cell phone in their hands. This is because, as
the experience was carried out remotely, some participants did not have a visor and used
only their cell phones.

Regarding what they liked the most about the game, participants made reference to
the anecdotes and contexts (scenarios) of the characters with comments such as: “Being
able to know fun facts about the innovators. It was not like reading a Wikipedia article,
I also learned curious and fun facts”; “The environments are very well achieved, they
look striking and interesting, you can notice the different personalities of the historical
figures and the time in which they lived. The game invites you to see the whole place, the
guide is very helpful and does not clash with the experience”. The mechanics chosen
for entertaining and learning were also referenced as a positive aspect: “I like the idea
itself of doing something fun with time-travels and saving the world as a way to teach
you about any particular subject.”

When asked about the character of choice, the most chosen stories were those of
Alan Turing and Ada Lovelace, followed by Grace Hopper (see Fig. 5).

In the question about what they remembered from the characters’ stories, things that
had caught their attention, such as the history of the term “bug” (5 people referred to
this), the personalities of Babbage and Von Neumann, the story of Kilby’s storm, and
the setting of Ada’s house were mentioned the most. This shows that they managed to
pay attention to the stories and get involved with some of the characters.
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Finally, as regards SUS, the values described in the following paragraphs were
obtained.

On the question about how complex the game seemed, 20 out of the 22 participants
rated 1, meaning that they strongly disagreed that the gamewas complex. This result was
achieved by targeting interaction mechanics and a simple thematic approach. The person
can get into the game without a big learning curve. These simple interaction mechanics
prove their effectiveness, this is observed from the 14 users who rated 5 when asked if
the functions of the game were well integrated. There were 7 participants that rated 4 in
this category, an equally very favorable opinion.

The previous item is closely related to the question as to whether the game was easy
to use. In this case, 21 of the responses were distributed between a rating of 4 and 5
(agree and strongly agree).

When asked if most people would learn to use this game quickly, 11 users fully
agreed with the statement, and another 8 users rated 4, that is, they agreed with it. One
aspect that has been observed in this regard is that players need a few moments until
they get used to lowering their gaze to move forwards along the path. This method was
implemented to avoid the use of additional peripherals, leading to a broader chance of
arrival by requiring nothing more than the visor.

As regards the need for assistance from a person with technical knowledge to be able
to use the game, 11 participants strongly disagreed with the statement, and 7 participants
rated with a 2, that is, they were in disagreement. The game is distributed in the form of
an APK, that is, a downloadable installer, for Android. This is a common and recognized
way to install applications today, and the average user finds no major problem in doing
so. This is why, when asked if they needed to learn a lot before being able to use this
game, 18 of the participants fully disagreed with the statement.

When considering if there are inconsistencies in the game, 16 rated the statement
with a value of 1, meaning that they fully disagreed with it. The remaining 6 participants
rated this statement with a 2. The game remains constant in relation to its rhythm and
the interaction it proposes with the environment, and there is coherence in the design of
the mechanics and the story.

When asked about how comfortable and safe they felt while playing the game, 17
participants rated the statement with a 5, 4 did so with a 4, and only 1 rated with a 3.
These numbers indicate that the game was well received by the users who tried it.

Finally, when these items corresponding to the SUS were processed following the
methodology described in Sect. 5, a mean of 85.7 was obtained, which is well above the
average, and is considered a very positive result regarding usability.
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Fig. 5. Poll asking which was the most liked character in the story.

6 Conclusions and Future Work

This work contributes to research on the design of serious games based on virtual reality
and its educational possibilities. Design-related aspects are discussed, where a variety
of components related to games and virtual reality are considered. Previous background
has allowed obtaining key elements that were considered for the design and creation
of Innovática, such as different processing levels and gameplay heuristics. This game
has made it possible to bring educators and students participating in the Innovática
experience closer to prominent figures in the history of Computer Science. The design
aspects taken into account have been positively perceived by the participants, with a very
good value yielded by the SUS instrument in terms of application usability. Even though
we have worked with a reduced sample, the door is open to deepen this study with new
audiences. At the same time, questions such as the strategies used for the tour (is it better
to follow a sequential order to visit the rooms (1, 2, 3) or any order of preference is fine)
or the impact the stories have on the students, among others, will be further researched.
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Abstract. The possibilities that digital games allow in a didactic proposal are not
new, however, and in relation to the specific experiences of integration of digital
games in teaching and learning scenarios, a limitation is observed given by the
adaptability of them to specific contexts. Thus, it is important to advance in the
search for tools that are preferably free and open access that allow teachers to
create their own games or edit others created by third parties, based on profiles
with different degrees of programming knowledge. This work presents the results
obtained from the search, selection and analysis of tools, including web platforms,
software applications, and/or frameworks, which allow the creation of serious
games, particularly those considered mobile, and which include interactions using
augmented reality through QR codes and/or user location, by users with different
technical profiles.

Keywords: Serious games · Authoring tools · Frameworks · Augmented reality ·
M-learning

1 Introduction

Michel & Chen [1] define serious game (SG) as a way of combining video games
and education, where the main objective is education (in any of its forms), and whose
main components are: objectives, rules, challenges and interaction. SGs enable another
mechanism to carry out teaching and learning, at the same time that it extends the
training objectives and generates not only conditions for the player (student) to learn
but also to apply and demonstrate what has been learned [1]. On the other hand, a
mobile serious game (MSG) is a SG that can be executed on a mobile device such as
cell phones or tablets or laptops, providing the player with the possibility of playing at
any time and place, that is, making possible the generation of less rigid, personalized
and ubiquitous learning environments [2, 3]. In addition, the common elements of these
types of devices such as: cameras, gyroscopes, etc., give rise to the use of emerging
technologies such as augmented reality (AR), which allows enriching a physical context
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with virtual information. AR is characterized by: (a) a combination of virtual and real
objects in a real environment, (b) users interacting in real time, and (c) an alignment
between real and virtual objects [4]. There are different levels of AR, depending on the
element that is used as the trigger for it. Thus, level 0 uses QR codes that only make
it possible to link other content without any type of interaction or monitoring, level 1
uses markers (quadrangular black and white images with schematic drawings) that allow
recognition of 2D patterns and 3D objects. Level 2 includes the recognition of images
or objects and/or the positioning of the user giving rise to other types of interactions and
the superposition of virtual elements in the captured physical world, and in the last level
special devices such as AR lenses are used or others, which allows a more complete
integration between the physical and virtual worlds and thus the experiences that can
be generated are more immersive and personalized [5]. Regarding to its potential in
the educational context, AR allows incorporating multimedia into the teaching-learning
process, increasing the richness of the physical context and thus, innovating in teaching
practice from the design of educational activities that contribute to the understanding of
abstract concepts, of spatiality, student motivation and discovery-based learning, among
others [3, 5–7]. Hence, the combination of AR and mobile devices together with the
characteristics of the games allow an instructional design that can help to achieve both
affective and cognitive learning outcomes [8, 9].

This article is an extension of a previous work [31] in which different tools that can
assist teachers with different levels of programming skills to produce their own serious
games were analyzed. This new version extends the analysis with new tools that are
considered, and it offers a richer discussion.

1.1 Serious Games Development

SGs development requires matching instructional design (ID) with game design (game
characteristics, mechanics, and playability), thus advancing in the development of a
SG requires knowledge of game design, learning theories and mastery of the content
to be addressed with it. By the ID, it is possible to define the contents, the skills to
be developed, the strategies that will be used to offer the contents and the evaluation
mechanisms, all based on the needs of the students, their characteristics and the learning
context of application [10]. However, although teachers have expertise in ID, in many
cases they do not have the technical knowledge, particularly in programming, to allow
them to advance in the development of a SG tailored to the context of their teaching
practice. At this point, in the literature [11–15, 17] on the subject some possibilities
appear through the so-called authoring tools (AT) and also frameworks that can assist in
the design and development process of SGs with little or no programming knowledge.

The term authoring tool (AT) is associated with the idea of software that enables the
creation and editing of learning content in multimedia format, so that it can be used in
teaching and learning proposals in different media, giving rise to processes of e-learning
and m-learning. In this sense, an AT is a software that facilitates the production of appli-
cations, which can be used by profiles that do not necessarily have technical knowledge.
So, the softwarewill be equippedwith a set of functionalities and characteristics (friendly
interfaces, templates or models, tutoring systems, interoperability with other resources,
among others) that allow progress in this sense [16, 17].
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From the point of view of software engineering [18], a framework represents a
skeletal abstraction of solutions to a series of similar problems. In a framework, the steps
or stages to follow to implement the solution are described without going into details
about the activities that will be carried out in each of the steps. In the specific case of
video game development, frameworks allow, with minimal or in some cases without
programming knowledge, to accelerate the development process by offering predefined
solutions with extension and/or customization possibilities. There are frameworks such
as the case of Construct2, which use the drag-and-drop system allowing to create the
game logic through pre-built scripts that are associated with the elements of the game
that is being built visually. Beyond ease of use, a desirable feature of a framework for
SG development is, as Paiva [21] points out, the possibility of changing the (learning)
content by re-using the structure of the game, without having to start from scratch.

This work presents a list of ATs and frameworks collected through a bibliographic
review process, as well as the criteria established for their evaluation. Then the results
achieved with the evaluation of those selected are described and, finally, a discussion and
the conclusions reached are presented along with future work. It is important to highlight
that this work was carried out in the context of a research project (PI-UNRN-40C-750),
accredited and funded by the National University of Río Negro (UNRN). The project
seeks to generate knowledge about the design, development and application of mobile
educational games with augmented reality, in teaching and learning context of medium
and higher level of the UNRN.

2 Authoring Tools and Frameworks Selection

In the research project mentioned in the previous section, a bibliography review was
carried out with the intention of recovering authoring tools and frameworks that can be
used for the development of MSGs, in particular those that allow including interactions
using AR (where the trigger elements are QR codes and/or the geographic location of
the player). The review was limited to the period 2015–2019 and was focused to answer
the following questions:

• What technological infrastructure is necessary for its use?
• Do you require programming knowledge? What level?
• What types of games can be built with these tools?
• What level of AR can be implemented?

From this review process, the tools presented in Table 1 were collected, and they
have been categorized according to their type (AT or Framework), access form, platform
to which the developed game can be exported, type of element used to activate AR, type
of activities that can be included in the game using AR (ARAT), the language in which
the tool is available, and finally the country of origin.

The selection presents on Table 1 was filtered, taking into account the following
criteria: free access, possibility of exporting the game to be developed to mobile devices
withAndroid operating system, possibility of including activities with augmented reality
using QR codes and/or user location. Finally, it was important to take into account the
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Table 1. ATs and frameworks collected.

Access Platform AR
trigger

ARAT Language Country

ARIS [19] Free
(open
source)

Mobile
(iOS)

QR
GPS

Interactive
tours.
Puzzles

English United
States

ARLEARN
[20]

Free
(open
source)

Mobile
(Android)

GPS Interactive
tours.
Puzzles

English The
Netherlands

I_learnTest
[21]

Free.
User
register
required

Web No
available

Quizzes
Association

English Portugal

FJSU [22] Free Mobile
(Android,
iOS)

No
available
in the
actual
version

Adaptive
games,
shooters,
RPG
Puzzles

Portuguese Brazil

MAGIS [23] Free Mobile
(Android,
iOS)

Fiducially
markers,
GPS

Adventure
Interactive
tours
Puzzles

English Philippines

MOLE [11] Prototype Mobile
(Android,
iOS)

QR Interactive
tours
Puzzles

Spanish Argentine

SG
Generator
from a base
project in
HTML5 [30]

Prototype Multi-device Fiducially
markers,
images

Rules
Games,
Memory
Games

Spanish Mexico

TaleBlazer
[29]

Free.
User
register
required

Mobile
(Android,
iOS)

GPS Interactive
tours

English United
States

U-Adventure
[24]

Free Mobile
(Android,
iOS),
Console

GPS
QR

Adventures
Interactive
tours
Puzzles

Spanish Spain

VEDILS
[13]

Free.
User
register
required

Mobile
(Android)

Images,
Fiducially
markers,
text

Interactive
tours
Puzzles

English/Spanish Spain

context of application (UNRN), the possibility of using the tool in Spanish language
and/or in a visually way. This reduced the possibilities to the following ATs: MOLE
[11], SG Generator [30], U-Adventure [23], TaleBlazer [29], VEDILS [13]. However
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the first two were discarded because at the time of the evaluation, the tools were still
in the version of prototype. On the other hand, in the case of [30] although the tool
is presented as a possibility to produce multi-device SG that include AR interactions,
it requires technical profiles with knowledge in HTML 5 to specify the SG structure.
In the case of frameworks, iLearnTest [21] and FSJU [22] have been discarded for not
presenting support for the development of games that include interactions with AR.

2.1 Evaluation Criteria

For the evaluation of ATs, the criteria established in other investigations [15, 25, 26] have
been followed as well as others established by the authors of this work have also been
incorporated.The contributions of [15], allow to evaluate the characteristics of the author-
ing tools for the development of educational materials that include augmented reality.
In other work [25], it is proposed to carry out the evaluation of authoring tools, from the
perspective called Critical Success Factor (CSF), analysing factors such as: infrastruc-
ture (technological requirements), user (levels, skills and knowledge) and community
(of practice), and other aspects such as learning strategies and styles, teaching meth-
ods, social presence (interaction, engagement and realism), the degree of commitment
generated by the developed product and the fun provided both from the point of view
of the person who is carrying out the design and the end user (in this context teachers
and students). Based on this, Table 2 presents the evaluation criteria used to analyse the
authoring tools and frameworks selected for this study.

2.2 Analysis and Discussion of the Selected ATs and Frameworks

The results of the analysis are described below.

U-Adventure. It is a SGs editor that is distributed and it works as an extension of the
Unity game engine, and according to its creators, the e-UCM Research Group of the
Complutense University of Madrid, allows the production of games to user profiles that
do not necessarily have programming knowledge. The tool is built on the basis of a
previous version called e-Adventure [27]. So U-Adventure seeks to solve problems of
its obsolescence previous version, as well as to open the possibility to the generation
of multiplatform games [14]. Among the potentialities of U-Adventure, the potential
to include in the game interactions using AR both outdoor, through user location and
indoor using QR codes as triggers stands out (this last option was part of the e-adventure
version). Likewise, it is possible to define on which game events it collects informa-
tion during its execution, and then carry out an analysis of this as part of the learning
evaluation process. Regarding the generation of games for mobile devices, although pro-
gramming knowledge is not required, the process of exporting projects to the Android
operating system is not transparent for the user, since it requires the installation and
configuration of Android Studio. At this point, it is observed that although the tool has
the desirable features for an AT, it is necessary to have different user profiles during the
MSG production process. Table 3 presents the results of the analysis of the tool based
on the established criteria.
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Table 2. Evaluation criteria

Edition Tool Name

Analysis Criteria (ACX) Detail

ACx0 License Cost of access and use of the tool

ACx1 Technical Requirements Technical requirements (hardware,
software, connectivity) required by
the tool

ACx2 Shared and collaborative
Edition

It is possible to edit the game in a
shared/collaborative way

ACx3 User Profile Digital skills required to use the tool

ACx4 Templates Templates or models provided by
the tool for the generation of games
based on them

ACx5 Games Types Games types that could be
generated by the tool

ACx6 AR level supported QR, fiducially markers, user
location, images

ACx7 Augmented information
supported

Supported augmented information
types (images, videos, audio, 3D
objects, etc.)

ACx8 Accessibility The tool enables the development
of games that can be considered
accessible

ACx9 Content distribution Forms provided by the tool for the
distribution of the developed game

ACx10 Analytics The tool allows to collect and
record information about player
interactions during the execution
game

TaleBlazer. It is an online and free platformaccessible through anybrowser byhttps://tal
eblazer.org/. It allows the development of educational games that includeAR interactions
using the user’s location both outdoors and indoors. The platformwas developed byMIT
under the Scheller Teacher Education Program and has a game editor that uses a block-
based visual scripting language, similar to the Scratch language. The TaleBlazer editor
allows the user to create a game from scratch or remix a game already created by the
author himself or others.

A game developed with TaleBlazer involves the following elements: agents (char-
acters or objects that the player can interact with during the game execution), regions
(real-world locations where the game can be played), scenarios (allows generate differ-
ent versions of the game based on the starting point selected by the player at the start)
and roles (refers to the character a player plays during the game execution). To design the

https://taleblazer.org/
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Table 3. U-Adventure analysis based on Table 2 criteria

Edition Tool U-Adventure

Analysis Criteria (ACx) Details

ACx0 Download, installation and free use from https://github.com/e-ucm/
uAdventure. No user registration required

ACx1 Requires the Unity game development engine (version 2017.3)
installed

ACx2 No shared edition allowed

ACx3 Although it does not require programming knowledge to use the tool,
it is necessary to have technical knowledge on how to link the
U-Adventure with the Unity engine and it is also necessary to know
how to install and configure Android Studio to export projects in
Android format

ACx4 A user manual and an installation guide are available through the site
https://github.com/e-ucm/uAdventure, which is currently in English

ACx5 Templates not available

ACx6 Classical adventures

ACx7 QR, user location

ACx8 Images (jpg y png), videos( mp4), audio (mp3), web page links

ACx9 The tool allows to include text and audio for greater accessibility in
the development of projects

ACx10 Analytics are integrated into the tool through the Experience API
(xAPI), allowing its use both online and offline [28]. It has a specific
editor to select the events to be recorded

game’s elements, the editor consists of 6 tabs: map, agents, player, world, configuration
and beacons, through which the game is configured and built. It is important to note that
the current version is available only in English language.

Once a game is created, it is stored in the cloud, and a code is generated that makes it
accessible to download andplay from theTaleBlazermobile application. This application
is available for mobile devices with operating system like Android 4.0 or higher, and Ios
6.0 or higher. The platform has an emulator option, however in the current version it is
not enabled, so the developer can only test a game through the mobile application.

An interesting aspect of the platform is the possibility of generating information
about the game regarding its recipients (age range), the type of difficulty involved and the
physical space that it intends to travel. This information is presented when downloading
the game from the mobile application.

Through the mobile application it is possible to view other games developed with
TaleBlazer that are in locations close to the user, making it a very interesting possibility
to share the productions of a work team. Regarding the possibility of collecting and
retrieving information about the player’s interactions during the game, the functionality

https://github.com/e-ucm/uAdventure
https://github.com/e-ucm/uAdventure
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is only available for special users (officially featured organizations). Table 4 presents the
results of the analysis of TaleBlazer based on the established criteria.

Table 4. TaleBlazer analysis based on Table 2 information

Edition Tool TaleBlazer

Analysis Criteria (ACx) Details

ACx0 Open-source, free, cloud-based platform. It can be accessible at
https://taleblazer.org/

ACx1 Internet connection. User register

ACx2 Shared edition not allowed

ACx3 Block programming knowledge required

ACx4 Allow create a game from scratch or remix games already created by
the author himself or others. It also has detailed documentation about
the creation of different types of games

ACx5 Location based narratives

ACx6 Location outdoor e indoor

ACx7 Image (jpg, png, jpeg, gif), audio (mp3, wma, m4a, wav, 3gp) and
links (web pages or e-mail addresses)

ACx8 It does not present specific functionality

ACx9 Through code generation. It is transparent by the game developer

ACx10 Only available for special users (officially featured organizations)

VEDILS. It was developed at theUniversity of Cádiz (Spain), and its authors [13] define
it as a visual environment that allows the design of interactive learning scenarios, inwhich
it is possible to include technologies such as AR among others. VEDILS is based on
MIT’sApp2Inventor development environment and enables the production of augmented
content for mobile devices (cell phones and tablets), through a cloud platform, after
registration and authorization for use. The tool, which is currently in version 1.6, is made
up of two parts: one where you work on the design of the application to be developed,
and another called blocks where it is possible to define the logic of the application using a
visual language. At this point, the user of the tool must have knowledge of programming
using blocks, as indicated in other investigations [11]. VEDILS has a component called
ActivityTracker that makes it possible to collect information on the interactions that
occur as part of the game execution, although it must be taken into account that they
are registered and processed using the Google Fusion Tables and MongoDB services.
Although using this functionalitymay not be easy for a novel user, VEDILS offers videos
and tutorials that can accompany the component configuration process, as well as how
to carry out the information analysis process. Regarding the export of the project, it is
transparent for the user and can choose between exporting the project as APK (download

https://taleblazer.org/
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it on the computer) and then distribute it in the way that is convenient, or generate a QR
code to access it, in this case the code will last 2 h. On the other hand, it is advisable
to download the generated projects since they can be removed from the platform for
maintenance reasons. Table 5 presents the results of the analysis of the tool based on the
established criteria.

Table 5. VEDILS analysis based on Table 2 criteria

Edition Tool VEDILS

Analysis Criteria (ACx) Details

ACx0 Free cloud-based platform

ACx1 Internet connection. User registration required

ACx2 Not available

ACx3 Not programming knowledge required for interface design, but it is
necessary have block programming knowledge for define the logic
interaction between game elements [11]

ACx4 Has many tutorials and step-by-step explanations of applications
developed with the tool

ACx5 It is possible import others games (.aia) for use in a new one

ACx6 Puzzle

ACx7 QR, location, text and image recognition

ACx8 Images (.png and.jpg), videos( mp4), audio (mp3), 3D models ( obj,
3ds, mds)

ACx9 Allow include text and audio for a greater accessibility in the game

ACx10 Allow collect and register information on player interactions during
the game execution. To do so, use a non-proprietary service (Google
Fusion Tables). Use this functionality maybe not be easy for a novel
user

MAGIS. It is a framework designed and created by a group of researchers from the
Ateneo de Manila University in Philippines. The framework is an extension of the Unity
engine and, seeks to simplify the design of narrative-based games that use the player’s
location, such as historical or museum tours. [23] Game development using MAGIS
implies the creation of scenes where for each one of the objects included in it, a script is
generated in the form of a script based on the framework’s own commands (and not in the
C# language) and with the format TSV (Tab Separated Values) and the extension.txt. On
this point, as the authors themselves point out, creating this type of files manually can be
complex andprone to errors, and to avoid this they have developed a free accessAT,which
tries to automate the task, however it presents an interface that it’s not visually friendly,
which can be daunting specially for an inexperienced user. Likewise, the generation of
fiducialmarkers that can be used to activateARmust be generatedwith other applications
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such as Vuforia. Regarding the possibility of recording and processing the information
that occurs as part of the player’s interactions, its authors indicate that it has an analysis
subsystem that can be activated in twoways: through the events that take place during the
game (i.e., scanning a scoreboard) or through the scripts that define the game logic using
the specific@analytics commands. The game stores the collected data in cache and then
sends it to the analysis server, where it is recorded for later viewing and analysis. At this
point, the MAGIS user guide does not provide specific information. Table 6 presents the
results of the analysis of MAGIS based on the established criteria.

Table 6. MAGIS analysis based on Table 2 criteria

Edition Tool MAGIS

Analysis Criteria (CAX) Details

ACx0 Free under GNU license

ACx1 Unity 5 (2016)

ACx2 Not available

ACx3 Knowledge programming required

ACx4 Has a framework user’s guide and an scripting guide on creating
game engine scripts using the AT

ACx5 Location based adventures

ACx6 Markers, Location

ACx7 Images (.png), audio (.ogg), 3D models (FBX)

ACx8 Audio could be used as a resource to provide accessibility

ACx9 Using the functionalities provided by Unity personal version it can
be distributed as APK

ACx10 It has an analysis subsystem, but its use is not specified in the user
manual

3 Conclusion and Perspectives

The possibilities offered by the MSGs into learning activities are varied and allow to
attend to different aspects: cognitive, emotional and motivational among others, and in
the particular case of those games that include interactions using AR, these possibilities
allow to take advantage of the physical environment in which they are carried out, giving
rise to contextualized learning and discovery. However, existing games are not always
adapted to the needs of the application context, so there is a need for tools that enable
teachers with different levels of technical knowledge to advance in the development and
subsequent re-use of SGs. In the case of the tools that were analyzed in the previous
section, TaleBlazer and VEDILS are presented as an alternative that allow to edit from
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the cloud, from scratch or based on other games, and where the distribution of the game
developed is carried out in a transparent way for the user, however it will be necessary to
have knowledge of programming using blocks. About TaleBlazer, although it presents
a more limited set of supported augmented information, it has tutorials that not only
facilitate and guide the use of the platform, but also allow to understand the process of
design a serious game. Here, an obstacle to overcome, may be in some cases the AT
language.

In the case of U-Adventure and MAGIS, both are presented as alternatives for user
profiles with technical knowledge (configuration in the case of the first and programming
in the case of the second) that allow them to advance with the use of a generation game
engine like Unity. In the case of MAGIS, the language used to script the game scenes
can be confusing for a novel user.

Regarding the possibility of having specific functionalities to carry out learning
analytics about the interactions that take place during the game execution, any of the AT
and frameworks analysed, requires an extra effort by the user, although in the case of
U-Adventure having a specific editor integrated into the tool, may be of support for the
process.

In conclusion, so that teachers can advance in the production of MSGs that include
interactions using AR, it will be necessary not only to have knowledge of instructional
design but also technical knowledge that allows to maximize the use of tools (whether
ATs or frameworks) and put them at the service of the pedagogical proposal.

Although the tools analyzed in this work, improve the possibilities of intervention
for development of MSGs by non-technical users, we agree with recent research [29]
that points out the need to advance in the development of tools that improve usability.
At this point it is fundamental the access and use of the tools by profiles with different
degrees of programming knowledge, do not became in a technical problem.

It is proposed as future work, to approach the design and production of a MSG with
one of these tools, analyzing the roles and interventions of a team in which teachers with
different technical profiles have an active participation in this process.
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Abstract. The incorporation and integration of multimedia material in educa-
tional settings opens the possibility of change and renewal in classroom dynamics,
the didactic processes involved, the facilities, the activity of the teacher and the role
of the student. The use of these resources affects cognitive processes, increasing
the capacity to encode, store and process information. In this context, the design
and development of digital educational materials to integrate them into different
contexts and paradigms is of utmost importance. Consequently, the design, pro-
duction and evaluation in a pilot test of an interactive hypermedia educational
material (IHEM) aimed at learning General Chemistry content was launched in
2019.

The pandemic unleashed in early 2020, led to the need to virtualize the
General and Inorganic Chemistry Course at UNNOBA. Since the MEHI tool
had been tested in a pilot test cohort in 2019, it was decided to launch it
in the 2020 cohort, using it for teaching Unit 10 of the subject General and
Inorganic Chemistry, in which the contents of Electrochemistry that addresses
the hypermedial MEHI material are developed.

The work begins with a brief introduction that reviews the state of the arts
and then presents the methodology and description of the sample used in the
new educational experience and the data collection instruments for its evaluation.
Finally, the results obtained and analysis data and the conclusions are developed.

Keywords: Hypermedia educational material · General Chemistry · Data
collection instruments · Virtual educational experience

1 Introduction

Applying new technologies in the classroom can develop innovative teaching strategies,
optimizing the learning process, and redefining the activity of the teacher and the role
of the student [1].

The adequate complementation between the technological, disciplinary and didactic-
pedagogical knowledge of the designs, the trends and experiences that allow validat-
ing their effectiveness, are considerations to take into account when designing these
multimedia materials [2].
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The growing trend towards the use of digital educational materials oriented to the
teaching and learning of Sciences in general and Chemistry in particular is evident, with
the purpose of assisting the teacher in the development of certain contents [3, 4].

Research in the field of science didactics shows the usefulness of these resources
to face the difficulties of learning abstract content that is difficult to acquire, or for
the development of virtual and remote laboratories as scenarios of great interest in the
educational field. It is thus achieved overcoming physical limitations and equipment,
allowing to improve the forms of spontaneous reasoning, acting as an epistemological
andmethodological obstacle or thought. In thisway, functional fixation is avoided,which
leads to avoid learning that does not favor analysis, reflection and creative thinking to
solve a situation, fact or problem, and functional reduction that does not allow the
correlation of different variables or causes of a phenomenon [5, 6].

The application in the educational field of multimedia resources provides a great
deal of interesting data. This includes not only text, but also other media such as static
images (photographs, graphics or illustrations), moving images (videos or animations)
and audio (music or sounds), giving greater flexibility to the expression of the con-
tent developed in the form of multimedia [7]. On the other hand, hypertext provides
a structure that allows data to be presented and explored in different sequences. Thus,
the integration of hypertext and multimedia allows accessibility to multimedia content,
according to the needs or interests of the user. The use of amore natural and friendlymul-
tidimensional medium, not limited to linear presentations, allows the student to choose
the hyperlinks they want at all times. This freedom of choice stimulates curiosity and
the possibility of managing their own learning process, become a tool that facilitates
autonomous learning [8, 9].

This article be an extension of a previous work [10], which considered a non-
pandemic, educational context. In this extended version, a richer discussion is offered
by analyzing the new educational context in which the IHEM was used during the first
four-month period of the 2020 and the evaluation tools provided for the study of this
educational experience.

In this context, research was carried out in two stages. The first one provides liter-
ature review of backgrounds and experiences using hypermedia materials for teaching
and learning chemistry and authoring tools for designing digital materials. The second
stage focused on the design and implementation of a digital educational material for the
learning of General Chemistry contents, the material produced was evaluated in a pilot
test carried out in the General and Inorganic Chemistry Subject of UNNOBA in the 2019
cohort [10].

The pandemic unleashed at the beginning of 2020, led to the need to virtualize the
General and Inorganic Chemical Subject at UNNOBA. Given that the MEHI tool was
available and that it had been evaluated in a pilot test in the 2019 cohort, it was decided to
include it in the 2020 cohort, using it to teachUnit 10 of theGeneral and Inorganic Chem-
istry subject, which is the unit where the contents of Electrochemistry are developed,
which addresses the Interactive Hypermedia Educational Material (IHEM) produced,
available to download at: https://ricardogarciaquimica.github.io/electroquimica/.

https://ricardogarciaquimica.github.io/electroquimica/
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The new educational context in which the IHEM was used during the first four-
month period of the 2020 cohort and the evaluation tools provided for the study of this
educational experience are described below.

2 Methodology

The use of a tool in one educational experience is proposed, in which students of the
subject General and Inorganic Chemistry of UNNOBA use the hypermedia materials
IHEM in one virtual mode, through the platform of Digital Education University, using
Google MEET for synchronous activities.

The General and Inorganic Chemistry course is introduced on the platform with an
initial cover page and a design in tabs, one for each thematic unit.

In each unit the student can find reading material, solved activities, proposed activi-
ties, explanatory videos and, as assessment tools, a quiz with multiple-choice questions
and an activity returned to the tutor.

In the case of unit 10, the MEHI is included theoretical as the main tool of the
-practical activity.

3 Sample Selection

255 students (Cohort 2020) of the Bachelor’s degrees in Genetics and Industrial,
Mechanical and Food Engineering participated in this experience.

4 Design of the Electrochemistry Unit 10 on the Platform

The unit includes:

• Theory: in Power point presentation with audio, with the topics

a) Commercial batteries
b) Corrosion

• Theoretical-practical activity

a) IHEM
b) Ion-electron and battery method (power point presentation used in the synchronous

class)
c) Electrolytic cell (power point presentation used in the synchronous class)
d) Stack: problems solved and proposed
e) Electrolytic cell: solved and proposed problems

• Evaluations

a) Unit 10 quiz
b) Unit 10 Activities to be checked by tutor
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5 Course Methodology

The development of the unit takes two weeks. The student has all the tools available
from the beginning of the study unit. In the first week the study materials stack and
ion electron method are reviewed, and as a theoretical and practical activity the IHEM
tool develops the aspects related to the battery issue. During this week, two to one-hour
synchronous activities are carried out to reinforce theoretical and practical content.

In the second week, the electrolytic cell and corrosion study materials are intro-
duced, and as a theoretical-practical activity to use the chapter on Electrolytic Cell from
the MEHI. During this week, two synchronous activities are carried out again, with
similar aims to those of the previous week.

6 Data Collection Instruments

a) Quiz. The quiz consists of 5 questions with four options each. Students completed
the quiz in 30 min. The system marks the quiz by question and the total score is
calculated with feedback on incorrect choices.

b) Test checked by tutor. Students are provided with this activity from the beginning;
they can download it and solve it as their learning develops. Once resolved, it is
sent to the tutors for correction.

The proposed activity is the following:

1- Balance the following redox reaction by the Ion electron method
MnO2 + KCl + H2SO4 → KClO3 + MnSO4 + H2O

2- Balance the following redox reaction by the Ion electron method
MnO2 + KClO3 + KOH → K2MnO4 + KCl + H2O

3- For the cell made up of Cd +2 (1 M)/Cd (s) and Ag + (0.1M)/Ag (s) Indicate:
a) Hemi anodic and cathodic reaction b) Oxidizing and reducing agent. c) Stack notation or

diagram d) Stack EMF

4- Calculate a pile has as half cells: Cu +2/Cu and Ag +/Ag. Write the global stack equation
and calculate the equilibrium constant

5- An electric current flows for a certain time through two electrolytic cells connected in series.
In cell A, 0.0240 g of Cu from a solution of. Cell B contains AgNO3. ¿How many moles of Ag
will be deposited on the cathode of cell B?

c) Partial test and make-up partial tests. The students must do two partial exams.
In the second integrative exam, 4 units are included, among them unit 10 with the
analyzed topics. This exam contains three questions related to that unit, which is
assigned 10 points in Total. The exam is passed with 5 points. The students who do
not pass the course, can do a make-up test similar to the first one. Table 1 shows the
assessment tools used.
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Table 1. Data collection instruments

Instrument Evaluators Application time

a) Questionnaire Automatic by system During the experience

b) Activity with answer Tutors During the experience

c) Partial exam Tutors After the experience

d) Rec. partial EXAM Tutors After the experience

7 Analysis of Results

a) Quiz. Of the 255 participant students, 210 questionnaires were received; but only
197 were included in the study, corresponding to the students who
had also sent the activities checked by the tutor.

The quizzes were scored on a scale from 0 to 10, with automatic correction. The
exam consists of 5 questions with a value of two points each. Each question has four
optionswith one ormore correct answers. For each incorrect answer the system deducted
25% of the score.

The data received is classified into a frequency table in four intervals: 0 to 4.00 points
interpreted as Insufficient, 4.10 to 5.00 points interpreted as Acceptable, from 5.10 to
7. 00 points Good and 7.10 to 10.00 points Very good. The absolute frequencies in the
intervals were calculated, using an Excel spreadsheet and then the relative percentage
frequency. The data obtained can be seen in Table 2.

Table 2. Relative frequencies by interval for the quiz

Unit 10 quiz

Interpretation Note range Frequency % relative frequency

Lower limit Upper limit

Insufficient 0 4.00 60 30

Acceptable 4.10 5.00 18 9

Good 5.10 7.00 73 37

Very good 7.10 10.00 46 24

Total students 197

b) Tutor- assessed task. 197 tasks were received. The activity had 5 questions, which,
again, were assigned two points per question, if it was all correct. Partially correct
questions were assigned a score from 0 to 2 according to the degree of resolution.
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Obtained from the scores, is the calculation performed the absolute frequency and
relative percentage in the same ranges as defined in the case of the questionnaire and the
same meaning. The results data can be seen in Table 3.

Table 3. Relative frequencies by Tutor-assessed task

Tutor-assessed task unit 10

Interpretation Note range Frequency % relative frequency

Lower limit Upper limit

Insufficient 0 4.00 55 28

Acceptable 4.10 5.00 31 16

OK 5.10 7.00 50 25

Very good 7,10 10.00 61 31

Total students 197

b) Partial and make-up tests. Students sit for a second partial test, which included 4
thematic units including Electrochemistry (Unit 10). In this evaluation, consisting
of a quiz of 10 questions, 3 correspond to that unit. Only the results corresponding
to unit 10 were considered for this presentation.

Two of the questions were assigned a score of 3, while the others were assigned 4
points. In all cases, this score corresponds to a question correctly answered, subsequently
subtracting said value, according to the degree of resolution carried out. With data from
this evaluation, theywere calculated f absolute and relative percentage frequency in same
note intervals defined in the case of the quiz and the same meaning. The data obtained
can be seen in Table 4.

Table 4. Relative frequencies per interval for the partial test

Partial test: unit 10 questions

Interpretation Note range Frequency % relative frequency

Lower limit Upper limit

Insufficient 0 4.00 70 35

Acceptable 4.10 5.00 36 18

OK 5.10 7.00 38 19

Very good 7.10 10.00 50 28

Total students 194

.
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The students who did not get 5 points in the partial evaluation had to sit for, as
previously mentioned, a recovery. The results and the data obtained can be seen in Table
5.

Table 5. Relative frequencies by Interval for make –up test.

Make –up test notes unit 10 questions

Interpretation Note range Frequency % relative frequency

Lower limit Upper limit

Insufficient 0 4.00 29 37

Acceptable 4.10 5.00 16 20

OK 5.10 7.00 14 18

Very good 7.10 10.00 19 25

Total students 78

Table 6 shows the percentage relative frequencies per interval obtained with the
four assessment tools applied to the classroom experience performed using the IHEM:
QUIZ, Activities checked by tutor, Partial and Make -up Partial test.

Table 6. Relative frequencies by interval for the four evaluations

Unit 10 assessments

Quiz Activity Partial Make up partial

Insufficient 30 28 35 37

Acceptable 9 16 18 20

OK 37 25 19 18

Very good 24 31 28 25

N students 197 197 194 78

The Fig. 1 shows the relative frequencies valuations considered in the analysis, linked
to the four evaluation tools.
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Fig. 1. Percentage relative frequencies for the four assessment tools corresponding to the
assessments considered

8 Conclusions Obtained

The results obtained for the 2020 cohort are analyzed, which was developed in virtuality;
and later, they are compared with those obtained in the previous pilot test.

In the first place, when analyzing the parameters obtained with the four assessment
tools applied to the virtual experience using the IHEM:Quiz, Activities checked by tutor,
Partial test and its make -up, it can be seen that the relative frequencies of the marks for
each interval shows striking similarities. That is, the frequency for intervals of values
Very Good, Good, Acceptable and Insufficient results are equivalent in the four tools
used, which, as it can be concluded, similarly characterize the studied population.

During the pilot classroom experience, a proposal for flipped classroom with appli-
cation of the MEHI was held in the 2019 cohort, in which six instruments of assessment
were used: assessment of production phases, survey for teachers and students, activities
to be checked by the tutor, Partial exam, Participant observation and Triangulation of
data [10].

There were four activities checked by the tutor, carried out during the pilot experi-
ence, one for each chapter of the IHEM. The correct responses as a percentage of the
maximum possible score for the four activities, ranged between 65% and 95%, with a
number of evaluations analyzed that ranged from 20 to 27.

Comparatively, in the 2020 study, analyzing the results obtained with the quiz, the
frequencies of the intervals Good (37%) and Very good (24%) add up to 61% with 197
quiz sent in a completely remote context. virtual experience.
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In the case of the activities Tutor- assessed task in the 2020 experience, the frequen-
cies for the Very Good and Good intervals add up to 56% with 197 activities analyzed.
Showing that the results obtained in both experiences are similar.

In the partial examination then the pilot made of 2019 is workingwith three groups of
27 students each. One group took part in the experience, while the other two groups were
controlled. The partial examconsisted of two exercises, A andB, about Electrochemistry.
The data obtained expressed as a percentage of the maximum possible score for Exercise
A was 41.1% while the controlled groups, the 15.5% and 15.9%. While for Exercise
B, shows the group that used the IHEM obtained or 30% while the controls 21.1% and
16.3%.

In a study carried out during the virtual experience of 2020, in the first partial, adding
the percentage frequencies of the intervals Good (19%) and Very good (28%) add up
to 47% with 194 evaluations carried out. Comparing the results of both experiences
midterms the data get gone, again, are similar.

Quantitative assessment tools applied in both experiences characterize the study
sample similarly, although the population in the case of the virtual experience is 7 times
larger.

While both experiences were carried out in different cohorts, and the didactic ped-
agogical proposals were different, the results of the experience in 2020 with a larger
sample, it validates those obtained in the pilot. This larger sample (the entire 2020
cohort) was due to the prevailing virtual condition of the pandemic. The conditions
likely to work for the first half of 2021 will allow for a new virtual experience with high
samples.
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Abstract. Mobile phones offer an excellent low-cost alternative for Vir-
tual Reality. However, the hardware constraints of these devices restrict
the displayable visual complexity of graphics. Image-Based Rendering
techniques arise as an alternative to solve this problem, but usually, gen-
erating the stereoscopic effect to improve depth perception presents a
challenging problem. In this work, we present an Image-Based Render-
ing technique for low-cost virtual reality that incorporates stereoscopy to
improve depth perception. We also conducted a user evaluation to ana-
lyze the stereoscopic effect of the technique, especially considering the
effect on depth perception, presence, and navigation. The results prove
the benefits of our technique for both virtual and real-world environ-
ments.

Keywords: Virtual Reality · Low-Cost VR · Navigation ·
Image-Based Rendering

1 Introduction

Virtual Reality (VR) is an already established technology that immerses users
into computer-generated 3D environments. In the last years, many different VR
systems have been developed and most of them are very expensive for the regular
consumer. VR is advancing as a very versatile alternative for a variety of applica-
tions in multiple areas as diverse as entertainment, medical, education, tourism,
and architecture, among many others. This strong interest in VR is reinforced
by the rapid evolution of the technology and the possibility of applying it in
everyday devices, demanding the creation of increasingly realistic applications.
On the other hand, there are low-cost alternatives that use mobile phones. This
low-cost VR brings a new world of possibilities to those users who cannot afford
a high-end VR system [1,2].

Since mobile devices usually present hardware and graphical processing lim-
itations, compared to modern gaming computers, the video games and experi-
ences designed for this type of VR are graphically very simple.
c© Springer Nature Switzerland AG 2021
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In recent years there has been tremendous growth in the number and vari-
ety of GPU-intensive mobile applications, enabling users to interact and navi-
gate virtual environments. Given their high demand on both application data
and network and computing resources, a key element in designing cost-effective
mobile applications is the careful consideration of these resources according to
the application goals.

Traditional geometry rendering and image-based rendering (IBR) are two of
the most popular render techniques for this purpose. Even though traditional
geometry rendering can be used to overcome some of the performance limita-
tions of mobile devices by integrating progressive meshes and using catching and
restricting objects resolution techniques, rendering high visual-quality 3D scenes
on limited mobile devices still obtains a very low level of performance [3–7]. IBR,
on the other hand, is a technique that emerged in the late 1990s to overcome
this kind of limitations, especially when representing photo-realistic 3D scenes
in real-time [8–10]. This rendering process requires less computational resources
than traditional geometry rendering.

Even though some of the most recent methods generate new views based
on captured panoramas from both video and images, these methods only run
on PC and free navigation is not available. Also, the synthesis of intermediate
views is performed by computationally intensive warping and interpolation tech-
niques [11,12]. The main issue with some of the approaches that include image
interpolation and free navigation is that they only run on PC [13–17]. In 2019,
Dai et al. [16] proposed a method based on panoramic images, supporting the
free exploration of the scene with a 360◦ field of view, but they synthesized
new views using an intensive warping algorithm, part of which was carried out
offline. In [13] they present an IBR system to interactively viewpoint-navigate
through space and time of general real-world, dynamic scenes (camera recording
arrangements). It is a free-viewpoint navigation system but the virtual view-
point is spatially restricted because they can viewpoint-navigate on the spanned
by all camera recording positions, looking at the scene from different directions,
but they cannot move into the scene or fly through it. For high-quality render-
ing results, they observed that the angle between adjacent cameras should not
exceed 10 degrees, independent of scene content. For greater distances, miss-
ing scene information appears to become too large to still achieve convincing
interpolation results. The same is true for too fast scene motion.

The literature presents different approaches for mobile devices that manage
different image types and qualities [8,18]. Some approaches generate high-quality
scenes in a server [19,20]. IBR is more suitable to represent high-quality 3D
scenes in mobile devices since the rendering is based on images that do not
depend on the scene complexity but the final image resolution.

Stereopsis enables a very strong depth cue that is very powerful in VR. Many
studies have investigated the relative importance of stereopsis for different tasks.
Some performed path tracing experiments where the participants had to find the
endpoint of a line. The target line was presented among other distracting lines
on a 3D display that allowed experiencing stereopsis [21,22].
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The use of binocular stereopsis and 3D displays also improves spatial com-
prehension and the performance of spatial understanding tasks [23]. Another
study that showed a benefit of stereopsis was reported by Hassaine et al. [24], in
which stereopsis showed to be more valuable in visual tasks regarding reaching
objects.

In another behavioral study, Boustila et al. [25] implemented a technique to
evaluate the influence of stereopsis in the context of visiting houses using VR.
They used a CAVE VR system and the participants traveled to virtual houses
where they had to answer questions about the geometry of the rooms and the
difficulty of the task. The results indicated that stereopsis was very valuable for
judging the geometry of the rooms. The perceived task difficulty was also higher
when stereopsis was removed.

In our previous work, we introduced a novel technique to display high visual-
quality 3D scenes in low-cost VR devices [26]. That technique simulates a 3D
environment by using a spherical-panorama 3D-texture matrix and dynamic
image warping for a smooth transition between image points. Also, a perfor-
mance evaluation was performed.

The mentioned technique immerses the user in a fully navigable virtual envi-
ronment created by spherical panoramic images. The technique also calculates
the image that corresponds to the current camera point of view. Even though
the user is immersed in an image-based virtual environment, the stereoscopic
effect is not provided since both eyes are presented with the same image.

In this paper, we extend the work presented at CACIC 2020 [26] to include
the stereoscopic effect, thus improving depth perception. More specifically, the
present work yields a fully 3D stereo VR navigation through the following con-
tributions:

• A novel IBR technique for low-cost VR that simulates a stereo view in a 3D
environment by using two spherical panorama 3D textures, one for each eye.

• A novel image warping technique that enables a smooth transition between
image points for both eyes, thus simulating a stereoscopic effect.

2 Technique Overview

The original technique presented a novel Image-Based Rendering technique
based on spherical panoramic images to simulate high-visual quality 3D envi-
ronments for low-cost VR devices. Considering a user that is navigating through
a virtual environment, one of the main goals of this technique is to efficiently
present the corresponding view. In such visualization, the virtual environment is
not rendered in 3D as usual, but instead, it is simulated by using stored images
that correspond to the user’s current point of view.

2.1 Image Repository

The Image Repository is a component that stores a set of 360◦ panoramic images
that represent the original virtual environment that we want to simulate. In
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order to get these images, the environment has to be sampled by capturing
360◦ panoramic images from different and specific positions.

It is important to mention that one of the benefits of our technique is that
all the images stored in the Image Repository do not necessarily have to be
captured from a rendered 3D environment. They can also be taken from a real-
life environment by taking the pictures separated by a Δ distance. In order to
calculate and generate a better projection, the Warping Component requires
the approximate dimensions of each room in the environment. This can also be
provided by the Image Repository together with the images. If for any reason
these measurements are not provided, our technique uses approximations. The
Image Repository must be able to send images on demand. For example, an
Apache HTTP Server1 running in a local computer can be used.

2.2 Local Image Management - Texture Matrix

The Texture Matrix is a component that loads, stores, and manages the
360◦ panoramic images in the local memory of the device. Those images cor-
respond to the current position of the cameras and their surroundings. This
matrix is eventually capable of storing every sample of the scene.

In an ideal case, where memory size is not a problem, it would be possible to
retrieve from the Image Repository and store in memory all the 360◦ panoramic
images captured from the original scene, avoiding depending in the future on
the download times of the server. Unfortunately, this is not possible, especially
considering the low-memory of mobile devices. This restriction presents the chal-
lenge of efficiently loading and managing images.

The Texture Matrix works efficiently since a small number of images is loaded
in memory at any time. These images correspond to the current camera posi-
tion and its surroundings. Every time the camera moves, the Texture Matrix is
updated. Furthermore, the images located at a certain distance from the current
position of the camera are deleted, thus the matrix is cleaned.

2.3 Image Warping

When the camera moves, the Image Warping component calculates and generates
a new image that corresponds to the specific camera’s current position. This
avoids the user from noticing jumps between samples. For this reason, a smooth
function for transitions was implemented [26].

Let us assume that two contiguous spherical panoramic images IA and IB

were taken at points A and B, then if the user stands at one of those points
the system shows the corresponding image. However, while the user is moving
from point A to B the system should show an intermediate image that smoothly
switches from IA to IB .

The only information we have about the panoramic images is the point in
space where it was taken, and the room to which it belongs. However, we do not

1 https://httpd.apache.org/.

https://httpd.apache.org/
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have the real depth information of the objects in the image, hence to simplify
and allow rooms of any shape, we consider that the spherical panoramic images
correspond to an equirectangular projection of a circular room that fully contains
the original one (see Fig. 1).

r

Room

O

r

Room

O

Fig. 1. Cross-section of the sphere with center O and radius r containing two different
rooms.
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Fig. 2. Cross-section of a room centered at O and two unitary spheres centered at P
and Q. (a) Point H over the room corresponding to the projection S. The unitary
sphere is centered at P , where the equirectangular panoramic image IP was taken.
(b) Projection of point H over the unitary sphere centered at Q, where no image was
taken.

Let O be the center of the circle of radius r that contains the room, Q be the
point where the user stands and P be the point where the nearest panoramic
image IP was taken. The strategy is to warp IP to match the panoramic image
that should have been taken from the point of view of Q. If (u, v) ∈ [0, 1]2 is
a texture coordinate over the panoramic image IP , we invert the projection
to obtain the point S over a unitary sphere centered at P that projects onto
(u, v) (see Fig. 2a). Since the panoramic image is the result of a equirectangular
projection, the vector s between P and S is:

s = (x, y, z) = (sin(φ) cos(θ), sin(θ) sin(φ), cos(φ)) , (1)
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where
θ = 2uπ (2)

and
phi = vπ. (3)

Now, let H be the point over the room of radius r that projects on S. Then,

H = ks + p (4)

where
p = Q − O, |ks + p| = r (5)

and

k =
−(p · s) +

√
(p · s)2 − |s|2(|p|2 + r2)

|s|2 . (6)

To warp the image to match the point of view of Q, we find the projection t
of H over the unitary sphere centered at Q (see Fig. 2b),

t =
H − Q

|H − Q| . (7)

Finally, the 2D projection (u, v) of t = (x, y, z) over the equirectangular
texture is

(u, v) = (
θ

2π
,
φ

π
) (8)

where
θ = atan2(y, x) (9)

and
φ = atan2(

√
x2 + y2, z). (10)

The next section presents an example of this Image Warping technique in
action.

3 Technique Methodology

In order to generate the stereoscopic effect, we need to dynamically obtain the
images corresponding to both eyes. The interpupillary distance (IPD) is the
distance measured in millimeters between the centers of the pupils of the eyes.
This measurement is different from person to person and this technique allows
users to input their IPD. Otherwise, a general IPD of 64 mm is used.

As mentioned before, we have extended the technique presented in [26] to
incorporate stereopsis. In the first step of the technique process, the images
that correspond to the user’s eyes are calculated, based on the user’s IPD. The
technique main steps are described next, following the example presented in
Fig. 3:
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1. The user’s position is represented by a point denominated camera center.
Therefore, the left camera is represented by a position on the left of the
camera center, with a distance of -IPD/2; and the right camera is represented
by a position on the right of the camera center, with a distance of IPD/2. In
this step, every time the user moves, the camera center informs its current
position to the Texture Matrix component. In this example, the camera center
is at the position (1.0; 1.7; 3.28) and the technique must obtain the image
corresponding to that position.

2. The Image Repository does not contain images for every decimal value. This
depends on the capture technique used. For this reason, the Texture Matrix
requests the nearest available image and the surrounding ones to the Image
Repository. If any of the images are already in the Texture Matrix, that image
is not requested.

3. The Image Repository sends the requested images to the Texture Matrix
component. The necessary images are now loaded into the Texture Matrix in
the local memory.

4. The Texture Matrix component sends the nearest image corresponding to the
camera center’s current position to the Image Warping component.

5. Based on the provided image, the Image Warping component calculates and
generates images that correspond exactly to the camera center’s current posi-
tion and, by considering the IPD, it calculates and generates the image that
corresponds to the left eye and the right eye.

6. Finally, the new left eye image is displayed to the left camera and the right
eye image to the right camera, thus simulating the scene from the point of
view of the camera’s current position and generating also a stereoscopic effect
based on the user IPD.

This process is continuously repeating as the user is moving, creating the sensa-
tion of a smooth transition through the virtual environment.

4 Case Study

This technique is especially useful for mobile devices with limited resources since
performance evaluations have shown it performs better than traditional geome-
try rendering [26]. In this study we present a case study to evaluate the stereo-
scopic effect.

For this study, we used a 3D virtual scenario called “Doctor’s Office” [27]
that runs in Unity3d [28]. Regarding the hardware, we used the mobile phone Le
Eco Max 2 which has Android 6.0.1, a screen resolution of 2560 × 1440 pixels,
Adreno (TM) 530 GPU, 2048 MB VRAM, Quad-core 2.1 GHz Snapdragon-820
GPU, and 5774 MB RAM.

A tool called Unity360ScreenshotCapture [29] was used to create the image
dataset. This tool helps to create a 360◦ panoramic image based on the position
of the virtual camera. By doing this, the whole dataset is created automatically
by iterating along the desired volume.
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Fig. 3. Technique overview.

In order to create the dataset, we need to define the boundaries of the used
virtual scenario, and the distance between samples we want to use. Since the
average distance between both eyes is approximately 6 cm, a distance between
samples below 4.24 cm will assure that both eyes see different images [15], thus
improving the stereoscopic effect. For this reason, in this experiment we consid-
ered samples separated by 4 cm.

In this experiment, since the camera is not moving in the y axis, all images
were taken on a fixed height of 1.68 m. We covered an area of 20 m × 27 m,
and with a distance between samples of 4 cm, this conforms a total of 337500
samples. The images size was 1024px × 512px each. Hence, the total size of the
dataset is around 18 GB. Finally, the name of each image file corresponded to
the position where it was captured. For instance, the image “0.1 4.5 7.3.jpg”
corresponds to the image captured on position (0.1, 4.5, 7.3).

In order to test the stereoscopic effect, three participants navigated through
the image-based virtual environment. We measured the IPD of each participant,
which was configured in the system. After that, the participants put on the
low-cost VR headset with the mobile phone and started the experience.

The participants had up to 10 min to navigate through the environment by
using a wireless joystick. They could withdraw the experiment at any time in
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case they felt cybersickness symptoms. After that, they were interviewed about
the whole experience, especially considering the stereoscopic effect.

The three participants reported having a very strong stereoscopic effect and
sense of depth perception. They mentioned that the distance of the scene objects
was noticeable, which provided a strong sense of presence. One of them com-
plained about the environment being “too big”, which may be caused by some
error in the provided IPD. On the other hand, the three participants commented
about the use of a joystick for navigation and suggested other alternatives, such
as real walking or walking-in-place.

5 Conclusions and Future Work

In this paper, we extend a novel IBR technique designed to present high-quality
virtual environments in low-cost VR devices. VR headsets benefit from the
stereoscopic effect achieved by the device being near the user’s face. Improv-
ing the technique with stereoscopic effect increases the users’ depth perception
and improves the sense of presence.

In this work, we used a very small distance between samples (4 cm) to assure
a different image provided to each user’s eye. However, our technique works for
any distance between samples. As expected, bigger distances would cause strange
deformations that may cause cybersickness symptoms. This effect is more notice-
able for near objects in the environment. Future work should therefore perform a
user evaluation regarding the limits on sample distance and cybersickness symp-
toms.

To properly use our technique, an image server is required. This brings many
advantages. First, the size of the exported mobile application would be very
small. Then, many mobile phones can be running at the same time and use the
same image dataset without replicating the images. Also, if needed, the images
can be altered, optimized, adjusted, etc., and the technique will still work. If we
want to change the virtual environment, we can only change the images and the
applications do not have to be compiled again. Finally, the server not necessarily
has to be hosted locally. The images can be hosted online and the technique will
still work for any mobile phone connected to the Internet.

In this work, we used sample images separated by 4 cm. However, some trade-
offs should be considered when selecting the distance between samples. When
covering the same area, the less the distance between samples, the more samples
that will be required. The size of a sample depends on its size and quality. This
directly impacts the total size of the dataset. Furthermore, the less the size of a
sample, the faster that sample can be downloaded and displayed. If the images
can be downloaded faster, the user would be able to move faster around the
virtual environment.

We performed a case study designed to evaluate the effectiveness and use-
fulness of the included stereoscopic effect. The technique takes advantage of the
efficiency of the Texture Matrix Component which already had the images sur-
rounding the camera center position. Therefore, the communication overhead
between the system and the server is not increased.
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The inclusion of the stereoscopic effect was shown to increase the sense of
depth perception and thus the sense of presence. The participants commented
about the navigation technique and future work should therefore study differ-
ent navigation techniques to allow more natural navigation through the virtual
environment.

Since our technique does not depend on the complexity of the scene, it will
also work with real-world images. To do this, the real-world environment has
to be sampled by capturing 360◦ panoramic spherical pictures delimited by a
defined distance. Future work should investigate the use of real-world images,
especially considering the navigation techniques to provide a very natural expe-
rience.
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Abstract. Context: critical systems present specific functionalities and a set of
regulatory best practices which seek to ensureminimum security levels at each life
cycle stage. This defines restrictions on the software present in critical systems
that require integration with hardware, the latter being a characteristic present
in embedded systems. Therefore, it is possible to find techniques that can meet
the required safety levels, but using different strategies and resources. Objective:
execute and report a systematic secondary study on the software architectures
applied in the domain of critical systems, the level of security achieved and the
tools used to achieve it.Method: a systematic literature reviewwas used to identify
studies published from January 1999 to December 2019 on software architectures
for critical systems. Results: the most widely used types of architecture were
identified according to the intended security level. Likewise, study evidence was
found in different application domains, with special emphasis on automotive and
industrial regulations.

Keywords: ISO 61508 · Architecture · Software · Secondary study · Systematic
literature review

1 Introduction

1.1 A Subsection Sample

It is becoming more and more common to work with dedicated purpose systems, espe-
cially in applications such as industrial processes, automotive, or avionics. In particular,
certain applications are used in critical environments in such a way that failures could
cause financial loss or even human life loss [1]. In response to this, there are regulatory
frameworks that stipulate the need to demonstrate the safety of the built system. Regard-
ing embedded software, the main standards in critical systems come from the IEC 61508
- part 3. In addition, the IEC 61508 standard details the concept of safety integrity level
(SIL) which provides a scale against which to measure and quantify the safety level of
a system, from SIL 1, the lowest possible level, up to SIL 4.
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The appropriate treatment of the characteristics of the software in charge of control-
ling industrial processes was a recurrent matter since the modernization and diversifi-
cation of industrial applications. The regulation of this aspect started with the standard-
ization of functional safety measures in the field of critical systems with the publication
of the IEC 61508 standard [1] in 1998. Thus, for example, the automotive industry and
its ISO 26262 standard [2] establishes the automotive safety integrity levels (ASIL) or
the avionics industry and its DO-178B standard [3] that establishes the development
assurance levels (DAL).

In particular, section 7.4.3 of the IEC 61508-3 standard specifies best practices when
building the software architecture in terms of activities, documentation, comprehensive
specification of each module of the architecture and use of programming best practices.
From the point of viewof this standard, the software architecture consists of the definition
of the subsystems or modules together with their interconnections and, especially, the
way in which the SIL level is achieved. It also defines the general behavior of the
software, its interfaces, and the decisions that will underpin the detailed component
design techniques.

Therefore, the choices of the types of software architecture that comply with the
aforementioned good practices can be complex. Currently there are different studies
that present software architectures for critical systems, but standard architectures by
level of comprehensive security and oriented to cover the largest number of problem
domains do not emerge.

For all these reasons, in this article a Systematic Literature Review (SLR) has been
carried out to identify common software architectures in software development for crit-
ical systems that have been shown to be validated for certain security levels. Likewise,
application domains and related technologies have been analyzed.

The paper is organized as follows: Sect. 2 describes secondary studies related to the
subject. In Sect. 3, the methodology used for the study corresponding to the planning
phase of an SLR is detailed and the research questions are presented in Table 1. In Sect. 4
the activities corresponding to the SLR conduction stage are reported. Section 5 provides
the results obtained; for its presentation, the results of 23 studies were synthesized and
the research questions were answered. Finally, Sect. 6 includes the conclusion of the
SLR.

2 Related Works

There are works related to the objective of this review and that provide a state of the
art about different issues related to architectures for critical systems. In [4] the authors
present a systematic mapping of the literature focused on model-based tests for software
security. This study includes an analysis of different publications that present software
development on a specific domain of software security. However, questions related to
security levels are not included. In [5] the state of the art of combining model-driven
engineering techniques and product line engineering for the development of software
architectures for critical systems is presented. In this case, the questions are focused
on identifying studies that deal with embedded systems from the dimension of model-
driven engineering. This approach compromises the internal validity of the evidenced
techniques and the requirements that ensure the criticality of the systems resulting from
the techniques recorded in the secondary study are not discussed in depth.
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Also, in [6] a characterization of different techniques used to represent software
architectures for embedded systems is presented. The associated risks of complying
with critical system architectures are discussed without including a direct analysis of the
security level. For all these reasons, this review differs from the mentioned reviews as
follows:

• Norms and standards related to critical systems are identified.
• Includes studies published from 1999 to 2019.
• The relationship between software architectures and the level of security they present
is characterized when considering their application in a critical system.

• The technology used for the development of architectures is described.
• An analysis of each included study is provided in terms of rigor, validity and
applicability.

The present study is an extension of the work [7], having been extended including
in the report of the RSL more details about the search strategy, the data synthesis and
the data discussion.

3 Methodology

This section describes the method used to carry out the secondary study. In this case,
the approach identified by the guidelines for conducting Systematic Literature Reviews

Table 1. Research questions

Research question Motivation

RQ 1. What software architectures exist for critical
software?

Identify the different software architectures in the field of
application of critical systems and the frequency of their use
and reporting in academic studies

RQ 2. What regulations do they comply with? Identify the regulations that were presented as requirements to
be met by the architectures presented and the degree of
compliance with them

RQ 3. What level of security do they verify? Determine the evaluation carried out regarding compliance
with the level of security that the software architecture
presents

RQ 4.1 What technologies do they use? Determine the technologies used for the development of
software architectures and their ability to achieve compliance
with the requirements included in the regulations

RQ 4.2 What platforms are used? Identify the platforms on which software architectures are
developed, if proprietary or open source, own or third-party
tools are used

RQ 5. What are the application domains? Determine the evaluation carried out regarding compliance
with the level of security that the software architecture
presents

RQ 6. What are the reported activities? Determine the technologies used for the development of
software architectures and their ability to achieve compliance
with the requirements included in the regulations
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in Software Engineering [8] has been followed. As described in the introduction to
this work, the objective of this SLR is to identify the software architectures used for
critical applications of embedded systems, the evidence of compliancewith international
regulations and the technologies used for it. The analysis is based on research questions
found in Table 1.

3.1 Search Strategy

This section describes the search strategy, explaining the scope in terms of sources,
the method used and the search string. The searches were performed manually and
systematically. The automated search was carried out through the entry of search strings
in the search engines of the digital sources. The manual search was effectuated through
the exploration of the important sources. The specific implementation of the search string
for each chosen database was similar in each case and is presented in Table 2.

Table 2. Syntax of the search string for each digital library.

Search engine Search string

SCOPUS TITLE-ABS-KEY ( ( embedded OR “safety*” OR “functional safety” OR critical OR “mission-critical”
OR “fault tolerance” OR “fault tolerant” OR “fault-tolerance” OR “fault-tolerant” OR sil OR ssil OR
rams) AND ( architect* OR “architectural pattern” OR “architectural design” OR design) AND (software
OR application OR “source code” OR firmware) AND ( 61508 OR 61508–3 OR 50128 OR misra OR
“MISRA C” OR 62279 OR do-178* OR 26262))

IEEE (“All Metadata”: embedded OR safety* OR “functional safety” OR critical OR “mission-critical” OR
“fault tolerance” OR “fault tolerant” OR “fault-tolerance” OR “fault-tolerant” OR sil OR ssil OR rams)
AND (“All Metadata”:architect* OR “architectural pattern” OR “architectural design” OR design) AND
(“All Metadata”:software OR application OR “source code” OR firmware) AND ( 61508 OR 61508–3
OR 50128 OR misra OR “MISRA C” OR 62279 OR do-178* OR 26262)

ACM ((embedded OR safety* OR “functional safety” OR critical OR “mission-critical” OR “fault tolerance”
OR “fault tolerant” OR “fault-tolerance” OR “fault-tolerant” OR sil OR ssil OR rams)AND (architect*
OR “architectural pattern” OR “architectural design” OR design)AND (software OR application OR
“source code” OR firmware) AND ( 61508 OR 61508–3 OR 50128 OR misra OR “MISRA C” OR 62279
OR do-178* OR 26262))

SPRINGER ((embedded OR safety* OR “functional safety” OR critical OR “mission-critical” OR “fault tolerance”
OR “fault tolerant” OR “fault-tolerance” OR “fault-tolerant” OR sil OR ssil OR rams)AND (architect*
OR “architectural pattern” OR “architectural design” OR design)AND (software OR application OR
“source code” OR firmware) AND ( 61508 OR 61508–3 OR 50128 OR misra OR “MISRA C” OR 62279
OR do-178* OR 26262))

It was decided to search databases containing articles related to computer science
and engineering. The databases generally used in other reviews of the same subject were
used: Scopus, IEEE Xplore, ACM Digital Library and Springer Link. The article was
made based on the review of publications in magazines, conferences and articles. Table
3 presents each term together with its keywords.
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Table 3. Key terms and synonyms used to create the search string.

Terms Keywords

Safety “safety*” OR “functional safety” OR critical OR “mission-critical” OR “fault
tolerance” OR “fault tolerant” OR “fault-tolerance” OR “fault-tolerant” OR sil
OR ssil OR rams

Architecture architect* OR “architectural pattern” OR “architectural design” OR design

Software software OR application OR “source code” OR firmware

61508 61508 OR 61508–3 OR 50128 OR MISRA OR “MISRA C” OR 62279 OR
do-178* OR 26262

3.2 Search Strategy

Articles referring to the development of software architectures for applications in critical
systems, which present a level of security and published since 1999 in indexed journals
and at conferences are included. Tool description or use articles, duplicates, and confer-
ence presentations are excluded. Regarding content, studies that describe, implement or
evaluate requirements description languages are excluded.

Table 4. Study inclusion criteria.

Identifier Description

CRI1 The article belongs to a prestigious database

CRI2 Full access to the article is provided

CRI3 The publication date of the article is after 1998

CRI4 The article deals with quality regulations and/or risk treatment

CRI5 The model (s) discussed in the article have a section on risk treatment with a
standard metric (SIL, ASIL)

CRE1 The article is focused on testing software architectures

CRE2 The article treats only hardware architectures

CRE3 The article uses a software architecture as an example to demonstrate the reliability
of a framework or framework without presenting specifications

CRE3 The article uses a software architecture as an example to demonstrate the reliability
of a framework or framework without presenting specifications

CRI1 The article belongs to a prestigious database

To select the primary studies, the inclusion/exclusion criteria are applied by reading
the abstracts of the articles found. The identifier with a CRI prefix indicates that it is an
inclusion criterion and the CRE prefix, that it is one of exclusion (Table 4).
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In case there are doubts about its relevance, the full article will be read. The review
process will be accompanied by the criteria of the researchers to agree on the correct
application of the inclusion/exclusion criteria.

3.3 Strategy for Data Extraction and Synthesis

The procedure used for data extraction consists of a first ordering of all the publications
resulting from the query to the research database in a spreadsheet respecting the export
identifiers of the source added to a control field to indicate the status of inclusion or
exclusion of the article. Each database has its own fields to index publications, therefore,
after reaching the set of all the studies to include in the study, all their identifiers were
normalized.

To perform the synthesis of the data, each accepted publication was organized in
a directory according to the access source. Labels were then created to identify each
analysis dimension corresponding to the criteria on the research questions. The result
of this procedure was to present the information of each publication that means concise
descriptions related to the research questions.

The data obtained were qualitatively analyzed through the open coding of the texts
[9]. The first and second authors carried out the process separately and identified dis-
agreements, thesewere resolved by adding a third researcher who visited the information
source again and considered the justifications given by the two original members. As the
next step, closed coding [10] was used to identify and resignify the categories analyzed.
Again, the first two study authors performed the initial coding and disagreements were
resolved by presentation to a third investigator.

4 Conducting the Review

The SLR was carried out following all the steps of the protocol defined in the previous
section and completed in one year, in this period the time required for each of the
three phases is included, that is, planning, carrying out and reporting. Initially, 7550
publications were found. Each search phase is detailed in Table 5 and Table 6.

4.1 Selection of Primary Studies

At this stage of selection of the primary studies are the assurance criteria, application
of the assurance criteria and extraction of data from the articles. A total of 7550 articles
were found applying the search strategy defined in the protocol. The search was carried
out using title, abstract and indexed keywords (see Table 5).

Filtering of the first 7550 results was carried out using the checklist established in
the protocol, repeated reviews were carried out until a final number of 24 articles was
reached with publication dates ranging from 2004 to 2017 (see Table 6).

In addition to the inclusion/exclusion criterion, the quality assurance of primary
studies is also considered to provide a more detailed criterion and in order to assess the
importance of individual studies when the results are being synthesized. This section
discusses quality in terms of minimizing bias and maximizing internal and external
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Table 5. Automated search details.

Database Search results

IEEE Xplore 295

SCOPUS 696

ACM Digital Library 2000

Springer Link 4559

TOTAL 7550

Table 6. Details of each phase of selection of primary studies.

Phase Description Included Excluded

Phase 1 Search results 7550 0

Phase 2 Selection by inclusion criteria 2899 4651

Phase 3 Selection by exclusion criteria 57 2842

Phase 4 Selection by title and abstract 26 31

Phase 5 Joint validation 24 2

validity as outlined in the Cochrane manual for systematic reviews of interventions
[11] from the practices adopted by good practice for SLR [8]. For this stage, a series
of questions were used to evaluate the way in which the primary studies present the
information related to the objective, as well as the rigor of the topics developed1.

Next, quantitative and qualitative data were extracted from each of the 23 articles to
have valid and objective information. Each study was organized in an arrangement to
focus the contents of each publication, for the purposes of the research. The importance
of this activity lies in the appropriate presentation of the review report at the time of the
discussion, presented in Sect. 5.

The results of the quality assurance of the selected studies were presented using the
five-likert scale to visualize the dimensions of quality assurance analysis addressed, as
well as the impact of the studies themselves2. As a result, it was established that the
average rigor is 91% grouping based on the way in which the study answered questions
PQA1 and PQA2. The validity of the set of studies is 84% based on the way in which
each study answers questions PQA3, PQA4, PQA5, PQA6 and PQA7. Finally, the appli-
cability of the set of studies is 72% based on the way in which each study answers the
questions PQA8, PQA9, PQA10 and PQA11. The three quality measures adopted for
the study, in terms of rigor, validity and applicability, are shown in Fig. 1.

1 Attached: https://bit.ly/slrappendixacevedoetal, table A2.
2 Attached: https://bit.ly/slrappendixacevedoetal, table A3.

https://bit.ly/slrappendixacevedoetal
https://bit.ly/slrappendixacevedoetal
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Fig. 1. Measure of rigor, validity and applicability in each study.

For the synthesis of the representative data of each publication, the methods estab-
lished in Sect. 3 were used. Carrying out this activity made it possible to characterize
and evaluate each publication jointly using the complete study and the extended infor-
mation from the classification table and the ordering of the support tools. At the time of
collecting the information related to each research question, specific data were recorded
in each field of the extraction form.

5 Review Report

The results organized by research question are described below. In the discussion of
the results, reference is made to the articles with the form Px, where “x” is the article
number as described in Table A1 of the documentation attached to this work3.

3 Attached: https://bit.ly/slrappendixacevedoetal, list of articles in table A1.

https://bit.ly/slrappendixacevedoetal
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5.1 RQ1. What Software Architectures Exist for Critical Systems?

Table 7 summarizes the software architectures found in the analysis of the articles and
the total number found. 39% of the works under study apply an implementation of lay-
ered architectures. This design decision of the systems under study requires extensive
testing and a clear separation of functions that can introduce more possibilities of fail-
ure; therefore, selecting a layered architecture ensures that each function has its failure
probability limited. P3 shows a modular security case for a work network that requires
compliance with the IEC 61508 standard and describes a protocol to transfer data safely,
complying with SIL level 3.

30% of the publications use an architecture with a voting scheme of the M-out-
of-N type and 70% of this subset specifically uses the 1oo2 scheme. This distribution
among the studies is justified since certain domains require that the system remain
functional under extreme conditions and meeting the required SIL level. In work P20
the authors present a solution that implements redundant hardware and given the case of
implementation of the solution on a high-pressure high temperature environment, they
do not recommend the use of their double pressure transmitter scheme because they
could add a failure in the complete sensor.

About 26% of the works mention and apply a software scheme in conjunction with
hardware redundancy as a risk mitigation measure. In P13 hardware redundancy is
mentioned as a safe monitoring method under comparison tests using a voter.

Also, 13% of publications employ master-slave architecture as a proposed solu-
tion. Thus, in P9 a master microcontroller and different slave microcontrollers are
recommended, with their respective treatment of possible faults.

Only 8% of the papers propose an architecture that includes software redundancy
and they do not cover the entire certification procedure necessary for the implementation
of a critical software-driven system.

Table 7. Types of software architecture used.

Identifier Architecture Article that implements the solution Total

MooN m-out-of-n P5 P6 P8 P9 P13 P14 P15 P20 8

MS Master-Slave P9 P18 P19 3

RHW Hardware redundancy P7 P13 P14 P16 P20 P21 6

AC Layered architecture P3 P10 P11 P16 P17 P19 P20 P21 P22 9

RSW Software redundancy P1 P2 2

FSM Finite state machine P12 1

SCP Safety channel pattern P23 1

5.2 RQ2. What Regulations do they Comply With?

About 78% of the studies expressly address the IEC 61508 standard, while the remaining
22% indicate specific regulations of the domain and scope of application of software
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architecture in a critical system, referring to the characteristics and design restrictions
demanded: automotive [P7] [P25] [P15] avionics [P22] and specific telecommunication
regulations [P3].

A notable result is the growing development of automatic driving technologies
addressed in the recommended practices for surface vehicles [12], increasing the rigor
required for software components and programmable circuits, with limited response
times. Mention is made, then, of the ISO/IEC/IEEE 42010 standard that regulates this
new area without excluding the existing ISO 26262 standard.

Paper P19 does not make direct reference to the IEC 61158 standard because the
scope of the study in question is the implementation of a secure communication protocol.
Technically the IEC 61784 standard defines protocols based on the standard mentioned
above and includes other extended definitions.

In P21 experimental results on the system audit under a fault injection test are pre-
sented to verify the implementation of the security concepts, it also indicates the possibil-
ity of carrying out automated tests for system validation in accordance with the ISO7637
standard [13]. Table 8 summarizes the regulations that are intended to be complied with
and the articles that mention them.

Table 8. Regulations identified in each article.

Normative Article

IEC 61508 P1 P2 P3 P4 P5 P6 P7 P9 P10 P11 P13 P14 P15 P16 P18 P19 P20 P21

DO 178 P12

EN 14908 P5

EN 50126 P13

EN 50128 P13

EN 50129 P13

ISO 26262 P8 P9 P11 P17 P21 P22 P23

IEC 61131 P7

EN 954-1 P6

IEC 61800 P6

IEC 60204 P6

IEC 61511 P16

API RP 14C P16

IEC 61784 P19 P22

IEC 61158 P22

ISO/IEC/IEEE 42010 P23
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5.3 RQ3. What Level of Security do they Verify?

The 60% of the works included in the study aim to reach SIL 3 or similar level in accor-
dance with the specific regulations. The distribution of publications referring to software
architectures for critical systems that address this level of comprehensive security allows
viewing the presence of software solutions in this area that comply with the standards
in force in each domain covered (see Table 9).

Around 39% of the papers reviewed aim to certify up to a SIL4 level or equivalent in
ASIL and DAL. Finally, 30% of the publications aim to achieve a SIL2 level or lower,
it is important to clarify that the required safety level varies according to the domain
of the critical system and in the presence of publications that mention these levels
of SIL1 and SIL2. It is possible to use elements of different SIL to achieve a higher
SIL, in particular, IEC 61508 part 2 7.4.3.2 [1] clarifies that there must be sufficient
independence between the elements present in the combination. Several studies suggest
that the proposed systems can be presented in combination to achieve higher SIL levels.
P1 includes the cyclically operating programmable electronic system as an alternative to
verify SIL 4. n P2 the problemof SIL apportionment is discussed and it says that applying
rules for apportionment must be studied in detail to avoid inconsistency. According
to 61508 Annex B, for SIL3 and SIL4, dynamic analysis is required to validate the
results that can be obtained by means of static analysis and failure analysis. In P21, a
combination of quantitative analysis is used to achieve the proposed ASIL level and
qualitative analysis to complement the proposed safety goals.

Table 9. SIL level identified in each article.

SSIL Article

SIL1/ASIL A P2 P15

SIL2 P2 P6 P10 P11 P16 P20

SIL3/ASIL B/DAL B P1 P2 P3 P4 P5 P6 P7 P9 P12 P14 P16 P18 P19 P22

SIL4/ASIL D/DAL A P1 P2 P4 P8 P12 P13 P17 P21 P23

5.4 RQ4.1 What Technology do They Use?

The technology section chosen as the implementation platform is the analysis dimension
that presents the greatest diversity of results. All publications use their own high-level
software scheme to reduce the complexity of the specific hardware schemes. 30% of the
included studies use a framework as technology for software development. 48% of the
included studies present software development using libraries. To a lesser extent, about
22% of the included studies only describe software development at the source code level.

In some cases, in the automotive domain the use of a CAN bus [P8] [P11] [P17]
[P23] is described, which at the software technology level use libraries or a framework
for greater integration of functions. The implementation of the bus is specific for each
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case treated. The variety of technologies available to support the development cycle of
an architecture is due to restrictions on the hardware on which the implementation is
made. In P10 it uses state simulation software tools. In P13 it uses the development tools
of the chosen ARM7 board. Table 10 shows the articles by technology.

Table 10. Technologies used for software architectures.

Technology Article Total

Framework P3 P10 P13 P14 P19 P21 P22 7

Libraries P2 P4 P5 P6 P7 P8 P11 P15 P17 P20 P23 11

Source Code P1 P9 P12 P16 P18 5

5.5 RQ4.2 What Platforms are Used?

The distribution of platforms evidenced to implement software architecture is displayed
in Table 11. About 65% of the studies use their own solution, 21% of the studies describe
the use of a commercially available microcontroller. A notable result is the one described
in article [P18], which uses a platform that is certified by IEC61508 SIL 3 and ISO26262
ASIL D. To a lesser extent is the use of software architectures on programmable logic
controllers (PLC), representing 13% of the total of studies included. In the cases that
contemplate the use of programmable logic controllers, their implementationwas accom-
panied by an operating environment using a real-time operating system to validate the
expected behavior of the system under test. And finally, there is the choice of a real-time
operating system (RTOS) as a platform, representing about 8% of the included studies.
In P6 the use of a real-time operating system is mentioned for its implementation in con-
trol systems. Therefore, it can be ensured that there is no predominance of a platform
for any type of implementation of a critical system, the use of microcontrollers is just
one more part of the system and by itself does not influence Systematic Capability.

Table 11. Platforms used in each type of software architecture developed.

Platform Article Total

Specific solution P1 P2 P3 P4 P5 P8 P10 P11 P14 P15 P16 P17 P19 P22 P23 15

MCU P9 P12 P13 P18 P21 5

PLC P6 P7 P20 3

RTOS P6 P7 2
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5.6 RQ5. What are the Application Domains?

To answer this section, the domain to which the critical systemworked in the publication
belongs is taken into consideration. 43% of the reviewed publications use software
architecture for a critical system under the domain of security in industrial equipment.

Around 26% of the studies describe systems that are used under the domain of the
automotive industry, including the activities of validation, analysis and development of
software architecture. About 8% of the studies reviewed present a system that is used
under the domain of trains [P23] [P9]. P20 deals with the implementation of critical
systems in the security domain in offshore facilities. The application domains for crit-
ical systems that include software architecture (see Table 12). The growth of domains
in which critical systems applications are presented prompts revisions to existing regu-
lations and leads in many cases to the creation of new regulations. Specific restrictions
can be presented to a domain, and when trying to treat these restrictions from a single
general standard, it can lead to a loss of specificity in the correct analysis of the measures
to take into account for the development.

Table 12. Domain of the critical system treated in each article.

Domain Article Total

Industrial equipment safety P1 P2 P3 P4 P5 P6 P7 P14 P15 P16 10

Automotive P8 P9 P10 P11 P17 P21 P23 7

Avionics P12 1

Secure communication networks P19 P22 2

Railway P13 P18 2

Offshore facility security P20 1

5.7 RQ6 What are the Reported Activities?

Activities that describe architecture design including security cases are required, and
activities that ensure the application of the system using certified electronic components
and the respective test roles following the security cases developed in a particular way.
The activities covered in each publication differ because each level of security integrity
has greater stringency in the requirements. 50% of this set of studies mentioned describe
the system testing stage. One of the notable characteristics in this domain is the compre-
hensive evaluation of all the constraints of the environment in which the critical system is
to be implemented, this fact requires correct documentation of the software and hardware
to be used.

Finally, P23 and P9 include validation activities at the system test level, this is related
to the SIL level that is intended to be achieved in these two articles. The identification
by activity and article is found in Table 13. There is no homogeneous development
when proposing the activities reported in each study. Standard [1] suggests a guided
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development cycle, however the implementation of said development cycle will vary
due to human resources and the instances set for each stage. One of the variations
present in the activities refers to the use of existing and certified hardware, a fact that
by itself does not guarantee a SIL compliance application, however it allows consistent
results in the validation stage.

Table 13. Activities reported in the development of software architectures for critical systems.

Activity Article Total

Analysis All articles 23

Research P4 P5 P7 P9 P10 P11 P17 7

Development P1 P2 P3 P5 P6 P8 P9 P10 P12 P13 P14 P15 P16 P17 P18 P19 P20 P21
P23

19

Validation P1 P2 P3 P4 P6 P7 P8 P9 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
P21 P22 P23

22

Implantation P13 P16 2

5.8 Additional Results

As shown in Fig. 2, the distribution of publications that meet the proposed research
criteria presents a fluctuation that reaches its maximum between the years 2009 to 2012.

Fig. 2. Distribution of primary studies by domain.

Once the relevant data had been extracted from the set of studies selected to conduct
the review, a scheme was reached that describes it based on the parameters that are
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directly related to the research questions, meaning information with granularity based
on the oneness of each publication and the excluding and non- excluding characteristics
indicated in the methodology. This change in the schemes presented respecting the
criterion of uniqueness of the publications and presenting links has been formally studied
in works such as Hashemi et al. [14]. Implemented on the set of studies, an important
grouping of publications is observed that treat a layered architecture with SIL 2 and
SIL 3. And another grouping presenting an architecture taking a base scheme of M-
out-of-N grouped in the levels SIL 3 and SIL 4, this is presented in Fig. 3. Regarding
the proportion in the way of presenting software developments related to the included
architectures, keeping in mind the temporal dimension, there were no groupings greater
than two publications and their distribution is displayed in Fig. 4.

Fig. 3. Grouping of primary studies by architecture and by SIL treated.

5.9 Threats to Validity

The threats to validity identified during the development of this work are listed below.
Regarding the search carried out: a systematic literature review using various search
engines presents the need to control the studies that are indexed in various sources and
to select the version of the latest revision if this occurs. This aspect was addressed by
using a control by index after the result of the search string at the end of phase 1 and
until phase 4, even when the selection by title and abstract was made.

Regarding the included studies: we have sought to ensure the validity of the data
sent in this review based on the quality of the set of articles included. According to the
approach presented in good practice for conducting reviews, observational studies tend to
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be more susceptible to bias than experimental studies; the conclusions that can be drawn
from them are necessarily more tentative and often generate hypotheses, highlighting
areas for future research [15]. This approachwas adopted for quality assurance criteria by
Kitchenham and Charters to minimize bias and maximize internal and external validity.
Using these quality assurance tools for each study, it was possible to obtain a quality
measure of the set of studies to address this aspect of validity.

Fig. 4. Grouping of primary studies by architecture and year of publication.

6 Conclusions

In this work, an SLR focused on software architectures and their application in critical
systems was presented. Therefore, the search and selection methods of the primary
studies were defined, in order to obtain the state of the art of the approaches. The
research criteria were defined, the method used to carry out the search and the selection
criteria of the primary studies were presented and the report was made.

The results indicate that there is a broad development of software architectures in
various industrial domains. A majority of the automotive domain and the domain of
security in industrial equipment are evident. A study distribution per year, platform,
technology and architecture in the design was reached. It was also sought to determine
the integral security level treated in each architecture, in this sense, there is an important
distribution on SIL 3 and SIL 4 levels in the set of studies analyzed. References to
standards that regulate each process implemented as a security function delegated to the
software were also found.
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From this study, we can conclude that the implementation of software architectures
in critical systems requires a comprehensive evaluation that includes the technologies to
be used, the existing standards that provide a framework onwhich the development cycle
must be adapted, the level of security that the functions implemented by the software
must fulfill, the technology and development platform chosen to limit the failure rate,
within what is allowed by the required level of security.

In general terms, software architectures that can meet high levels of SIL were evi-
denced. In this regard, proof was found that software architectures with a layered design
predominate. Regarding the regulations that the developments present in the studies try to
complywith, it was evidenced that the use of the IEC 61508 standard is presented inmost
of the studies, but its compliance must be presented in conjunction with domain-specific
standards.

Regarding the sections of technology used and development platforms, a trend was
identified to use specific solutions, although there are certified hardware solutions that
allow greater control throughout the life cycle of the project. Most studies use their own
hardware definitions and software definitions at source code level or libraries that make
use of the established physical support, with frameworks intended for the validation of
the functions implemented by software.

Regarding the section of reported activities, there is no single definition to follow
for the development of architectures, but there are clear and standardized processes to
establish modules, test each software element and control by simulation its interaction
with the hardware, which, in many evidenced cases, means submitting the required level
of security.

To summarize, the SLR results presented in the previous sections allow us to affirm
that there is a strong trend to implement secure functions through software, this trend is
growing, and it spans several domains of the industry.
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Abstract. Deployment is the process by which a software system is transferred
to a business client. A risk is defined as the likelihood for a loss to occur. In
a software project, a risk might imply decreased quality of the software product,
increased costs, a delay in project completion or a flaw, among others. A case study
is developed with the aim to refine the set of risks. Furthermore, procedures are
proposed for their prevention, mitigation and/or transfer for the software system
deployment process. This article presents the results of a case studywhich analyzed
the documentation related to deployment of functionalities in a bank’s Human
Resources Portal conducted by an Argentina based software Small and Medium
Enterprise (SME (Presidencia de la Nación. (2018). https://www.argentina.gob.
ar/noticias/nuevas-categorias-para-ser-pyme. Last updated on 09/05/2018.)).

Keywords: Software system deployment · Risk management · Case study

1 Introduction

There are various factors that can affect software projects, such as modifications in
priorities and inadequate planning [1]. One of the most important factors might be
unmanaged risks. A risk is the probability for a loss to occur. In a software project,
such loss might take the form of decreased quality of the software product, increased
development costs, a delay in project completion or a flaw [2]. A prevailing condition for
the growth of the software industry is that companies offer higher quality products that
satisfy customer demands and requirements, but above all that generates confidence at
the time of use [3]. This is achieved through the application of internationally recognized
risk management models and methodologies. However, according to the 2019 annual
report published by the PermanentObservatory of the Software and Information Services
Industry (OPSSI) [4], in Argentina, the Software Industry is mainly made up of small
and medium-sized companies (SMEs), which represent almost 80% of the sector (this
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constitutes them as a fundamental link in the country’s economy), but in this kind of
companies it’s difficult to implement this type of models and methodologies because it
involves a large investment in money, time and resources. At the international level, the
same reality is reflected regarding SMEsmake up a large portion of the software industry
[5]. These organizations have realized that it is crucial for their business to improve their
processes and working methods, but they lack the knowledge and resources to do this.
The only way to contribute to the success of projects, therefore, is to define, implement
and stabilize the development processes [6].

A large number of projects lack formal approaches for risk management. The iden-
tification thereof usually depends, at an informal level, on the abilities and level of
experience of software managers [7]. Although software risk management plays a key
role in successful project management, it is usually not properly implemented in real
world software projects, particularly in SMEs in Argentina [8].

Software system deployment is the phase of the development life cycle in which the
software product is transferred to the client. The deployment process entails practices
which tend to pose problems, such as the lack of components (generally external),
incomplete downloads and faulty installations [9].

Software deployment is usually conducted in distributed and heterogeneous environ-
ments, which add complexity, thus causing time consumption and additional costs [10].
Deployment entails a series of changes at several levels: processes, working methods,
technology and organizational structure [11].

According to Reascos Paredes et al. [12], the main causes of technological risks
include heterogeneous and incompatible infrastructure, SMEs’ poor technological capa-
bilities and competences, the complexity of these systems, and bad data quality and
safety. Forbes et al. [13] argue that the results of non-standardized and inadequate deploy-
ment practices are reflected in the information systems, which are difficult to maintain
and operate.

This work presents the results of a case study aimed at refining (if necessary) the
set of risks, as well as the procedures for their prevention, mitigation and/or transfer
defined for the deployment process of software systems SMEs’ in Argentina. Through
this case study, the set of risks proposed for each of the tasks for the deployment process
of software systems presented in CACIC 2020 [14] has been validated.

This article is organized as follows: related works are described in Sect. 2; Sect. 3
presents the set of risks for the deployment process; Sect. 4 addresses the case study;
and finally, Sect. 5 presents the conclusions and future works.

2 Related Works

A Systematic Mapping Study (SMS) was performed to build the state of the art on risk
management for the deployment process of software systems [15]. After analyzing 100
primary studies, it was found that the most commonly used methodologies, methods and
standards addressing risk management are CMMI [16], PMBOK [17] and SOFTWARE
RISK EVALUATION [18].

To complement the SMS, a comparative analysis of the previously mentioned
methodologies, methods and standards was conducted based on the DESMET method
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characteristics [19]. MAGERIT [20] was added to the comparison since it is one of the
pioneering risk management methodologies.

The comparative analysis for the deployment addressed three dimensions: “Process”,
“Person” and “Product” [21]. After this comparative analysis, it was concluded that in
the “Process” dimension all the methodologies, methods and standards analyzed address
the risks for the deployment process. In the “Product” dimension, SOFTWARE RISK
EVALUATION as well as PMBOK and MAGERIT include the risks of the deploy-
ment process while CMMI does not. Finally, in the “Person” dimension, none of the
methodologies, methods or standards evaluated address the risks of the deployment
process.

3 Risks of the Deployment Process

The activities and tasks considered for the definition of the risks of the deployment pro-
cess are those stated in the technical process called “Transition” of the ISO/IEC/IEEE
12207:2017 standard [22]. This standard was chosen because it is internationally
recognized.

For a better structuring of the solution, as well as so that its application in the industry
can be carried out in a systematic way in different deployment projects, it is decided to
define a coding for it. The proposal of Runeson et al. [23] that proposes guidelines for
the design of a coding scheme for the analysis and interpretation of the data in the case
studies. These guidelines are detailed below:

– Code as much as possible.
– Codes must be prioritized as follows:

• High-level codes, based on research questions.
• Mid-level codes, based on code groupings: code categories.
• The low-level code is your interpretation of the text (in the Comments field).

The resulting coding for the activities and tasks of the deployment process are detailed
in Table 1.

The risk classification used is the one proposed in [7], with adjustmentsmade consid-
ering the evolution of software engineering in the last few decades and the deployment
process of software systems. For risk weighting, the proposal established in the ISO/IEC
31010:2009 standard [24] is adopted, since it is one of the main international references
in terms of risk management for the software industry.

The definition of risks was established considering a three-dimensional approach,
given by the “Process” dimension, the “Person” dimension and the “Product” dimension
[21].

4 Description of the Case Study

This section presents a detailed account of the case study following the guidelines
proposed in [23].
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Table 1. Activities and tasks of the technical process “Transition” [22].

Activities Tasks

A1 Preparation for deployment T1 Identify technological restrictions

T2 Obtain access to the environments, systems or
services enabled

T3 Analyze existing policies and standards

T4 Define unit testing policies

T5 Define deployment priorities in order to support the
data and software migration and transition

T6 Identify restrictions in the deployment strategy

A2 Deployment execution T7 Develop or adapt software elements according to the
deployment strategy

T8 Record requirement compliance evidence

T9 Adapt hardware elements and software services

T10 Staff training

A3 Deployment results management T11 Record the results and anomalies found

T12 Keep traceability

T13 Provide key artifacts

T14 Document fulfillment of expectations and
capabilities

T15 Evaluate the need or opportunity for improvement

4.1 Case Study Design

Themain objective is to examine the feasibility of the application of a set of risks, as well
as the procedures for their prevention, mitigation and/or transfer in the deployment pro-
cess of software systems in a real environment with the aim to refine them (if necessary).
According toRobson’s classification [25], case studies fall under the scope of exploratory
studies. We worked with documentation related to the deployment of capability deliver-
ables for a bank’s Human Resources Portal performed by an Argentina-based software
SME.

4.2 Research Questions

In order to address the objective of this study, the following research questions (RQ) are
posed:

RQ1: How were risks managed during the activities of the software system deployment
process (identification, analysis and severity)?
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This question is intended to provide information about the risks encountered during
the execution of the deployment process and the treatment provided by the consulting
company in order to compare them with the proposal made.

RQ2:Howcan the software systemdeployment process be strengthened in this company?

This question is intended to determine the way in which the consulting company can
enhance its deployment process. For this purpose, the identification of a set of risks is
proposed, along with the procedures for their prevention, mitigation and/or transfer.

4.3 Case and Unit of Analysis

This section describes the context, the case and the unit of analysis of the case study.
According to Yin’s classification [26], it is a holistic single-case study.

Context: the case studywas conducted in a software SME located in theAutonomous
City of Buenos Aires, with a total of 430 employees. This company develops customized
information systems for clients of different industry sectors, including finance, automo-
tive, pharmaceutical and banking. Its software projects combine agile practices with
iterative life cycle development methodologies. Access was granted to the documenta-
tion of the project subject to an agreement not to disclose the name of the company and
a commitment to inform about any findings and recommendations to be considered for
deployment process risk management.

Case: deployment of deliverables for a Human Resources Portal conducted at a bank
based in Argentina. It consisted in adding new capabilities, using a modular strategy.
These were: integration with a new data source, publication of Application Program-
ming Interfaces (APIs), integration with a distance learning portal, modification of the
final user interface, new employee management alerts and notifications, appearance
modifications to the application organigram, and modification to approval flows.

Unit of analysis: documentation related to the deployment of deliverables for a
Human Resources Portal.

4.4 Preparation for Data Collection

A third-degree technique was used combined with an independent method according
to the classification proposed in [27]. A template with a coding scheme made up of 3
groups was used. Each group coincides with the 3 activities of the technical process
called “Transition” of the ISO/IEC/IEEE 12207: 2017 Standard [22] (A1 Preparation
for deployment, A2 Deployment Execution and A3 Deployment Results Management).

Table 2 shows the traceability of the documents analyzed and the risks associated
with each of the dimensions.
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Table 2. Traceability of the documents analyzed for the case study.

Documents/activities A1 A2 A3

Risk monitoring spreadsheet RProc6, RPers3 and RProd1 RProc10 RProd15

Progress report RPers4 RProc7 and RProd9 RPers13

Deliverable 1 - closing
report

RProd4 RProc8 and RPers9 RProc14, RPers15 and RProd13

Deliverable 1 - deployment
report

RProd8 RProc15 and RPers12

Deliverable 1 - deployment
summary

RPers8 RProc11 and RProd12

Deliverable 1 - deployment
tests guide

RProc4, RPers2 and
RProd5

RProd10

Deliverable 1 - deployment
Test cases

RProc4, RPers2 and
RProd3

Deliverable 1 – installation
scripts

RPers1 and RProd2 RProc12

Deliverable 1 – work plan RProc5 and RPers5 RProd7 and RPers10

Deliverable 1 – installation
requirements

RProc1 and RProd6 RProc9 and RPers7

Deliverable 1 - deployment
completion report

RProc2 and RPers6 RProd9 RProc13, RPers14 and RProd14

Deliverable 2 - closing
report

RProd4 RProc8 and RPers9 RProc14, RPers15 and RProd13

Deliverable 2 - deployment
report

RProd8 RPers12

Deliverable 2 – deployment
summary

RPers8 RProc11, RProc15 and RProd12

Deliverable 2 - deployment
tests guide

RProc4, RPers2 and
RProd5

RProd10

Deliverable 2 - deployment
test cases

RProc4, RPers2 and
RProd3

Deliverable 2 – installation
scripts

RPers1 and RProd2 RProc12

Deliverable 2 – work plan RProc5 and RPers5 RPers10 and RProd7

Deliverable 2 – installation
requirements

RProc1 and RProd6 RProc9 and RPers7

Delivery 2 - deployment
completion report

RProc2 and RPers6 RProd9 RProc13, RPers14 and RProd14

General documentation RProc3 RPers11 and RProd11

Table 3 shows the resulting risk weighting for the “Process” dimension in the case
study.
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Table 3. Risk weighting of the “Process” dimension for the case study.

Activity Risk Weight Result

A1 RProc1 [Probability (H) * Impact (H)] = VH

RProc2 [Probability (M) * Impact (H)] = H

RProc3 [Probability (L) * Impact (L)] = L

RProc4 [Probability (H) * Impact (VH)] = VH

RProc5 [Probability (VH) * Impact (VH)] = VH

RProc6 [Probability (L) * Impact (H)] = H

A2 RProc7 [Probability (L) * Impact (VH)] = VH

RProc8 [Probability (L) * Impact (M)] = M

RProc9 [Probability (M) * Impact (H)] = H

RProc10 [Probability (L) * Impact (H)] = H

A3 RProc11 [Probability (L) * Impact (M)] = M

RProc12 [Probability (H) * Impact (H)] = VH

RProc13 [Probability (H) * Impact (VH)] = VH

RProc14 [Probability (M) * Impact (H)] = H

RProc15 [Probability (L) * Impact (L)] = L

The risk weighting of the “Person” dimension is presented in Table 4.

Table 4. Risk weighting of the “Person” dimension

Activity Risk Weight Result

A1 RPers1 [Probability (H) * Impact (H] = VH

RPers2 [Probability (L) * Impact (H)] = H

RPers3 [Probability (M) * Impact (H)] = H

RPers4 [Probability (L) * Impact (H)] = H

RPers5 [Probability (H) * Impact (VH)] = VH

RPers6 [Probability (H) * Impact (H)] = VH

A2 RPers7 [Probability (H) * Impact (H)] = VH

RPers8 [Probability (ML) * Impact (H)] = M

RPers9 [Probability (L) * Impact (H)] = H

RPers10 [Probability (M) * Impact (H)] = H

A3 RPers11 [Probability (L) * Impact (M)] = M

RPers12 [Probability (H) * Impact (H)] = VH

RPers13 [Probability (L) * Impact (H)] = H

RPers14 [Probability (H) * Impact (H)] = VH

RPers15 [Probability (H) * Impact (VH)] = VH

The risks weight of the “Product” dimension is presented in Table 5.
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Table 5. Risk weighting of the “Product” dimension

Activity Risk Weight Result

A1 RProd1 [Probability (L) * Impact (H)] = H

RProd2 [Probability (M) * Impact (H)] = H

RProd3 [Probability (M) * Impact (H)] = H

RProd4 [Probability (L) * Impact (VH)] = H

RProd5 [Probability(H) * Impact (H)] = VH

RProd6 [Probability (MH) * Impact (H)] = VH

A2 RProd7 [Probability (M) * Impact (M)] = M

RProd8 [Probability (H) * Impact (M)] = H

RProd9 [Probability (M) * Impact (H)] = H

RProd10 [Probability (H) * Impact (H)] = VH

A3 RProd11 [Probability(H) * Impact (M)] = H

RProd12 [Probability(H) * Impact (H)] = VH

RProd13 [Probability (L) * Impact (H)] = H

RProd14 [Probability (M) * Impact (H)] = H

RProd15 [Probability (H) * Impact (VH)] = VH

4.5 Analysis and Interpretation of Results

The results of the research questions defined for the case study are presented below:

RQ1: How were risks managed during the activities of the software system deployment
process (identification, analysis and severity)?

Based on the documentation analyzed, it was possible to find flaws in the risk
management proposed for the activities of the deployment process:

• Activity 1 (A1) – Preparation for Deployment: The deployment progress reports
showed that, due to the few investments in technology made in recent years, the
resources (hardware and basic software) assigned to the production environment did
not comply with the minimum requirements requested by the consulting company to
carry out the deployment in accordance with the established work plan. According to
the deployment reports analyzed, the technicians (bank employees) did not have the
knowledge and skills necessary for the correct deployment of scripts and monitoring
of the guides sent by the consulting company. This is because the technicians who
participated in the original deployment left the organization and were replaced by per-
sonnel with little technical or functional experience. The general documentation of
the project shows that the bank does not have an adequate personnel retention policy,
which generates frequent rotation.
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• Activity 2 (A2) – Deployment Execution: according to the progress reports of the
deployment project, the technical flaws mentioned in the previous stage (separation
of technical personnel with experience in the technologies involved and greater com-
plexity of the product) generated friction between the consulting company and the
managers of the bank. This was due to non-compliance with the deadlines established
in the work plan, which ended up activating a penalty clause against the consulting
company.
During the documentary analysis, incomplete test plans and inadequate deployment
metrics were found. According to the deployment completion reports, the consulting
company had to face cost overruns for not having the document management proce-
dures required by the bank in the contract and in corporate policy. In addition, it was
necessary to add technical resources from the consulting company to address the lack
of technical expertise of the bank’s employees, who had to be trained to carry out
future deployments.
These technical drawbacks, added to a very demanding work schedule for internal
reasons and needs of the bank (shown in the closing reports), were some of the
causes that produced very important delays and friction between different sectors of
the organization that even considered the cancellation of the deployment project on
several occasions.

• Activity 3 (A3) -DeploymentResultsManagement: problemswith the software repos-
itories (lack of necessary permissions, previous versions, lack of components, etc.),
in addition to the low commitment and inexperience of the bank’s technicians, gener-
ated multiple drawbacks during the deployment. These technical drawbacks strongly
impacted on the quality of the final product and the satisfaction of the users who saw
their productivity affected due to failures in the application’s capabilities once the
deployment was complete.
In the deployment completion reports, it was also evidenced that there was a wrong
dimensioning of the deliverables and that the necessary security tests were not carried
out. This gave end users access to sensitive human resource information.

RQ2: How can the software systems deployment process be strengthened in this
company?

Proper risk management minimizes drawbacks in the deployment process. The fol-
lowing recommended procedures has been presented to the software consulting company
in order to prevent, mitigate and/or transfer each of the risks associated with the “Pro-
cess”, “Person” and “Product” dimensions. Table 6 shows the procedures associated
with the risks of the “Process” dimension.
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Table 6. Procedures associated with the risks of the “Process” dimension.

Risks (RProc) Procedures (PProc)

RProc1 Few investments in technology PProc1 Accurate software measurements are the best
prevention method for this type of risk. The methodology is
based on adequately managing costs, deadlines, and other
quantitative and qualitative factors associated with
deployment projects

RProc2 Friction between the software management and
senior executives

PProc2 Once friction is generated between the top executives
and the software management, it is not easy to continue the
project properly. Some of the approaches to control introduce
radical changes, such as outsourcing software management
and reducing the size of deliverables during deployment

RProc3 Void or non-existent corporate regulations PProc3 Having an adequate corporate policy allows for clear
and unambiguous objectives during the deployment project,
forcing the use of rules and procedures

RProc4 Poorly drawn test plans PProc4 One of the methods to prevent this type of risk is to
prepare the deployment test plan during the analysis and
design phase, thus anticipating the necessary requirements.
The software testing methodology will depend on the one
used for the project management

RProc5 Reduced schedule or work plan PProc5 There are several estimation methods for deployment
projects with the aim of mitigating these types of risks, such
as expert opinion, the use of estimation models, the
decomposition of the work plan and the comparison by
analogy with other similar projects among others

RProc6 Cancellation of the deployment process PProc6 The most effective prevention method is planning and
estimating the deployment project. That is, well-defined goals
and appropriately assigned tasks. Fluid communication must
also be maintained between all participants

RProc7 Friction between the client and the software
company

PProc7 In order to minimize the likelihood of friction
between clients and contractors and the consequences that
this may bring to the deployment project, it is advisable to
have legal personnel trained in the software domain, so that
they can comply with the contractual terms if necessary

RProc8 Inadequate metrics PProc8 Analogies with metrics use in other projects is one of
the most effective methods of preventing inadequate metrics
during deployment. The larger the number of analog projects
(not less than 25), the more effective the result will be

RProc9 Cost overruns PProc9 as the project progresses, it is more difficult to control
the associated costs. Cost overruns can occur for various
reasons. The best form of mitigation is detailed monitoring of
the deployment project. Any excess of time or resources used
can generate cost overruns. In particular, the use of overtime
for staff may be a factor that triggers the risk

RProc10 Inadequate training plans PProc10 Each and every one of the necessary aspects of
education and training for all the members of the deployment
project, including technicians and end users, must be covered
sufficiently in advance. Each one of the trainings carried out
must be registered and its level of compliance must be
evaluated according to the needs of the project

(continued)
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Table 6. (continued)

Risks (RProc) Procedures (PProc)

RProc11 Inadequate deployment management tools and
methods

PProc11 The most effective approach to preventing the use of
inappropriate software engineering tools during the
deployment project is to conduct surveys and generate metrics
for the tools most used by the software industry

RProc12 Inadequate repositories PProc12 One of the most effective preventive steps for
unsuitable configuration control of the repositories to be used
during the deployment of the software product is to carry out
a complete analysis of all the types of components that were
produced, how they are connected and how often they are
updated

RProc13 Inaccurate estimation of deliverables PProc13 The most effective prevention methodology for
estimation errors is the accurate measurement of the sizes of
all deliverables and the resources required to produce them.
The use of metrics during their deployment is also
recommended

RProc14 Low user satisfaction PProc14 User satisfaction is a complex and multifaceted
issue. Some of the seemingly effective preventive steps
include user experience specialists. In addition, user
satisfaction surveys are the basic monitoring mechanism to
guarantee it during deployment

RProc15 Ambiguous improvement goals PProc15 Establishing a formal software measurement
program and adopting functional metrics are effective
preventative measures to eliminate ambiguous goals during
software deployment

Table 7 shows the procedures associated with the risks of the “Person” dimension.

Table 7. Procedures associated with the risks of the “Person” dimension.

Risks (RPers) Procedures (PPers)

RPers1 Lack of specialization in the
technologies and processes involved

PPers1 A method of prevention and/or
mitigation of this type of risk is to create an
inventory of the skills of employees within the
company and to establish specialization
criteria and training study plans according to
the deployment project

RPers2 Users without adequate access
permissions

PPers2 In order to avoid delays and drawbacks
during the deployment, it is recommended that
all necessary access permissions for all the
members of the deployment project, including
technicians and end users, be analyzed and
requested in advance according to the
methodologies established by the Organization

(continued)
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Table 7. (continued)

Risks (RPers) Procedures (PPers)

RPers3 Inadequate staff retention policy PPers3 The most effective approach to prevent
the loss of resources during the deployment
project is for the organization to have an
adequate human resources policy that includes
extra incentives for meeting project milestones
not only economic but also based on other
professional aspects

RPers4 Functional or business inexperience
on the part of the users in charge of the tests

PPers4 In order to minimize this risk, the
members of the deployment project should be
carefully selected according to their role
within the organization, their commitment and
functional knowledge of the business. Another
important aspect is to achieve proper
communication between the members of the
project

RPers5 Constant changes in priorities PPers5 Having adequate management and
monitoring of the deployment project is the
best way to prevent this risk. Frequent
follow-up meetings must be held in which the
feasibility of the proposed changes and the
impact they have on the project times are
analyzed

RPers6 Additional efforts and/or resources PPers6 Having an agile and structured
induction plan during deployment reduces the
drawbacks associated with this risk. New staff
must be able to join in and assume their
responsibilities transparently

RPers7 Little experience in present systems PPers7 All platforms and interfaces that will
be part of the deployment project must be
analyzed and documented, and expert
technicians must be selected in order to
mitigate this risk. If training on any of them is
necessary, it must be carried out in advance

RPers8 Lack of expertise PPers8 It is recommended that the human
resources assigned to the deployment project
have technical and business expertise in order
to ensure the correct operation of each of the
deliverables. Each of the tasks must be
properly documented

RPers9 Bad professional practice PPers9 One of the most effective preventive
steps to mitigate this risk is to establish a
deployment plan based on expert opinion in
each of the components involved (hardware
and software services) in order to adapt them
for proper deployment

(continued)
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Table 7. (continued)

Risks (RPers) Procedures (PPers)

RPers10 Significant drop in resources
assigned to the project

PPers10 Clear policies must be established
within the Organization so that the resources
assigned to the deployment project are not
reallocated to other tasks. Similarly, at a legal
level, it is recommended that the need to
maintain the quantity and technical level of the
assigned resources be established with the
contractors

RPers11 Document management
inexperience

PPers11 One of the best practices to reduce or
mitigate this risk is to train the resources
assigned to the deployment project on the best
practices of the document management
methodology selected for the deployment
project. Sometimes it is advisable to outsource
this task to specialized personnel

RPers12 Various criteria or interpretations PPers12 It is recommended that a standard
traceability model be defined for the entire
deployment process that includes the project
participants, the sources (documents and
models) and the objects or artifacts to be
traced. These elements and their evolution
must be explicitly identified in each flow of the
deployment project

RPers13 Low productivity PPers13 Proper monitoring of the tasks
assigned to each of the members of the
deployment project is the best way to
minimize low productivity. To carry out
adequate documentation and periodic
follow-up meetings is recommended in order
to resolve deviations or delays

RPers14 Lack of collaboration from end users PPers14 To mitigate this risk, it is important
that the top management of the organization
embrace and disseminate the importance of
carrying out the functional tests of the software
product to the personnel affected by the
deployment project so as to avoid operational
drawbacks

RPers15 Low commitment PPerso15 The most effective methodology is
to work from different perspectives (technical,
human, etc.) so that all the members of the
deployment project (client and contractors)
feel the project as their own and challenging
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Table 8 shows the procedures associated with the risks of the “Product” dimension.

Table 8. Procedures associated with the risks of the “Product” dimension.

Risks (RProd) Procedures (PProd)

RProd1 Novel technology or with little use PProd1 It is recommended that new technology be used, but
with enough maturity and local support to avoid problems
during the deployment project. If possible, an analysis of
similar projects should be carried out to verify its adaptability
to the necessary capabilities

RProd2 Incompatibility with existing infrastructure PProd2 to mitigate this risk, it is essential that a thorough
analysis of compliance with the basic hardware or software
requirements needed for the deployment be carried out in
advance. All tasks must be properly documented and validated

RProd3 Lack of adaptation to new technologies PProd3 Given the emergence of new technologies, such as
DevOps and/or continuous deployment, it is necessary to adapt
the organization’s policies and/or procedures to the one
selected for the deployment project. If necessary, it is
recommended that external consulting be added to carry out
this task adequately

RProd4 Lack of components PProd4 It must be ensured that all components linked to the
deliverables are available at the time of deployment. The best
way to do this is through the proper traceability thereof

RProd5 Incompatible data format PProd5 in order to prevent this risk, data sets must be selected
for each of the technologies affected by the deployment
process in order to validate their compatibility during their
import into the new technology. These tests must be
documented and supervised

RProd6 Little flexibility PProd6 Defining the deployment strategy clearly and
concretely will make it possible to choose the best technology
for the software project so that it has the capacity to adapt to
the changes that may arise during the deployment

RProd7 Greater complexity PProd7 It is recommended that the capabilities and scope to be
fulfilled by the software product be defined and properly
documented in order to avoid increasing costs and time during
the deployment project

RProd8 Flaws or Errors in operation PProd8 A methodology should be used to record the fulfillment
of all the capabilities of the product during the deployment,
establishing reviews with the objective of guaranteeing that all
technical and functional aspects were covered

RProd9 Loss of characteristics and/or functions PProd9 to comply with all the necessary hardware
requirements to avoid adapting the product due to technical
incompatibility during deployment and to carry out a check-up
in advance together with specialists is recommended

RProd10 Lack of knowledge of the capabilities of the
product

PProd10 Fully documenting all the capabilities of the software
product in an end user manual makes it possible to take full
advantage of its features and ensure its correct deployment

RProd11 Scarce documentation PProd11 Having a knowledge base allows recording of the
results and anomalies found during deployment. They serve to
detect recurring problems and improve the process
continuously

(continued)
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Table 8. (continued)

Risks (RProd) Procedures (PProd)

RProd12 Inconsistencies in product versions PProd12 Controlling the different versions of all analysis and
design documentation, disseminating the latest versions as
soon as possible and alerting the entire team is one of the best
ways to prevent and/or mitigate this risk during deployment

RProd13 Incomplete capabilities PProd13 the configuration parameters of key artifact
components should be determined in advance (for example:
Libraries, Shell Scripts parameters, among others).
Completeness of all components within software repositories
must be guaranteed during deployment. Additionally, the
requirements on the workstations (plugins, active X
components, etc.) must be identified

RProd14 Low quality PProd14 Compliance with all capabilities of the software
product should be thoroughly reviewed and recorded to ensure
quality during deployment. It is recommended that a list
previously defined in collaboration with the key users of the
project be used

RProd15 Security tests not performed Prod15 It is recommended that cybersecurity methodologies
be applied during the deployment project in accordance with
the best market practices and procedures defined by the
Organization

4.6 Threats to Validity

To analyze the validity of the study, the factors proposed in [27] were considered:
Construct validity. The results were obtained based on the documentary analysis of

a set of risks for the process of deployment of software systems in a real context. This
allowed us to answer the defined research questions, determining their relevance and
suitability for the case.

Internal validity. The documentation used refers to a real case, a deployment of new
deliverables for a Human Resources Portal performed in a bank in Argentina. In order to
achieve greater precision and validity of the studied process, the need to combine the data
source (project documentation) with other types of sources, such as interviews and/or
focus groups to guarantee “data triangulation (source)”, is recognized. Furthermore,
the qualitative data collected and analyzed could be combined with quantitative data
resulting from the project, thus ensuring a “Methodological Triangulation”.

External validity. Carrying out a single case study may limit the generalizability
of the results. However, a preliminary case study was conducted in [21]. These two
experiences allow us to present results, which can be used by other researchers to carry
out more studies with the same principles.

Reliability. The study data was collected and analyzed by the research group.

4.7 Lessons Learned

• Method selection: a validation of a set of risks, as well as the procedures for their
prevention, mitigation and/or transfer, for the process of deployment of software
systems, was needed in a real environment, in order to refine them (if required).
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The results obtained allowed us to analyze the application of the set of risks defined
in a real environment. Therefore, the method used is considered to have yielded the
expected results.

• Data collection: although the documentation of the software system deployment pro-
cess has been reviewed in order to analyze how the risksweremanaged, it is considered
that the case could be strengthened if the data collectedwere complemented by another
source or by quantitative data.

• Selected coding. The coding scheme selected for the design of the data collection
and analysis template was adequate and allowed the systematic recording of risk
information.

• Results report: Although the case ismade up of two research questions, it is considered
that thework carried out took into account an adequate level of detail for understanding
the phenomenon under study.

5 Conclusions and Future Work

The results of a case study were presented to determine the feasibility of applying a set
of risks, as well as the procedures for their prevention, mitigation and/or transfer for
the process of deploying software systems in a real environment. It consisted of the risk
analysis of the deployment of new deliverables for a Human Resources Portal carried
out by a software SME in a bank in Argentina. After conducting the case study, it is
concluded that:

• The first question allowed us to identify shortcomings in risk management through
documentary analysis. These shortcomings include the lack of specialization of project
personnel, mixed interests between the intervening areas and non-compliance with
requirements of the installation environment.

• The second question allowed us to design a set of recommended procedures (presented
in Sect. 4.5) for the company to improve its deployment process and to introduce good
risk management practices for future software system deployments.

The lessons learned from the case showed that the research method was adequate to
validate the proposal.

The following are identified as future works: (a) to validate the risk proposal for the
software deployment process in different case studies in order to refine it. (b) To propose
the use of the risks defined for the deployment of software systems, as well as the
procedures for the prevention, mitigation and/or transfer thereof, by other professionals
in the industry.
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Abstract. Current organizations handle great amount of data. Nowadays, being
able to better and keep their quality is one of the main goals that such orga-
nizations deal with. For this purpose, there exist standards defined by ISO that
measure the data quality based on a group of characteristics which are inherent
and dependent to the system.MED is presented, a data evaluation model that mea-
sures characteristics proposed by ISO/IEC 25012 through GQM approach (Goal,
Question, Metric). Such approach is applied in an evaluation design, which will
be subsequently carried out with the structure defined in ISO/IEC 25040.

Keywords: Data quality · ISO/IEC 25012 · ISO/IEC 25040 · GQM

1 Introduction

During the last years, the importance of data in an organization is more notorious. The
digital progress is influencing in all sectors and it has turned data into the most powerful
resources and in a key aspect for the decision-making process; however, these sectors
do not tend to have accessible resources that assess the amount of their data.

It is very common to notice that data can be affected by negative factors: noise,
lost values, inconsistencies, a very big size in any dimension (number of attributes and
instances), among others. It has been shown that a low data quality leads to a low knowl-
edge quality. Therefore, the lack of quality data can produce important consequences in
the organization when companies seek to stand out of the rest in the current business
and to provide an improved service that fulfils the demands of the clients.

Most of the companies are aware of the situation that the use of information generates
a more competitive advantage when offering services and products according to the
needs. Therefore, companies count on the support of the use of regulations and standards.

This context focuses our attention on standards defined by ISO. ISO/IEC 25000
family (mostly known as SQuaRE: Software Product Quality Requirements and Eval-
uation) starts in 2005 to cover the current needs of the organizations. Their goal is to
create a common working framework to assess the quality of a software product from
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different aspects. Within ISO/IEC 25000 family, the study is focused on ISO/IEC 25012
- “Data Quality Model” [1], which is defined by a group of characteristics that assess the
data quality, and ISO/IEC 25040 - “Evaluation process” [2], that defines the evaluation
process that will be carried out.

It is of utmost importance to be able to measure the characteristics defined in the
ISO/IEC 25012, since that leads to obtain better quality data by focusing on their
improvement in any scope. In this context, it is interesting to provide a solution in order
to measure such characteristics by using the GQM (Goal, Question, Metric) approach
[3].

TheGQMapproach is amethod that strives for away tomeasure certain goal through
the use of questions. It is developed by the identification of one or more quality goals and
by making questions with details of such goals in the most complex way. Subsequently,
theway ofmeasurement are defined,whichwill have a unique result based on the answers
of such questions in order to identify the level of acceptance according to the defined
goal. Finally, validation mechanisms and results analysis are developed.

The aim of this paper is to give a tool prototype called MED (Modelo de Evaluación
de Datos - Data Evaluation Model) in order to design and carry out a quality evaluation
defined in ISO/IEC 25012 and the GQM approach. Themain goal is focused on knowing
the data state of an organization through the level of a group of characteristics related to
such data.

In the following section, the ISO/IEC 25012 and ISO/IEC 25040 regulations struc-
tures are described, stressing the characteristics associated to data. In the third section,
GQM and their principles are defined. In the fourth section MED is presented, the data
evaluation model that carry out the design of an evaluation by using the characteristics
defined in ISO/IEC 25012 and GQM model. Subsequently, a data evaluation based on
ISO/IEC 25040 using the defined design and finally, conclusions and bibliography are
presented.

This paper is an extension of “Modelo de Evaluación de Datos utilizando el enfoque
GQM” [7] published in Argentine Congress of Computer Science 2020 (CACIC 2020).

2 ISO/IEC 25000

The ISO/IEC 25000 (SQuaRE) family suggests a group of regulations whose goal is to
create a common working framework to assess the quality of a software product from
different aspects. Software developing companies that implement SQuaRE standards
guarantee the quality of the shipped product, optimizing the shipping time, the resources
used and the staff cost.

The group of regulations of ISO/IEC 25000 family are grouped in five divisions
clearly defined:

• ISO/IEC 2500n family regulations determine common models, terms and definitions
for the rest of the other regulations of 25000 families.

• The group of ISO/IEC 2501n regulations present a quality model where internal,
external and in-use quality are included.
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• The group of ISO/IEC 2502n regulations present a reference model to measure the
quality of a software product, based on the definitions of quality measures (external,
internal and in-use) and how they can be applied.

• The third division is composed of the ISO/IEC 25030 regulation, which specifies
quality requirements that can be used in the elicitation of quality requirements of the
product to be developed or in an evaluation process entrance.

• The regulations of the ISO/IEC2504n family provide requirements, recommendations
and guides to carry out the evaluation product of the software product.

In this paper, it is important to highlight the ISO/IEC 25012 e ISO/IEC 25040
regulations for their analysis and implementation.

2.1 ISO/IEC 25012 – Data Quality Model

The data quality is a key factor in any organization, since they represent the information in
a formal and appropriate way for communication, interpretation or processing. ISO/IEC
25012 defines a quality generalmodel for those datawhich are represented in a structured
format within a computing system and their goal is to present an integrated vision to
guarantee the systems interoperability. The regulation is composed of a group of fifteen
characteristics, which are classified in two big groups:

Inherent Data Quality: with this grade, the characteristics have the power to satisfy the
established needs when data are used under specific conditions. From the inherent point
of view, the data quality makes reference to:

• Data values for the domain and their possible restrictions (e.g. Business rules with the
quality required by the characteristics in an application)

• Relations among data values (e.g. Consistency)
• Metadata (e.g. autor, format, etc.)

System-dependent data quality: with this grade, the data quality is achieved and preserved
through a computing system when data are used under specific conditions. From this
point of view, the data quality depends on the technological domain in which data are
used, and this is achieved through the capacity of the computing system components,
such as: hardware devices (e.g. backup in order to get recoverability) and software (e.g.
migration tools in order to get portability). Computer systems technicians tend to be in
charge of this point. Table 1 shows the classification of the characteristics:

The group of characteristics that define the Inherent Data Quality are formed by:
Accuracy (Semantics y Syntax), specifying the grade inwhich data represent the desired
value properly in a specific context; Completeness, where compulsory data is expected
to be complete; Consistency, referring to data free of contradiction, coherent data in
a specific context; Credibility, including the concept of authenticity, that defines the
grade in which certain data are considered as true and credible in a specific context; and
Actuality, which defines the grade in which data are updated.

On the other hand, the characteristics that define Inherent and System-dependent
data refer to Accessibility, where it is specified the grade in which data can be achieved
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Table 1. Classification of characteristics defined in ISO/IEC 25012.

Característic Inherent System-dependent

Accuracy X

Completeness X

Consistency X

Credibility X

Actuality X

Accesibility X X

Acceptance X X

Confidenciality X X

Efficiency X X

Precision X X

Traceability X X

Comprenhension X X

Availability X

Portabilility X

Recoverability X

in a specific context (e.g.: people who need support technology due to disability);Accep-
tance, where it is checked that the corresponding data fulfil the current standard and reg-
ulations; Confidentiality (it is associated to information safety) where it is guaranteed
that data are only obtained and interpreted by specific and authorized users; Efficiency,
where the level in which data can be processed and provided with the expected levels of
efficiency; Precision, where data require exact values or with discernment in a specific
context; Traceability, where it is analyzed whether data suggest a register of the events
that modify them or not; and Comprehension, where data are expressed using appro-
priate languages, symbols and unities and can be read and interpreted for any kind of
user.

Finally, the characteristics that form the System-Dependent Data Quality empha-
size Availability, that define the level of data to be obtained by users or authorized
applications; Portability, where it is analyzed whether data can be copied, replaced or
eliminated or not, when there is a change from one system to another preserving the
level of quality; and Recoverability, where it is proved that data keep and preserve a
level of operations in case of failure [5].

Being able to measure the characteristics presented is one of the most complex steps
at the moment of carrying out an evaluation. Measurement is a key element in any
engineering process and, particularly, in SQuaRE, the measures are used to assess the
quality of the software products from different points of view, and to understand their
associated characteristics in detail.
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There is a group of ways of measurement that carry out the measurement of data
quality in terms of defined characteristics. Such ways of measurement are defined in
ISO/IEC 25024 [4] and they will not be of interest for the goal in this paper.

2.2 ISO/IEC 25040 – Evaluation Process

ISO/IEC 25040 defines the process to carry out the evaluation of a software product
through a referencemodel, considering the necessary entries, restrictions and resources to
obtain the corresponding exits. The process to carry out the evaluation has five activities:

Activity 1: To establish the evaluation requirements. This activity consists of detailing
the basic requirements for the evaluation:

1.1: Establish the purpose of the evaluation: it is pointed out the purpose through which
an organization wants to assess the quality of a software product and from which
aspect the focus of the evaluation will be pointed out.

1.2: Obtain the requirements of the product quality: the interested parties in the product
are identified (developers, possible purchasers, users, suppliers). Moreover, the
product quality requirements are described using a quality model (e.g. the one
defined in ISO/IEC 25012).

1.3: Identify the parts of the product that must be assessed: the parts of the software
product that are included in the evaluation are identified and recorded. The kind of
product to be assessed depends on the phase in the life cycle inwhich the evaluation
is carried out.

1.4: Define the thoroughness in the evaluation: the thoroughness of the evaluation is
defined according to the purpose. Different types are taken as reference, such as,
safety risks, financial risks or environmental risks.

Activity 2: To specify the evaluation. This activity lies in the specification of evaluation
modules (ways of measurement, tools and techniques) as well as the decision criteria to
be used.

2.1: To select the evaluation module: the ways of measurement for quality, techniques
and tools are selected. They must cover all the evaluation requirements. Such ways
of measurements must be able to be compared with the defined criteria to be able
to take decisions.

2.2: To define the decision criteria for the ways of measurement: the decision criteria
are defined, which are numeric thresholds that can be related to quality require-
ments and evaluation criteria, in order to decide the product quality from the
corresponding aspect.

2.3: To define the decision criteria for the evaluation: the criteria are defined for the
different assessed characteristics. These results, in a higher level of abstraction,
can carry out the evaluation of the product quality in a general way.

Activity 3: To Design the evaluation. In this activity, the plans with the tasks that must
be carried out in the evaluation are defined.
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3.1: To plan the activities of the evaluation: the activities of the evaluation are planned,
having in mind the availability of the human resources and necessary materials,
the Budget, the methods of evaluation and adapted standards, the evaluation tools,
among others.

Activity 4: To carry out the evaluation. Activity that carries out the evaluation activities,
obtaining the quality ways of measurement and using the decision criteria.

4.1: To carry out the measurements: the corresponding measurements are carried out
to obtain the values of the ways of measurement selected and indicated in the
evaluation plan. All the results must be registered.

4.2: To employ the decision criteria for the ways of measurement: the criteria for the
ways of measurement are employed on the values obtained in the measurement of
a product.

4.3: To employ the decision criteria of the evaluation: the decision criteria of the eval-
uation are employed, giving as a result the level in which the product fulfils the
established quality requirements.

Activity 5: To conclude the evaluation: In this last activity the evaluation quality finishes,
with a final results and conclusions report based on the obtained values.

5.1: To check the evaluation results: the assessor and the client (if there is any) are in
charge of checking the results obtained in the evaluation. The goal is to make a
better interpretation and better error detection.

5.2: To create the evaluation report: after the result analysis, an evaluation report is
produced, showing the requirements, the results, the limitations and restrictions,
the assessor staff, among others.

5.3: To check the evaluation quality: the assessor is in charge of checking the results
of the evaluation and the validity of the process, the indicators and the ways of
measurement employed. On this basis, a feedback is obtained, which must be
useful to better the evaluation process.

5.4: To handle the evaluation data: the assessor must handle data according to what was
agreed with the client, returning them, modifying them or keeping them, among
others.

3 GQM (Goal Question Metric)

GQM is a method oriented towards the creation of a way of measurement that measures
a goal in a determined way through the use of questions. It provides a useful way to
define measurements, both the process and the results of a project.

It is focused on a measurement that can be more satisfactory if it is designed having
inmind the goals, and the questions help tomeasure if the defined goal is being achieved.
This is to improve the quality and reliability by reducing costs, risks and time [6].

GQM defines a goal, it establishes a group of questions based on it and it generates
ways of measurement based on the answers of the questions. Likewise, it can be used
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by the individual members of a project team to focus their job and to determine their
progress towards the achievement of their specific goals. The measurement must be
carried out, in all the cases, oriented towards a goal.

The GQM measurement model has three levels:

• Conceptual Level (Goal): what is aimed at products, processes or resources is iden-
tified; as regards several quality models, from several points of view and related to a
particular environment.

• Operational Level (Question): a group of questions from the goal is polished in order
to verify their fulfilment. The questions seek to characterize the measurement object
(product, process or resource) as regards a matter of selected quality, and to determine
its quality from the selected point of view.

• Quantitative Level (Way of Measurement): a group of data for each question, formu-
lating ways of measurement, is merged in order to give an answer in a quantitative
way. Data can be objective (if it only depends on the object that is measured, not on
the point of view that it is caught) or subjective (if it depends on both, the object that
is measured and the point of view that it is caught).

For the same goal, there can be several defined questions and, at the same time, one
question can be linked to multiple goals. For each question, there can be one or more
ways of measurement. A way of measurement can be used for more than one question.
Figure 1 defines the GQM Measurement Model.

Fig. 1. GQM Measurement Model.

GQM could be specified as a series of steps that start to identify a quality and/or
productivity goal, at a corporative level, of division or project (Step 1). From that goal,
questions are made to define the goal in the most complete way (Step 2). The measures
that must be taken in order to answer those questions and to do a monitoring of the
approval of the product with the goal are specified (Step 3).
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Step 1 – To establish the goals.Thebusiness goal and/ormeasure are identified. The goal
is the exit of step 1 inGQM,making reference to conceptual and non-quantitative aspects.
Such goal is quantified by its relation with the questions and the ways of measurement.

Step 2 – Question Creation. The goal is classified and polished by being moved from
a conceptual to an operational level by making questions.

Questions that must be made in order to catch several perspectives to achieve the
goal are identified. Goal meaning perspectives are provided in such environment,
making questions and answering with their ways of measurement.

If the questions are very abstract, the relation between the questions and the ways
of measurement will be hard to visualize. If the questions are very detailed, it
is harder to obtain a clear interpretation of the goal. This step must be followed
responsibly to make sure that the level of questioning is enough in order to handle
properly the identification of ways of measurement.

Step 3 – Measurement Specification. The goal must move from a qualitative level (or
operating level) to a quantitative level). It is necessary to define ways of measurement
that provide all the quantities information to answer the questions in step 2 in a satis-
factory way. Those which are directly linked with the goal must be linked either in the
identification of ways of measurement step and in the identification of questions.

4 MED: Data Evaluation Model

As it was mentioned previously, one of the key elements in any engineering process is
measurement and, particularly in SQuaRE, measures are employed to analyze the level
of different characteristics associated to what it will be assessed.

From this context, the goal of this paper is to propose a new measurement model
based on the use of ways of measurement defined, by using the GQM approach. In this
way, a group of questions must be answered in order to obtain the corresponding value
of the ways of measurement associated to the group of characteristics that are expected
to be measured.

With this aim, the prototype of a tool is defined, and it will include the model of
measurement proposed and that its goal is to facilitate the design and execution of an
evaluation based on ISO/IEC 25040, using the quality model defined in ISO/IEC 25012
and measuring under the GQM approach.

The tool prototype has two phases that are clearly distinguished:

• Evaluation Design, which, at the same time, is divided into:

– Design for general characteristics
– Design for attributes

• Evaluation execution
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Fig. 2. Tool prototype.

4.1 Evaluation Design

The goal of the evaluation design phase is to define all the necessary/corresponding
information for the setup of a quality evaluation that will be carried out later. In our case,
the goal will be focused on giving an interested party the chance to create their own
group of questions that can measure the attributes1 of their data based on the defined
characteristics in ISO/IEC 25012. For that purpose, the tool will present two sections:
design for characteristics and design for attributes.

4.1.1 Design for Characteristics

This design section is focused on creating a group of questions in order to measure
the characteristics defined in ISO/IEC 25012. Based on this goal, the tool will let the
interested party load each of the questions, their allowable answers and the setup of a
formula in order to obtain the final ways of measurement. Figure 3 defines the process
of design and it lately details each of their phases.

The process is composed of:

• Selection of a characteristic: a characteristic from the group of characteristics pre-
sented by ISO/IEC 25012 must be selected. Since each characteristic makes reference
to a particular aspect, such aspect will be taken as the goal to be measured (outlined
previously in Step 1 of the GQMmodel). For instance: we will select “Actuality” and
“Completeness” characteristics.

• 1..N Question entry: a group of questions associated to the goal of the selected charac-
teristic will be created (outlined previously in Step 2 of the GQMmodel). The tool will
allow the entry of the questions. Following the example, questions associated to the
“Actuality” characteristic could be: (Q1) were data updated over the last 6 months?
(Q2) Are data used in the development environment updated weekly along with data
used in production? Questions associated to the “Completeness” characteristic could
be: (Q3) what percentage of all data can be completed approximately?

1 Attribute: it makes reference to a characteristic of an entity in data base.
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Fig. 3. Evaluation Design Process for characteristics.

In order to facilitate the question loading task and encourage the recycling of informa-
tion, this section will suggest and allow the use of different questions that have been
previously created by other assessors. This will extend, even more, the measurement
possibilities before the different characteristics of the used model.

• Selection of type of answer: the type of answer associated to the question must be
indicated. The types can be: YES/NO, numeric, the selection of a value from values
ranking, multiple choice, among others. It is important to highlight that the answer
must be quantifiable.
Following with the example, the type of answer for both questions associated to the
“Actuality” characteristic will be “YES/NO”. The type of answer for the question
associated to the “Completeness” characteristic will be “Numeric”.

• Answer entry whose addition is one point: when the question and the type of answer
is defined, the expected answer must be indicated, so that it has the same influence in
the formula for the final way of measurement. This can implicate the total coincidence
with an expected value or a higher/lower value to the one expected. In case the answer
given by the person that carry out the evaluation is not what it was expected, it will
not have any influence in the final formula whatsoever. Following the example, the
answer that will have influence on the formula is YES for both questions associated
to Actuality. For the question associated to Completeness, an answer higher than or
equal to 80% is the one that will have influence (value established by the person in
charge of the evaluation design).

• Formula set up: the final formula must be specified (for the setup of the way of
measurement) having in mind all the questions made. The result of the formula will
be able to create a value between 0 and 1, being 1 the highest value and 0 the lowest
value.

Following the example, the formula for the “Actuality” characteristic will be:

0 ≤ (P1 + P2)/QUANTITY OF QUESTIONS ≤ 1
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The formula for the “Completeness” characteristic will be:

0 ≤ P3 ≤ 1

On the basis of the answers to the questions (answered in the evaluation execution) a
value for the formula will be obtained. The obtained value in the formula will determine
the value of the way of measurement (outlined previously in Step 3 of the GQMmodel).
Subsequently, in the evaluation it will be indicated and analyzed which is the expected
value for each of the characteristics.

4.1.2 Design for Attributes

Usually, there are cases where there is a will to assess a characteristic for a specific
attribute from a table of database. As an example, a person can be interested inmeasuring
the “Precision” characteristic from the attribute -price- from a table, but not from the
attribute -name- from the same table. Therefore, this second section of design (unlike
the first one) is able to associate the questions to a specific attribute.

By adapting the process presented in the first section within the evaluation design,
by selecting the characteristic, each of the attributes that want to be measure through
questions for such characteristic must be uploaded. Subsequently, the process works in
a similar way to the one presented in the first section.

Following the example, specific questions will be created in order to measure the “Com-
pleteness” characteristic, particularly from -ID- and -EIN (Employer identification
Number)- attributes.

(Q4) What estimated percentage of ID numbers is complete? | Type of answer:
numeric | Answer with one point: ≥ 90%

(Q5) What estimate percentage of EIN numbers is complete? | Type of answer:
numeric | Answer with one point: ≥ 60%

Formula:

0 ≤ (P4 + P5)/QUANTITY OF QUESTIONS ≤ 1

4.2 Evaluation Execution

At the moment of finishing the evaluation design, it can be carried out immediately. An
assessor will be in charge of performing the process and of completing each section of
the structure of evaluation defined below, which is based and adapted under ISO/IEC
25040. The tool will include all what was defined in the design phase at the moment of
carrying out the measurement.

To this effect, the example presented in the design will be used again and a group of
test data defined in Table 2 will be taken into account.

Establish the Evaluation Requirements. Firstly, the evaluation purpose is defined.
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Table 2. Affiliates data.

ID EIN Last name First name Address Phone

36111555 27361115554 DIAZ ALEJANDRA 16–1616

12546548 20125465488 GARCIA LUIS 18–1201 13–6422

23456584541 FERNANDEZ PEDRO 14–5675

37394444 RODRIGUEZ SOFIA 13–5456 45–7865

20342581659 PEREZ CAROLINA 67–5698

The evaluation purpose is to determine how updated and how complete data are,
making reference to ID and EIN numbers of the members.

Based on the purpose, the characteristics of interest for the evaluation are selected,
defined in the ISO/IEC 25012 regulation.

The ISO/IEC 25012 characteristics selected for the evaluation will be: Completeness
and Actuality.

To Specify the Evaluation. In this evaluation phase, it is necessary to define decision
criteria2 for each one of the characteristics and for the final evaluation. To do so, the
considered values (always between 0 and 1) for each characteristic must be defined. The
values rankings will be as follows: unacceptable, slightly unacceptable, goal ranking ad
it exceeds the requirements. Later, the considered values for the final evaluation must be
indicated. Table 3 defines the decision criteria of each of the assessed characteristics.

Table 3. Decision Criteria of the Characteristics.

Characteristic: Actuality Characteristic: Completeness

Exceeds the requirements 0.8 ≤ value < 1 0.9 ≤ value < 1

Goal ranking 0.4 ≤ value < 0.8 0.6 ≤ value < 0.9

Slightly unacceptable 0.2 ≤ value < 0.4 0.4 ≤ value < 0.6

Unacceptable 0 ≤ value < 0.2 0 ≤ value < 0.2

To Design an Evaluation. At the moment of designing the evaluation, it must be spec-
ified if the evaluation will be carried out with a specific amount of users answering the
questions or if the questions will be answered only by a user.

The questions will be answered only by a person, who has access to the test data.

2 The values rankings classified as follows: unacceptable, slightly unacceptable, goal ranking ad
it exceeds the requirements.



Data Evaluation Model Using GQM Approach 153

To Carry Out the Evaluation. This phase will present all the questions previously
defined in the design phase. There will not be any favoritism on the characteristic that it
is being assessed, on the contrary, they will have to be answered completely to perform
the measurement.

(Q1) Were data updated during the past 6 months?
A: YES (equivalent to 1 in the formula according to the design)
(Q2) Are data used in the development environment updated weekly with the data

used in production?
A: NO (equivalent to 0 in the formula according to the design)

(Q3) What estimate percentage of all data are complete?
A: 80% (equivalent to 1 in the formula according to the design)

(Q4) What estimate percentage of ID numbers are complete?
A: 60% (equivalent to 0 in the formula according to the design)

(Q5) What estimate percentage of EIN numbers are complete?
A: 80% (equivalent to 1 in the formula according to the design).

End of the Evaluation. Once all questions were answered, the tool will obtain the
answers and will carry out the corresponding formulas showing the results for each
one of the characteristics assessed. Therefore, the answer of the user, the formula spec-
ified in the evaluation design and the decision criteria are taken into account in order to
define the value of the final way of measurement and to see if such value is what it was
expected.

This information tend to be useful for the developers, who will be able to improve
their future developments, to avoid creating and storing low quality data in their systems.

ACTUALITY – Results
Formula:

(P1 + P2)/QUANTITY OF QUESTIONS = (1 + 0)/2 = 0,5 ==> Goal ranking

COMPLETENESS – Results
General Sub formula (F1):

P3 = 1

Attributes Sub formula (F2):

(P4 + P5)/QUANTITY OF QUESTIONS = (0 + 1)/2 = 0,5

Formula:

(F1 + F2)/QUANTITY OF SUBFORMULAS = (1 + 0,5)/2 = 0,75 ==> Goal ranking
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5 Conclusions

MED was presented, a data evaluation model based on the GQM approach, made on
the basis of the characteristics defined in the ISO/IEC 25012 regulation. GQM starts
with a concrete goal and then it creates questions related to such goal and, through the
combination of their answers, a formula that creates the associated way of measurement
is obtained.

MED tackles the data quality evaluation in a very simple and flexible way, by allow-
ing an organization to know the state of their data, obtaining, this way, more reliable
information.

A data quality evaluation was carried out based on ISO/IEC 25040, using the evalu-
ation design that was defined in the model, and taking as an example two characteristics:
“Actuality” and “Completeness”. For the answers to the defined questions, a group of
example data were taken as a reference. They were useful to support the evaluation
performance.

Currently, the chance to extend the data evaluation model to another type of evalu-
ation with a similar structure is still under discussion, but having the development of a
usable tool by any type of user as primary focus; therefore, facilitating the task to design
and carry out quality evaluations.
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Abstract. Non-Relational Database Management Systems (NoSQL) arise as an
alternative solution to problems not efficiently solved by traditional Database
Management Systems (DBMS). NoSQL, unlike the relational model, does not
respond to a Data Base type, but represents a set of Database types, with differ-
ent implementations and characteristics to represent the information. This work
represents the continuation of previous studies and aims to compare and analyse
4 local NoSQL Database engines, 2 NoSQL Database as a Service engines in the
cloud and a Relational Database engine, using different schemas and under large
data volume.

Keywords: Relational Database Management Systems · NoSQL Database ·
Cloud computing · Key-Value Storage · Documental storage · Column Family
Storage · Graph-Oriented Storage

1 Introduction

Nowadays, most of applications are multiplatform. Developments in digital communi-
cation, constant access to information and the increase in the use of mobile technology
causes these applications to be commonly used by millions of users at the same time.
The Codd relational model (1970) [12], which gave rise to Relational Database Systems
is, without a doubt, the predominant model of information storage. However, the idea
of considering that a single data model can efficiently adapt itself to all requirements
has been called into question, and this has given rise to a set of alternatives that aim at
storing information in a non-structured manner. As a result, other database engines are
born, which have their own non-relational implementations and are called NoSQL (Not
only SQL) Databases. These Databases are suitable for their scalability and are prone to
use flexible consistency models in order to achieve higher performance and availability
[2–4, 12]. There is a wide variety of NoSQL Database engines that can be classified into
one of the following 4 categories.
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Key-Value Storage. Easily implemented, they store data as sets of Key-Value pairs.
The Key represents a unique identifier that can generate an object named Value. Some
examples of well-known database engines with Key/Value storage are: Redis, Amazon
DynamoDB, Memcached, among others. [20, 21].

Documental Storage. The main concept of this type of storage is the document. A
NoSQL Documental Database stores, retrieves and manages document data. These doc-
uments encapsulate and encode data or information under some type of standard format.
(XML, YAML, JSON, BSON). Some examples of well-known Database engines with
document storage are: MongoDB, Cloud Firestore, among others. [5, 8, 17, 22].

Column Family Storage. In this type of storage, data is sorted by columns, not by
rows. In these By Column Database, there is a column for each entry; therefore, the data
of each entry is organized one below the other (not side by side, as in the row-oriented
variant). The goal of this type of storage is to more accurately access the information
needed to answer a query. In addition, it eliminates the need to explore and discard
unwanted data on a row. For example, Apache Cassandra and Apache HBase, among
others, use this type of storage [8, 9, 19, 23].

Graph-Oriented Storage. This type of storage represents Database under the concept
of a Graph. It allows information to be stored as nodes of a graph and their respective
relations (edges) with other nodes. It applies graph theory and it is very useful to storage
information in models that have multiple relations among their data. For example, Neo4j
y OrientDB, among others, implement this type of storage [11, 24].

Just as ACID properties (Atomicity, Consistency, Isolation and Durability) are
present in the Relational Database, NoSQL Database present BASE properties (Base
Availability, Soft State, Eventual Consistency). Availability is the main pillar of these
properties. The system will basically be available all the time (BA), will not necessary
be consistent (S), although at some point it will be, and eventually it will be in a known
state (E). BASE properties differ from ACID properties, while ACID is more rigid and
forces consistency, BASE allows for a flexible consistency state. This allows for large
levels of scalability [4, 7, 10, 13].

This paper represents a continuation of [1] and [25], and focuses on a comparative
performance analysis for 6 case studies, implemented in 7 different database engines,
4 locally installed and configured NoSQL (Cassandra, MongoDB, Neo4j y Redis), 2
NoSQL as a cloud service (Cloud Firestore y MongoDB Atlas) and one Relational
Database engine (MySQL). A set of queries was developed for each case study and for
each Database engine. 10 consultations were made for MySQL, 7 for MongoDB, 8 for
Cassandra, 8 for Neo4j, 2 for Redis, 3 for Cloud Firestore and 3 for MongoDB Atlas.
A total of 41 queries were tested using a large volume of information for the locally
installed and configured database engines (Redis, MongoDB, Cassandra, Neo4j and
MySQL). As regards NoSQL Database engines, as service in the cloud (Cloud Firestore
and MongoDB Atlas), were used taking into account the restrictions they have in the
free version. Each case study has its characteristics in order to compare the performance
of different engines of Database in a variety of scenarios.

From Sect. 2 this paper is organised as follows: an introduction to cloud Database
services is provided. In Sect. 3 and Sect. 4 general characteristics of the selected database
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engines are explained; in Sect. 5 and Sect. 6 the case studies are presented, in Sect. 7
and Sect. 8 the results obtained are analysed, in Sect. 9 the conclusions are presented,
and finally, in Sect. 10, the future lines of work are presented.

2 Database as a Service in the Cloud

Nowadays, Relational and Non-Relational Database providers offer alternative imple-
mentations of cloud storage, similar to those that can be downloaded and installed on
a local server. This allows an almost linear migration from a local environment to a
cloud environment. Nevertheless, it is important to take into account the advantages and
disadvantages of both alternatives (local and in the cloud) to be able to evaluate which
one will be the alternative that best adapts to the business needs. There are differences
to consider between a local Database implementation and a cloud Database service.
Among the most important, we can find:

• Limitations: Databases in the cloud, in their free versions, generally show limitations
in the benefits they offer, such storage space limitations, the number of readings and
writings in a period of time, the number of simultaneous connections, among others.
Alternatively, they offer various payment plans to extend these limitations, according
to the client’s needs.

• Servers’ location: when configuring aDatabase in the cloud, the geographical location
of the cluster. This allows the server and its replicas to be located closer to the client
is usually selected. This allows the server and its replicas to be located closer to the
client.

• Monitoring tools: some implementations incorporate, from its free version, tools that
allow monitoring the number of connexions in a given moment, the physical space,
both occupied and available, the number of operations in a given rage of time, among
others.

• Less control over infrastructure: hardware and its infrastructure will be in the control
of the service provider; as a consequence, this reduces the workload of database
administrators and, in return, control over resource management is lost.

Database technologies in the cloud have changed and restructured the tasks to be
performed by Database administrators. There are certain routine characteristics, in local
Databases, that are not of a great concern now. Some of the tasks that are performed
when a local Database engine is installed change themselves when using a Database
engine in the cloud, thus resulting in other tasks closer to the application domain and
to the incorporation and use of specific tools that each provider makes available to its
users.

3 Local Database Engines Used

To carry out the experimentation presented in this work, the following Database engines
were selected and installed locally:MySQL (Relational Storage),MongoDB (Document
Storage), Apache Cassandra (Column Family Storage), Neo4j (Graph-Oriented Storage)
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and Redis (Key-Value Storage). The chosen NoSQL database engines are the most
popular in their categories [14].

MySQL. It is one of the most recognized and popular relational Database systems on
the market with dual license (general public license and commercial license). It is used
by numerous companies worldwide, including Facebook, Twitter, YouTube, GitHub,
Booking.com, Spotify [15, 16].

MongoDB. It is the most popular Documentary NoSQL Database, it is open source
and multiplatform. Different companies such as Telefónica, Facebook, Nokia, among
others, use MongoDB [5, 6, 17, 18].

Apache Cassandra. It is the most popular NoSQL database with storage in Column
Family. It is multiplatform, designed to work in a distributed way with large volumes of
data. Companies such as Instagram, Netflix, GitHub, among others, use Cassandra [19,
21].

Neo4j. It is the most popular Graph Oriented Database (GODB), written in JAVA and
has a dual license (commercial and AGPL). It is based on graphs to represent data and
the relations among them. Companies such as Walmart, Ebay and Cisco use Neo4j [11].

Redis. It is the most popular Key-Value Database. Redis is a database that operates its
data structures in primary memory, offers high performance, has optional persistence
and has a BSD Free Software license. It is used by different companies, Stack Overflow,
Twitter, GitHub, among others [20].

4 Database Engines Used as a Service Cloud

With the aim of complimenting the experimentation presented in this paper, 2 Database
engines were selected and configured, which offer services in the cloud, Cloud Firestore
and MongoDB Atlas.

Cloud Firestore, in its Free Version. Firebase is a platform in the cloud that Google
offers for Web and mobile applications development. Among the services and tools
offered, Cloud Firestone is one of the most important, a Database engine in the NoSQL
cloud, with documental storage. This Database is one of the most popular on the market
[14, 26].

MongoDB Atlas in its Free Version. This is a Database as a service in the cloud, pro-
vided by MongoDB; in other words, the user receives a Database that is operated and
maintained by MongoDB. The MongoDB Atlas service automatically includes the con-
figuration of the servers and the whole environment for the database. In addition, it
is compatible with different cloud service providers, such as: Amazon Web Services
(AWS), Google Cloud Platform (GPC) and Microsoft Azure. MongoDB Atlas, like
MongoDB, it is a NoSQL database engine with document storage [27].
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5 Case Studies with Database Engines Locally Installed

For each case study, the Conceptual Data Model was previously created using an Entity
Relation Diagram. Subsequently, the derivation to the physical corresponding schema
was made to each Database engine used.

In MySQL the relational model was generated.
In MongoDB the entities are represented by means of BJSON document collections;

the relations are expressed through embedded documents [1, 2, 17].
In Cassandra, the data are not stored in terms of entities, but are represented in terms

of queries, therefore, it is important to define the queries to be made [1, 2, 9, 19].
In Neo4j, the data are represented through nodes and the relations are the edges

between them [2, 24].
In Redis, being a main memory Database (RAM), the set of keys that would be

necessary to have in force according to the queries to be performed were taken into
account [2, 20].

The performance of tests for these Database engines was done using the same mem-
ory and operating system (4GB de RAM, Ubuntu version 18.04). In MongoDB version
4.0, in Cassandra version 3.11, in Neo4j version 4.1 and in Redis version 4.0. For each
case study the volume of data used was randomly generated.

In the first 3 cases of study it was not possible to evaluate Redis due to the fact that
the huge data volume used cannot be properly managed in main memory.

Next, the cases studies for these Database engines are shown. As an example and in
order not to exceed the number of pages, only for the first of them the physical schemas
and the code of the queries are shown. Nevertheless, in all the cases the DER and the
results obtained are expressed.

5.1 Study Case 1

Aoutline for the inboxof an internalmessaging system is presented.A total of 30,000,000
messages, corresponding to 6,000,000 different users, have been randomly generated.
The DER of the problem in question is presented (see Fig. 1).

Fig. 1. Conceptual outline expressed by means of an Entity Relation Diagram (DER) expresado
mediante un Diagrama Entidad Relación (DER).
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Next, the resulting Relational model is shown for MySQL (sea Fig. 2).

Usuario = (id, DNI, apellido, nombre, mail, fecha_alta, usuario, 
clave)
Menaje = (id, mensaje, estado, fecha_hora_env, fecha_hora_rec, 
usuario_orig(FK), usuario_dest(FK))

Fig. 2. Relational outline expressed for MySQL.

Next, documental structure for MongoDB is shown (see Fig. 3).

Mensaje = {id, mensaje, estado, fecha_hora_env, fecha_hora_rec, 
usuario_origen = {'dni','nombre','apellido',
'mail','usuario'},
usuario_destino = {'dni','nombre','apellido',
'mail','usuario'}}

Fig. 3. Documental outline for MongoDB.

In Cassandra, the physical outline is expressed according to the queries to be done.
Next, the physical outline resulting for this case study is shown (see Fig. 4).

Mensajes_por_usuario = ((usuario_orig, usuario_dest,
fecha_hora_env)PK, mensaje, fecha_hora_rec, estado); 

Fig. 4. Physical outline for Cassandra.

The following is a fragment of the Graph storage proposed for Neo4j. The green
nodes represent users, while the grey ones represent messages. (See Fig. 5).

Fig. 5. Fragment of Graph (in Neo4j) created for this first case study.
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Listed below are 3 queries to evaluate performance in this case study.

“Q1: Messages between two specific users”
“Q2: Search for a string of characters in the messages of a specific user”
“Q3: Messages received and unread by a specific user”

Each query was implemented in the 4 Database engines, MySQL, Cassandra,
MongoDB and Neo4j (sea Fig. 6, 7, 8 and 9).

SELECT mensaje, fecha_hora_env, estado
FROM mensaje m INNER JOIN usuario o ON (o.id=m.usuario_orig) INNER
JOIN usuario d ON (d.id=m.usuario_dest) WHERE (o.usuario = 'user256'
AND d.usuario = 'user1') OR (o.usuario = 'user1' AND d.usuario = 
'user256') ORDER BY m.fecha hora env DESC

Fig. 6. Implementation of Q1 in MySQL.

SELECT mensaje, fecha_hora_env, estado
FROM mensajes_por_usuario
WHERE usuario_orig IN ('user256','user1') AND usuario_dest IN 
('user1', 'user256') ORDER BY fecha_hora_env DESC

Fig. 7. Implementation of Q1 in Cassandra (CQL).

SELECT mensaje, fecha_hora_env, estado
FROM mensajes_por_usuario
WHERE usuario_orig IN ('user256','user1') AND usuario_dest IN 
('user1', 'user256') ORDER BY fecha_hora_env DESC

Fig. 8. Implementation of Q1 in MongoDB.

MATCH (u1:Usuario)-[r1]-(m:Mensaje)-[r2]-(u2:Usuario)
WHERE ID(u1) = 34000550 AND ID(u2) = 34000805
RETURN u1.usuario, r1, m, r2, u2.usuario;

Fig. 9. Implementation of Q1 in Neo4j.
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Table 1 shows the execution time of each query expressed in seconds.

Table 1. Results of the first case study in seconds.

Consultas MySQL MongoDB Cassandra Neo4j

Q1 0,33 385 0,35 0,24

Q2 259 178 9 0,15

Q3 20 166 72 0,24

5.2 Case Study 2

This case study represents a monitoring centre that records and processes events from
different sources. A total of 40,000,000 events have been randomly generated. The DER
of the described problem is shown below (see Fig. 10).

Fig. 10. Conceptual outline expressed by means of an Entity Relation Diagram.

Listed below are 3 queries to evaluate performance in this case study.

“Q1: Meteorological events exceeding a certain probability of occurrence”
“Q2: Traffic events with a certain category in a period of time”
“Q3: Number of events of a given priority level (High, Medium or Low)”

Table 2 shows the execution time of each query expressed in seconds for this second
case study.

Table 2. Results of the second case study expressed in seconds.

Consultas MySQL MongoDB Cassandra Neo4j

Q1 200 119 123 360

Q2 233 117 120 134

Q3 81 106 200 288
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5.3 Case Study 3

In this third case, a outline of flights belonging to different airlines is presented. The
information of 40,000,000 flights between 10,000 different airports has been randomly
generated. The DER of the problem in question is presented below (see Fig. 11).

Fig. 11. Conceptual outline expressed by means of a Relation Entity Diagram.

Listed below are 2 queries to evaluate performance in this case study.

“Q1: Direct flights between a specific origin and destination”
“Q2: Fights with one stopover between a specific origin and destination”

Table 3 shows the execution time of each query expressed in seconds for this third
case study.

Table 3. Results of the third case study expressed in seconds.

Consultas MySQL MongoDB Cassandra Neo4j

Q1 18 166 1 0,1

Q2 3720 – 1,5 0,4

5.4 Case Study 4

The fourth and last case study regarding engines locally installed and configured shows a
outline chosen to specifically evaluate the Redis NoSQLDatabase engine in comparison
to theMySQLRelational Database engine. For this purpose, a cache of recent searches is
represented. Redis, although it offers the possibility of persistence, stands out for having
its data structures in main memory. For this case study, 100,000 users and 10,000,000
searches in total have been generated. The following is the DER of the issue to be
analysed. The “Search” entity has a mixed identifier, composed of the user identifier
plus the date and time of the search (see Fig. 12).

Listed below are 2 queries to evaluate performance in this case study.

“Q1: The most recent 5 searches for a specific user”
“Q2: The most frequent 5 searches for a specific user”

Table 4 shows the execution time of each query expressed in microseconds for this
fourth case.
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Fig. 12. Conceptual outline expressed by means of a Relation Entity Diagram.

Table 4. Results for the fourth case study expressed in microseconds.

Consultas MySQL Redis

Q1 580000 0,48

Q2 550000 0,53

6 Analysis of Results for the Case Studies in the Database Engines
Evaluated Locally

6.1 Analysis of Case Study 1

In this first case study, Neo4j gets the best performance. Nevertheless, due to the fact
that the number of “messages” nodes presents an exponential growth, its performance
may degrade.

Regarding query 1, Cassandra and MySQL get times similar to Neo4j. This is due
to the characteristic of the fields used in the query filter.

MongoDBachieves higher execution time than the other 3Database engines. Queries
involving fields that belong to embedded documents may affect its performance.

Regarding querying 2, Cassandra gets better time spans/uptimes than mejor MySQL
and MongoDB, but needs the implementation of an index to perform relative searches.
MongoDB gets better performance than MySQL; the relative searches and the use of
JOINs affect the performance in MySQL.

Regarding querying 3, MySQL gets better performance thanMongoDB and Cassan-
dra.Making queries that involve columns that do not belong to PrimaryKey orClustering
Key affect its performance.

6.2 Analysis of Case Study 2

In this case study, none of the 4 Database engines obtains the best performance for all
the queries proposed.

In queries 1 and 2, MongoDB achieves the best performance. In these queries, the
outline proposed for MongoDB does not use embedded documents and does not require
storing optional fields, avoiding null comparisons. In MySQL operations JOIN affect its
performance. In Cassandra, the queries proposed involve fields that are not present in
the Primary Key or Clustering Key, which affect its response time. In Neo4j the outline
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belonging to the case study is not suitable for Graph Storage, since there are not relations
among the nodes of the graph.

In query 2, MySQL optimizes the COUNT aggregation function, thus improving its
response time compared to the other 3 Database engines.

6.3 Analysis of Case Study 3

In this case study, Neo4j gets the best performance for the queries proposed. This is due
to the fact that these queries are solved efficiently in the Graph Storage.

Cassandra obtains better execution time than MySQL and MongoDB, due to the
fact that the physical schema in Cassandra is shaped in terms of queries. In MySQL the
performance decline between query 1 and query 2 is due to the JOINs needed to solve
each query.

6.4 Analysis of Case Study 4

In this case study 2 queries were performed for Redis and MySQL. Redis gets the best
performance. This is due to the fact that Redis defines its structures integrally in RAM
memory where it operates the data, while MySQL distributes its processing between
RAM memory and secondary memory.

7 Cases Study with Database Engines as Service in the Cloud

In order to evaluate Database engines (Cloud Firestore and MongoDB Atlas), the case
study shown in Sect. 5.2 was applied, where a monitoring centre that records and process
events from different sources is represented.

For each Database engines, the free versions were evaluated.
The data volume generated is smaller compared to that used in Database engines

locally installed, this is due to the amount of readings and writings that are allowed in
a period of time. A local application was generated and a remote connection was estab-
lished with both Database engines, achieving the insertion of approximately 150,000
documents.

Table 5 shows the execution time of each query expressed in seconds for this case
study.

Table 5. Results for this case study expressed in seconds.

Consultas Cloud Firestore MongoDB
Atlas

Q1 39 19

Q2 3 3

Q3 2 4



168 L. Marrero et al.

8 Analysis of Results for the Case Study in the Database Engine
as Cloud Service

In this case study, none of the two Database engines gets the best performance regard-
ing the 3 queries proposed; moreover, being Database engines in the cloud, the net-
work connection resource and the transfer of documents affect the performance of each
execution.

Regarding the first query (Q1) high time spans are obtained in both database engines,
this is due to the fact that the result obtained for the evaluated query requires the transfer
of a large number of documents.

In the case of query Q2, no differences are seen in the performance obtained by both
Database engines.

It is worth noting that, in the case of Cloud Firestore, it was necessary to resort to
the creation of an index.

To apply the required filtering in the query. In this aspect we find a point in common
with Cassandra, where, for efficiency reasons, it is not possible to execute any type of
query.

In the case of the third query (Q3), the results obtained are similar in both Database
engines. In this case we have not found any observation regarding the query and the
result obtained.

9 Conclusions

9.1 Conclusions for the Case Studies in Database Engine Locally Installed

A comparative analysis was performed among 5 Database engines (4 NoSQL and 1
Relational) locally installed, in 4 different case studies. The 4 case studies proposed
show different information outlines and for each one a set of specific queries was defined,
resulting in 35 queries. For the first of them a complete development is presented; in
other words, the DER outline, the physical outline and the code for each query. In the
remaining 3 cases DER was presented.

The results obtained in each of the 4 case studies have been analysed in order to
justify why a given engine performers better than other in each case.

Finally, we can conclude that if a large volume of information is available, no
Database engine can achieve the best performance to satisfy all the queries proposed.

As the volume of data increases, it is necessary to evaluate which storage alternative;
in other words, which Database engine is suitable to use with the aim of providing better
performance.

9.2 Conclusions for the Case Studies in Database Engine as Cloud Service

A comparative analysis was performed between 2 NoSQL Database engines as service
in the cloud (Cloud Firestore and MongoDB Atlas), both with Documental storage and
is free version.
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One of the four case studies applied previously was used, but with a smaller data
volume; this is due to the restrictions in the free version that offer both Database engines.
A set of 6 queries was performed.

In both Database engines, transference of a huge number of documents and the state
of the connexion at the moment of the query may affect the performance of its response
time.

10 Future Work

As a future line of work, it is planned to incorporate new tests and reinforce existing ones
with alternative Relational and Non-Relational Database engines as well as incorporat-
ing new evaluations for different Database engines in the cloud. Besides, we will seek
to explore the capacity of horizontal scalability of NoSQL Databases and Relational
Databases.

Finally, it is planned to experiment with NewSQL Database and Temporal Series
Databases.
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Abstract. This paper presents an extended empirical comparison of
the Advanced jSO (AJSO), an algorithm adapted to solve smart grid
optimization problems. An additional algorithm was considered for com-
parison purposes and a suitable statistical test validation was also added.
Furthermore, a convergence analysis was included to give insights about
the on-line behavior of the compared approaches. The test beds pro-
posed for the WCCI/GECCO 2020 competition for Smarts Grids were
solved by the compared algorithms. The overall results indicate a highly
competitive performance provided by AJSO.

Keywords: Optimization · Smart grids · Metaheuristics · Differential
Evolution

1 Introduction

Optimization problems require minimizing or maximizing a measure according
to a given configuration of values. If the possible permutations or combinations
in those configurations are really vast, thinking of exhaustive methods or brute
force becomes an impractical alternative. Motivated by the above mentioned,
approximated search algorithms such as metaheuristics have been widely used
to solve complex search problems. In particular, Differential Evolution (DE) [12]
is a stochastic algorithm that has proven to be a simple but highly competitive
approach. DE considers three parameters: a mutation factor (F ), a probability of
crossover (CR) and a population size (N). Currently, DE-based algorithms are
highly competitive to solve different complex optimization problems [4,10,15].

In what follows, a summary of the previous works is presented. Such proposals
are related with the AJSO algorithm, which is indeed based on DE.

– 2005, FADE [8], Fuzzy Adaptive Differential Evolution, where fuzzy logic
controllers are used to control F and CR DE parameters.

– 2005, SaDE [11], Self adaptive differential Evolution. Parameters F and CR
are updated in each generation by using Normal distributions.

c© Springer Nature Switzerland AG 2021
P. Pesado and J. Eterovic (Eds.): CACIC 2020, CCIS 1409, pp. 171–181, 2021.
https://doi.org/10.1007/978-3-030-75836-3_12
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– 2006, jDE [1], where the values of F and CR are given by uniform distribu-
tions.

– 2009, JADE [16], introduces a new mutation strategy “current-to-pbest/1”
and adds an archive of less efficient solutions.

– 2013, SHADE, [13], which is based on JADE and proposes a memory to store
good F and CR values. This algorithm was placed in third place in the CEC
(Congress on Evolutionary Computation) 2013 competition on real parameter
single-objective optimization.

– 2014, L-SHADE [14], uses SHADE and introduces a linear population decreas-
ing mechanism. It was the winner in the CEC 2014 competition on real param-
eter single-objective optimization.

– 2016, iL-SHADE [2] is an improvement over L-SHADE. This algorithm intro-
duces changes in the initialization and memory update. It also features a new
mechanism to update the F and CR parameters, varying between the current
and maximum generation. It was ranked fourth in the CEC 2016 competition
on real parameter single-objective optimization.

– 2017, jSO [3], uses the “current-to-pbest-w/1” strategy and introduces modi-
fications according to the search period on the mutation factor. It earned the
second place in the CEC 2017 competition on real parameter single-objective
optimization.

– 2019, HyDE-DF [6] is a self-adaptive DE algorithm that incorporates a per-
turbation of the best individual and a decay function in its mutation phase.
In our proposal we use one of these improvements and we adapt it to solve a
high-dimensional problem applied to intelligent energy distribution.

– 2020, AJSO was presented in [9], and is a new jSO-based metaheuristic that
adopts different mutation strategies and updates the memory values for CR
and F in a novel way. In this paper we present an extended experimental
study in order to highlight the benefits of our approach, mainly based on its
self-adaptive capability, compared to some of its predecessors.

The rest of the paper is organized as follows. In Sect. 2, we describe AJSO by
showing its main features and specific details. In Sect. 3, we present the experi-
mental design and the framework where AJSO and the compared algorithms have
been tested. This section also contains a discussion regarding the results achieved
and the corresponding statistical validation by the non-parametric Wilcoxon
test. Finally, in Sect. 4, the conclusions reached and some future research paths
are summarized.

2 Our Approach: AJSO (Advanced JSO)

In this section we detail AJSO [9], which is a a self-adaptive algorithm for solving
single-objective real parameter optimization problems and its general pseudo-
code is shown in Algorithm 1. AJSO is an enhanced version based on SHADE
[13] and jSO [3], two well-known algorithms based on DE. SHADE preserves
two population structures, the first one keeps the current population and the
other one (an archive) contains the replaced individuals throughout the search
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process. It also incorporates a recently successful parameter values memory to
guide the generation of new values for both, crossover and mutation operators.

Unlike SHADE, AJSO has three structures to maintain different type of
solutions. The first one is the main population Pg, the second one maintains
an Archive of useful recent generated solutions, and the last one preserves the
history of best individuals found at each generation (Ag). The Population (Pg)
and Archive structures have a fixed N size, while the third one (Ag) grows
dynamically at each generation. The process to update the control parameters
is different with respect to SHADE and it will be detailed later in this paper.

Before entering the main loop, the population Pg in AJSO is initialized with
solutions generated at random with uniform distribution, and Archive includes
at this time the same initial population Pg. AJSO also has a memory for param-
eter values and it is initialized with random values that follow a Normal dis-
tribution. These values in turn will be the mean for future CR and F values.
After initialization, the algorithm enters the evolutionary stage. The parameter
sF ∈ [0, 1] (described in [13]) controls the magnitude of the differential mutation
operator and will be explained later in this paper. This stage continues until the
stop criterion is reached, in our case given by a maximum number of evalua-
tions. Within each generation, the population is evaluated with two different
mutation strategies, to subsequently carry out length phase evaluations with
the best strategy (length phase is an input value of the algorithm).

2.1 Mutation and Crossover Operators

The SHADE algorithm [13] builds a mutant vector �vi, according to the “current-
to-pbest/1” strategy as shown in Eq. 1:

�vi,g+1 = �vi,g + sF ∗ (�vpbest − �vi,g + �vr1 − �vr2) (1)

where vpbest is a randomly selected solution from the top N ∗ p (p ∈ [0, 1])
members at generation g. Indices i, r1 and r2 are randomly selected from [1,N ]
such that they differ from each other (i �= r1 �= r2).

Regarding AJSO (our algorithm), it incorporates two ways to mutate solu-
tions by following two different strategies. To do this, an element of the popula-
tion or elements of the archive are part of the strategies according to the need
of the moment. The first strategy uses elements of the population (�vr1 and �vr1)
to generate an individual i of generation g + 1 as in Eq. 2:

�vi,g+1 =

{
�vpr + sF ∗ (�vr1 − �vi,g) + jF ∗ (�vr1 − �vr2), if rand(0, 1) < �CRi.

�vi,g, otherwise,
(2)

where sF is a scalar obtained from applying a Normal distribution to random
values in memory. jF is half the value of sF and, vpr is a randomly chosen vector
among the best B elements of the previous population. The second strategy is
stated as in Eq. 3:
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Algorithm 1: AJSO
1 //Initialization phase

2 g = 1, Ng = Ninit;
3 Initialize population Pg = (x1,g, ..., xN,g) randomly;
4 Set all values in MCR, MF following a Normal distribution with μCR = ICR and

σCR = 0.05 ; μF = IF and σF = 0.1;
5 Archive = Pg;
6 // Main loop

7 while The termination criterion is not met do
8 Sort and select the best B individuals;
9 Obtain a vector of values with CR and sF ;

10 From sF get jF ;
11 Generate two new populations with two different strategies;
12 Control limits and evaluate;
13 Select the best strategy S;
14 // Exploitation phase

15 for i = 1 to length phase do
16 Sort and select the best B individuals;
17 Obtain a vector of values with CR and sF ;
18 From sF get jF ;
19 Generate a new population with the best strategy from 13;
20 Control limits and evaluate;
21 Update Archive;
22 Update Memory Parameters;
23 if nsp = 0 and Bg = BSF and nfes > I evalmax ∗ 0.4 then
24 add in the Archive one of the best global past (Ag);
25 end

26 end

27 end

�vi,g+1 =

{
�vpr + sF ∗ (�vr1 − �vi,g) + jF ∗ (�vr3 − �vr4), if rand(0, 1) < CRi.

vi,g, otherwise.
(3)

where vectors �vr3, �vr4 are randomly selected elements from Archive and different
each other (r3 �= r4), while vectors �vi,g and �vr1 are extracted from the population
and �vr1 is randomly chosen.

2.2 Selecting the Best Strategy

After checking that the mutated solutions are within the allowed boundaries of
the decision variables, the algorithm proceeds to evaluate those solutions. When
the evaluation concludes, a selection process is carried out to obtain the best
strategy between the two used in the previous step. The selection criterion is
based on the new population generated by each strategy. The one with more
better solutions with respect to the previous population is preferred.
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2.3 Updating the Historical Memory

In this section we describe the memories MF and MCR update process. The ele-
ments of the historical memories, similar to those used in SHADE, are updated
in the exploitation stage (lines 14 to 26 in Algorithm1). For this purpose, in
each generation two values are computed: (1) nsp (number of successful param-
eters), which is the number of offspring that were better with respect to their
corresponding parent, and (2) nfp (number of failed parameters), which is the
number offspring that were not better with respect to their corresponding parent.

If more than a half of the individuals in a generation improved the previous
population (nsp > nfp), Eq. 4 is applied to update mi ∈ Memory, which is used
as explained before for future values of control parameter F :

mi =

{
1.5 ∗ avg(goodF ) − 0.5 ∗ mi within limits (0,1].
mi, out of limits (0,1]

(4)

where avg calculates the average of a list of numbers and goodF is a list of sF
values which have generated a better offspring with respect to its parent.

If the number of offspring in a generation that improved their correspond-
ing parent does not exceed half of the population (nsp ≤ nfp) the Memory is
updated as in Eq. 5:

mi =

{
mi + 0.2 ∗ (0.5 ∗ avg(goodF + BadF ) − 0.8 ∗ mi) within limits (0,1].
mi, out of limits (0,1],

(5)
where BadF is a list of sF values that were not able to generate a better offspring
with respect to its parent.

The procedure for updating memory elements that store CR values (MCR)
is analogous to that described in this subsection.

3 The Problem and Results

3.1 Problem Definition: Optimization Applied to Energy
Distribution

Energy distribution has many stages from its generation to its consumption.
In smart grids, the distribution of energy is optimized for both, consumers and
suppliers, then it is highly desirable to find a good balance between demand
and supply. This balance can be modeled as an objective function where the
input variables to the function have certain restrictions. Due to space issues, in
this reference [7] interested readers can find a more detailed description of the
objective functions adopted in this work.
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3.2 The Benchmark

AJSO performance assessment was carried out by solving the IEEE
WCCI/GECCO 2020 benchmark “CEC-C4 Evolutionary Computation in the
Energy Domain: Smart Grid Applications”. This benchmark has two test beds.
The first one aims at optimizing energy resources management for day-to-day use
in smart grids under uncertain environments. 500 scenarios with a high degree
of uncertainty are used. The second test bed is concerned with a two-tier opti-
mization of end-user bidding strategies in local energy markets (LM). These two
levels represent a complex problem where competitive agents at the one level try
to maximize their profits by modifying a price. On the other hand, an agent tries
to minimize costs. The number of variables of Test Bed 1 and Test bed 2 are
3408 and 432, respectively. The competition rules indicate 50,000 evaluations as
the termination condition for the algorithms that solve each test bed.

A solution in test bed 1 is evaluated in the objective function Eq. 6:

f1( �X) = Z + ρ

Nc∑
i=1

max[0, gi] (6)

where �X is a solution. In this case, gi is the value of the i-th constraint (equality
or inequality) and ρ is a configurable penalty factor (usually, a high value is
considered). The function considers uncertainty in some parameters that modify
the value of the fitness function according to different scenarios generated by
Monte Carlo simulation. The fitness function value is modified by a perturbation
as in Eq. 7:

FS( �X) = f1( �X + δS) (7)

where δS is the disturbance of variables and parameters in scenario S and
FS( �X) the fitness value associated to the S Monte Carlo sampling. Therefore,
an expected mean value for a given solution over the set of considered scenarios
can be calculated as in Eq. 8:

μFS( �X) =
1

NS

NS∑
s=1

f1( �X + δS) (8)

where NS is the number of scenarios.
Similarly, the standard deviation of a solution over the set of scenarios can

be calculated by using Eq. 9:

σFS( �X) =

√√√√ 1
NS

NS∑
s=1

(f1( �X + δS) − μFS( �X))2 (9)

Solutions in testbed 2 should be evaluated in an objective function that
returns the mean average profit of all agents plus the standard deviation Eq. 10:

f2( �X) = mean(profits) + std(profits) (10)
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where mean(profits) and std(profits) are functions that compute the average
and standard deviation (respectively) of the profits that all agents obtained con-
sidering the bids/offers encoded in the individual. The negative sign in the first
term is used to transform the profits maximization problem into a minimization
one. The less the value in Eq. 10, the better the mean profits achieved by all
agents.

3.3 Extended Study

In this section, we highlight the differences that AJSO has in terms of perfor-
mance compared to other recently developed algorithms.

For all compared algorithms the population size was 10. For DE, the value
for F was established as 0.5 and CR was 0.9. For SHADE, the initial mutation
factor (MF ) was 0.5, the initial crossover (MCR) was set to the value of 0.5 and
the best selection rates was 0.1. For HYDE-DF the mutation factor (F ) was 0.5
and the crossover value (CR) was 0.5. For AJSO the initial mutation factor (IF )
was 0.8, the initial crossover constant (ICR) was 0.5, B was 0.1 and length phase
was set for these tests with the value of 8.

Table 1 (Test bed 1) and 2 (Test bed 2) contain statistical values and clas-
sification positions following the criteria of the WCCI 2020 competition of four
compared algorithms, DE (a basic version), HYDE-DF1, SHADE, and AJSO.
The value that summarizes the corresponding performance in Table 1 is repre-
sented by RankingIndex. This value is calculated by Eq. 11:

RankingIndex =
1
20

.

[
20∑
i=1

(μFS( �Xi T1) + σFS( �Xi T1)

]
(11)

where μFS( �X iT1) and σFS( �Xi T1) are Eq. 8 and 9 for the trial i across the
500 considered scenarios. In Table 1, the values PAvgFit, PstdF it and PminFit
correspond to a summary (after applying the average) of the 20 independent
performances of the mean, the standard deviation the minimum value of all the
evaluations made by the algorithm in each run.

Table 2 shows the results for the fitness function on test bed 2. This function
acts as a black box, only two resulting values are known, fit and profit. The
first value is about minimizing and the second about maximizing. The value that
is taken as a reference for the ranking is fit.

Based on the results reported in Table 1 and 2 it is clear that AJSO outper-
formed the compared algorithms in both test beds.

To further analyze the performance of the compared approaches, Figs. 1 and
2 show the box plots from 20 independent runs for test bed 1 and test bed 2,
respectively. Figure 1 includes AvgFit and stdF it for test bed 1, while Fig. 2
considers Fit and Profit for test bed2.

1 This algorithm is taken as a baseline for the competition http://www.gecad.isep.
ipp.pt/ERM-competitions/2021-2/.

http://www.gecad.isep.ipp.pt/ERM-competitions/2021-2/
http://www.gecad.isep.ipp.pt/ERM-competitions/2021-2/
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Table 1. Results obtained by DE, HYDE-DF, SHADE and AJSO in Test Bed 1

Algorithm RankingIndex PAvgFit PstdFit PminFit

DE 442.64 329.09 23.38 286.53

SHADE 370.81 267.03 27.63 217.93

HYDE-DF 342.15 233.35 30.86 168.53

AJSO 311.11 214.68 24.07 182.50

Table 2. Results obtained by DE, HYDE-DF, SHADE and AJSO in Test Bed 2

Algorithm Fit Profit

DE 3.03 −4.98

HYDE-DF 2.95 −4.88

SHADE 2.49 −4.04

AJSO 2.28 −3.60

Fig. 1. Results obtained by each compared approach in 20 independent runs in Test
Bed 1.

Fig. 2. Results obtained by each compared approach in 20 independent runs in Test
Bed 2.
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Figures 1 and 2 indicate that AJSO provided the best values and was also
more robust in the two test beds when compared with HYDE-DF, DE and
SHADE.

Fig. 3. Convergence graphs of the compared algorithms for minimum values of fitness
function in Test Bed 1

Fig. 4. Convergence graphs of the compared algorithms for Fit values in Test Bed 2

Figures 3 and 4 present the convergence plots of the tested algorithms in both
test beds. Such plots indicate that AJSO was able to find better results faster
than the other three compared approaches while keeping the maximum number
of evaluations required by the competition.

3.4 Statistical Tests

To validate the differences observed in the results reported in the previous
section, the 95%-confidence Wilcoxon signed-rank test [5] was calculated with
the samples of 20 runs per each algorithm. This is a nonparametric test fre-
quently used to compare pairs of algorithms. In this work, we have taken the
score given by the competition as a reference. Therefore, the vectors that have
been evaluated were the mean (AvgFit) and the standard deviation (stdF it) for
test bed 1 and only Fitness (Fit) for test bed 2.

The p-values obtained by the Wilcoxon test can be seen in Table 3. It is worth
remarking that a p-value below 0.05 indicates significant differences between
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the compared algorithms. Based on such table, in all cases, there are signifi-
cant differences between AJSO and the compared algorithms. Therefore, we can
conclude that this proposed algorithm provides a better performance in both
testbeds solved.

Table 3. p-values returned by the Wilcoxon Test between AJSO and each compared
algorithms. A value below 0.05 indicates significant differences and they are remarked
in boldface.

Comparison Test Bed 1 Test Bed 2

AJSO vs DE 2.0361e−5 8.8575e−5

AJSO vs HYDE-DF 3.1545e−4 8.8575e−5

AJSO vs SHADE 0.0019 8.8575e−5

4 Conclusions and Future Work

In this paper we have extended the performance assessment of the Advanced
jSO (AJSO) algorithm to solve smart grid optimization problems related with
the WCCI/GECCO 2020 competition. AJSO, inspired by SHADE and jSO algo-
rithms, combined two DE strategies (to favor exploration and exploitation in the
search), an archive of solutions to better explore the search space and also a mem-
ory of parameter values to self-adapt them. Regarding the extended performance
analysis, an additional algorithm was considered for comparison purposes, the
online behavior (convergence plots) of the compared algorithms was analyzed
and the statistical validation by using an non-parametric test was calculated.

AJSO was able to provide statistically significant better results when com-
pared to those of DE, SHADE and HYDE-DF. Moreover, the results obtained
by AJSO were more robust and the convergence analysis showed its ability to
find better solutions faster than the compared approaches.

As part of the future work, a deeper analysis will be performed by varying
the Population and Archive sizes. Currently, AJSO has very few parameters to
calibrate, but it may be possible to incorporate more self-adaptive techniques to
control, as an example, the memory update.
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Abstract. A suffix trie is a full-text index that can efficiently answer
queries in a text database. However, this index uses much more space
than the text itself. In practice, a suffix trie requires from 10 to 20 times
the size of T . In this work, we present an exhaustive experimental eval-
uation of a sequential representation of suffix trie (STs) consisting of
storing each component of a suffix trie in a separated array. We ana-
lyze count and locate time, construction time, and space usage for three
versions of STs: the original one and two later improvements.

Keywords: Text databases · Full-text indexes · Suffix trie

1 Introduction

Traditional databases are built around the concept of exact searching over struc-
tured data, that is, to search by equality over records each one having comparable
fields. At present, a large portion of the information available in electronic form
is in text form, that is, sequences of symbols representing not only natural lan-
guage but also ADN or protein sequences, program code, MIDI pitch sequences,
etc. Organizing text in records and fields is impossible and treating the whole
text as an atomic value does not is useful in a real application. New technologies
are needed to manage text databases.

A text database is a system that maintains a large text collection and provides
fast and accurate access to it [24]. Without loss of generality, we will assume that
the text collection is a unique text T over an alphabet Σ. T may be stored in
one or more files and it is not necessarily natural language text, just a sequence
of characters.

The simplest query to a text database is the pattern matching query: given a
string P (called the pattern) find all the positions of T where P occur. The pat-
tern matching query can be answered using two different approaches: sequential
and indexed search. Sequential searching assumes that it is not possible to pre-
process the text T , so only the pattern P is preprocessed and then the whole text
T is sequentially scanned [2]. Indexed searching, on the other hand, preprocesses
the text T to build a data structure or index over it, which can be used later to
speed up searches. Building an index is usually a time and memory-demanding
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task, so indexed searching is the choice when the text is so large that sequen-
tial scanning is too expensive. In a text database, indexed searching is the most
suitable approach.

In this paper, we are interested in suffix trie, an index that can answer pattern
matching query in time proportional to the length of P , independently of the
length of T . However, this index uses much more space than the text itself. In
practice, a suffix trie requires from 10 to 20 times the size of T . This means that
even when we may have enough main memory to hold a text, we may need to
use the disk to store the index.

In [28] a sequential representation of the suffix is proposed; this representation
is suitable for a later paging process on secondary memory. In [29] and [6] the
authors present improvements in space usage and query time, respectively, of
this sequential representation.

In this work, we present an experimental evaluation of these three versions
of the suffix tries. This article is a revised and extended version of the previous
paper presented at [27]. We include an exhaustive experimental evaluation using
the dataset provided in the Pizza&Chili Corpus. (http://pizzachili.dcc.uchile.
cl).

The remainder of the paper is organized as follows: Sect. 2 presents some
useful concepts. Section 3 describes the suffix trie data structure and Sect. 4
describes the sequential representation of this index. Section 5 gives the experi-
mental evaluation and analysis of results. Finally, Sect. 6 presents the conclusions
and discusses possible extensions for this work.

2 Previous Concepts

A text T = t1 . . . tn is a sequence of symbols over an alphabet Σ of size |Σ| = σ.
A substring of T is denoted by Tij = ti . . . tj . A prefix of T is a substring of the
form T1i and a suffix is a substring of the form Tin. Any position i in T uniquely
identifies a suffix of T namely Tin. We will call suffix offset to i.

The search pattern P = p1 . . . pm will be any sequence of symbols over Σ;
we will suppose that m is much smaller than n. In order to ensure that each
suffix occurs exactly once in the text, we will assume that the last text character
of T is tn = $, a special end-marker symbol that belongs to Σ but does not
appear elsewhere in T nor P , and that is lexicographically smaller than any
other symbol in Σ.

As we explained in the previous section, the indexing approach is the most
suitable for a text database. This means that an index is built to speed up
searches. An index built on T will support at least the following two queries:

– count(P): counts the number of occurrences (occ) of pattern P in T
– locate(P): locates the positions of all occ occurrences of P in T .

Many different indexing data structures have been proposed in the literature
for text searching. The main problem with these indexes is their large space
requirements.

http://pizzachili.dcc.uchile.cl
http://pizzachili.dcc.uchile.cl
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Each possible match point in T is referred to as an index point. The index
points are the positions of T which will be retrievable. The storage requirements
of an index are proportional to the number of index points in T . Consequently, we
can reduce the storage requirements by restricting the number of index points
and, therefore, the kinds of queries that can be answered. Reducing space is
important because it gives the chance to keep the index in the main memory

A word-oriented index restricts matches to whole words, thus a word-
oriented index search for P = in will not return the occurrences inside finding or
internal. In some word-oriented indexes, the matches of P are restricted to start
a word. In these cases, the word index can return the occurrence of in at internal
but not in finding. The well-known inverted index is a word-oriented index that
only permit word and phrase queries on natural language texts [1,16].

Natural language excludes symbol sequences of interest in many applications,
like bioinformatic and multimedia databases, and some important human lan-
guages. In these cases, the database T is just an arbitrarily long sequence of
symbols and the index for these types of texts must be able to search any sub-
string. These indexes capable of finding matches of P starting at any character
of T are called full-text indexes. In a full-text index, each suffix offset is an
index point. Many different full-text indexes have been proposed in the litera-
ture for text searching, most notably suffix arrays, suffix trees and suffix tries
[5,10,20,30]. As we mentioned, the main problem with these indexes is their
large space requirements They need between 4 to 20 times the text size (plus
text) to achieve a reasonable efficiency.

Several attempts to reduce the space requirements of text indexes were made
in the past giving rise to the succinct indexes concept. A succinct index is an
index that provides fast search functionality using a space proportional to that
of the text itself (say, two times the text size). The succinct indexes exploit the
compressibility of T , then their size is a function of the compressed text length [7,
8,14,19,25,26]. This concept has evolved into self-indexes, which furthermore
contains enough information to reproduce any text portion [12,13,21,22]. A self-
index replaces the text and supports a fast search for arbitrary patterns.

However, there are cases where even the compressed self-index is too large to
fit in the main memory. In these cases, it is necessary to have an index paging
process that assures efficiency at query time.

3 The Suffix Trie Data Structure

In this paper, we are interested in suffix trie, a full text index that can answer
the count search in O(m) time, independent of n and occ, and locate search in
O(m+occ). Below, we describe this index and the classical representations for it.

A trie is a type of digital search tree that stores a set S of n strings over an
alphabet Σ. It can support the search for a string in the set in time proportional
to the length of the string, independently of n. In a trie, each edge is labeled
with a character from the alphabet Σ. The maximum number of children for
each trie node is σ and sibling edges must represent distinct symbols. The trie
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Fig. 1. A text T , its suffix set, and its suffix trie. In this example, Σ = {a, b, c, $} and
σ = 4.

has exactly n leaves, each corresponding to a distinct string of S. A trie also can
be used for prefix searching, that is, to find every string in S prefixed by some
sequence P .

Notice that all occurrences of a pattern P in T are prefixes of some suffix of
T , thus finding all the occurrences of P in T is equivalent to finding all suffixes
of T that start with P .

A suffix trie [9] is a trie built over all the suffixes of text T . The pointers
to the suffixes (suffix offsets) are stored at the leaf nodes. Each leaf represents a
suffix and each internal node represents a substring of T that can appear more
than once. In practice, the suffix trie is pruned at a node if there is only a unary
path from this node to a leaf. An example of a suffix trie is shown in Fig. 1. In
this example, leaves are indicated by squares containing the suffix offsets.

Using the suffix trie, the occurrences of P in T can be found by starting
at the root and following matches down the trie edges until P is exhausted, or
up to the point where we reach an external node. If the end of P is encountered,
then any leaf in the subtree rooted at the last node visited is a match. If a leaf
is encountered before the end of P , then the remainder of the pattern must be
checked against the appropriate suffix.

To improve space utilization, the number of edges in the suffix trie can be
reduced by collapsing unary paths (i.e. paths where each node has just one child)
into a single edge. In each internal node, an indication of which character of the
query is to be used for branching is stored. This value, well-known as skip value,
may be given by an absolute position or by a count of the number of characters
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Fig. 2. The original suffix trie (left) and their version with skip values (right).

to skip. Figure 2 shows this representation for the same text T given in Fig. 1;
in this example, the skip value is given as absolute position. At query time, the
skip value must be considered to choose the branch the search must be following.

Because the search algorithm can skip the inspection of some characters of P ,
the search has to make one more final comparison. If the search finalizes at a leaf
node, then pattern P must be compared to the leaf suffix to see if it matches. If
the end of P is encountered before a leaf, then a suffix from the current subtree
must be chosen and compared against P .

The classical representations of suffix trie require the use of pointers and
suffix index. In a straightforward implementation, each node has pointers to all
its child nodes together with the information about the edge label. These child
pointers can be represented as an array, as a linked list or as a hash table [18].

If σ is small, the child node pointers can be represented in form of an array
of size σ. Each i-th entry in this array represents the child node whose label is
the i-th character in the ordered alphabet. This is very useful for tree traversals
since the corresponding child can be located in constant-time.

For large alphabets, an array representation of children is impractical and can
be replaced by a linked list representation. However, at query time, it requires
additional time at each internal node in order to locate the corresponding child.
Furthermore, since the position of a child in a list does not reflect the edge label,
we need to store an additional byte representing this character.

Another possibility is to represent child pointers as a hash table. This repre-
sentation preserves constant-time access to each child node and is more space-
efficient than the array representation. An extension of this storage scheme was
proposed by Kurtz [17]. In this optimization, the pointers to sibling nodes are not
stored because the sibling nodes are placed consecutively in memory. Each node
stores only the start position of its leftmost child. As before, each node may store
an additional byte representing the edge label. At query time, it needs to make
a binary search to find the corresponding child. This is the most space-efficient
suffix tree representation known for main memory that uses pointers [18].
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4 An Sequential Representation of Suffix Trie

As we saw in the previous section, most of the existing proposals explicitly
maintain the tree shape with pointers, which can be physical (main memory
addresses) or logical pointers (positions of an array). In [28] the authors present
a sequential representation of a suffix trie based on techniques proposed in [15].
This representation allows to reduce the index size while keeping the function-
ality of the count and locate search. Besides, this representation is suitable for a
later paging process on secondary memory.

Note that the information stored in the suffix trie can be classified into four
categories: the tree shape, the skip values in the internal nodes, the edge labels
and the suffix offsets in the leaves. In this representation, each one of them is
stored in separated arrays.

Tree Shape. The tree shape is encoded using balanced parentheses representa-
tion instead of full pointers. This encoding is building from a preorder traversal
of the tree. When visiting a node x for the first time, an opening parenthesis is
written. After visiting its subtree, a matching closing parenthesis for x is written.

In this way, each node x is represented by a pair of parentheses: “(”(encode
by 1) and “)”(encoded by 0). The x node is identified by its opening parenthesis.
The nodes of a subtree of x are stored contiguously, then the size of its subtree
is given by the beginning and ending points of the encoding.

Parentheses encoding of a general tree of n nodes requires 2n bits of space
and support the core operations necessary for traversing the tree [23].

Edge Labels, Skip Values, and Node Degrees. Three arrays are used for
this purpose, one for each one of these values. The elements in the arrays are
ordered by a preorder traversal of the tree. During the downward traversal, the
array position for the current node can be computed by tracking the number of
nodes in each left subtree that is skipped.

Leaves and Suffix Offset. In this case, an array is used too but the suffix
offsets have to be ordered from left to right. This ordering allows computing the
array position of the first leaf of the current node.

In order to perform the search using this representation, the searching algo-
rithm over parentheses encoding [23] is adapted to move over the five arrays.
The operations of moving up or down the tree requires to make the following
operations:

– findclose(i): find the position of the closing parenthesis that matches the open
parenthesis in position i.

– findopen(i): find the position of the open parenthesis that matches the closing
parenthesis in position i.

– excess(i): find the difference of the number of open parentheses and the num-
ber of closing parentheses from de beginning to position i.
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4.1 Improving the Storage Requirements

In [29] the authors present a space improvement of sequential representation.
They propose to reduce the space requirements using Directly Addressable Codes
(DACs codes) [3] for skip values and node degrees. Below, we briefly explain this
encoding.

Given a sequence of k codes C = C1, C2, . . . , Ck, we split the bits needed to
represent each Ci into blocks of b bits. A first sequence A1, will contain the least
significant chunks of b bits (i.e., rightmost bits) of each Ci. A second one A2,
will contain the second chunks of each Ci that needs more than b bits. A third
one A3, will contain the third chunks of each Ci that needs more than 2b bits.
This process continues until all the bits of the longest code are completed.

For each Aj sequence there is a bitmap Bj that indicates which Ci continues
in Aj+1, that is: Bji = 1 if Ci needs more that jḃ bits. The Ci code can be access
found their b bits in each Aj sequence. This can be done using rank queries [11]
on the Bj bitmap. A more detailed discussion of this can be found in [3].

Note that the number of chunks assigned to Ci depends on the magnitude
of Ci. This means that smaller integers obtain shorter codes. In skip values and
node degrees arrays, most of values are small, but some can be larger [4]. Hence,
DAC is a good option to represent these sequences of integers.

4.2 Improving the Query Time

In [6] the authors present a new version of sequential representation that reduces
the time needed to answer count and locate queries. More specifically, an array
(called ParentClose) is added in order to improve the performance of findclose
operations making over the parentheses encoding.

Let x the root of suffix trie, for each son y of x (level 1) ParentClose stores
three values: the position of closing parenthesis of y, the number of nodes in the
subtree rooted at y, and the number of leaves in the subtree rooted at y. These
values have to be ordered by taking sons of x from left to right, allow navigation
over the suffix trie.

ParentClose can be maintained in each level of the suffix trie, but this will
considerably increase the space usage. Furthermore, in practice, the node degrees
decrease as we go down the suffix trie. Therefore, in some level l it will be more
efficient to compute findclose directly over the parentheses encoding instead of
maintaining ParentClose. This level l must be experimentally determined.

5 Experimental Results

In this section, we present the results obtained with the three versions of sequen-
tial representation. We have measured and compared the time/space perfor-
mance of these three versions.

It should be noted that this work is part of a larger project whose main
objective is to achieve an efficient implementation on secondary memory of suffix
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trie. The paging process consists of partitioning the index into parts, each of
which fits on a disk page. Each page will itself be a tree and can be stored
using the representation explained in the previous section. At query time, one
page (subtree) is loaded in the main memory, the search is carried out over
this subtree, and the next one is loaded if necessary. Then, the searches in the
main memory will be performed on small parts of suffix trie. For this reason, the
experiments showed in this section have been carried out on small texts.

5.1 Experimental Setup

We will denote by:

– STs: the original sequential representation of suffix trie.
– STsd: the sequential representation of suffix trie that uses DAC code.
– STsdp: the sequential representation of suffix trie that uses DAC code and

ParentClose array.

We have used datasets from the Pizza&Chili corpus (http://pizzachili.dcc.
uchile.cl). They cover a representative set of application areas where the problem
of full-text indexing is relevant. Specifically, we perform tests with:

– DNA: this file contains gene DNA sequences. Each of the 4 bases is coded as
an uppercase letter A, G, C, T.

– PROTEINS: in this case, the file is a sequence of newline-separated protein
sequences. Each of the 20 amino acids is coded as one uppercase letter.

– SOURCES: this file is formed by C/Java source code obtained by concatenat-
ing the .c, .h, .C and .java files of the linux-2.6.11.6 and gcc-4.0.0 distributions.

– XML (structured text). this file is an XML that provides bibliographic infor-
mation on major computer science journals and proceedings.

– PITCHES (MIDI pitch values): this file is a sequence of pitch values (bytes
in 0–127, plus a few extra special values) obtained from a myriad of MIDI
files freely available on internet.

For each type of text, pieces of size 10, 20, 30, and 40 MB have been taken and
indexed using a suffix trie represented with STs, STsd, and STsdp. We made count
and locate queries for 500 patterns of length m, with m = 5, 10, 15, randomly
chosen from the indexed texts.

The experiments have been carried out in two phases. The first one was
aimed to determine the most appropriate value of l for STsd. In the second one,
the most competitive STsdp variant was compared against STs and STsd. We
measured query times, memory usage and index construction time. Because of
space reasons, we will include only the most relevant graphics.

http://pizzachili.dcc.uchile.cl
http://pizzachili.dcc.uchile.cl
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5.2 Results and Discussion

Choosing the l Value
Figure 3 shows the results obtained for DNA text, making count queries for
patterns of length 5, 10, 15. The l values used in these experiments are represented
on the x-axis, while the y-axis represents the average time to solve a count query.

As can be seen, the average time for count decreases as we increase the l
values. Between the first two levels, a remarkable improvement is obtained saving
around 70% of count time. If we compare levels 1 and 4, the improvement is
around 90% approximately. From level 4, the curves tend to stabilize. Regarding
the pattern length, the curves are similar, this implies that the pattern length
does not affect the performance of STsdp.

The same behavior is observed for locate queries. This can be seen in Fig. 4
that shows the results for DNA text, making locate queries with patterns of
length 5, 10, 15.

If we analyze the space usage, we can observe that with little additional
space the improvements mentioned are achieved. Table 1 shows the space usage
for DNA text. For each size text (first column), we give the total size of STsdp

(second column) and the size of ParentClose array for each l value used (columns
3 to 8). In general terms, the table shows that the improvement of count and
locate time is achieved with only 0.01% additional space approximately.

Fig. 3. Effect of number of levels l of STsdp in count time, using DNA text
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Table 1. STsdp: Space usage for DNA Text. The values are expressed in MB.

Text size STsdp size l = 1 l = 2 l = 3 l = 4 l = 5 l = 6

10 69.21 0.00008 0.0004 0.001 0.004 0.01 0.06

20 139.38 0.0001 0.0006 0.002 0.005 0.01 0.06

30 209.05 0.0001 0.001 0.004 0.01 0.02 0.07

40 278.91 0.0001 0.001 0.004 0.01 0.02 0.07
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Fig. 4. Effect of number of levels l of STsdp in locate time, using DNA text

The behavior of STsdpwith the other texts was similar. We can conclude that
4 and 5 are the most suitable values for l. These values were used to run the
experiments in the next phase.

Count and Locate Time
Having defined the values for l, the next step was to compare the querie times
for STs, STsd and STsdp (using 4 and 5 levels for ParentClose). Figure 5 shows
the average time for count queries using patterns of length 10. The x-axis is the
text size, and the y-axis is the average time (in logarithmic scale). We only show
this pattern length, as the others yield similar conclusions.

It can be seen that STsdp outperforms the other versions saving between 80%
and 90% of query time. This improvement is more notable in PROTEINS and
PITCHES texts, where time savings reach 95%.
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Fig. 5. Average time for count queries using STs, STsd and STsdp (l = 4 and l = 5).

Between l = 4 and l = 5, there is not a significant difference. This implies
that level 4 is also a good option for STsdp.

Also, we can observe that STs and STsd have similar behavior with a small-
time advantage for STs. This is because STsd needs to process the DAC codes
in order to rebuild the node degree and the skip value.

Regarding locate time (Fig. 6), we can observe this same behavior.

Space Usage and Construction Time
Figure 7 summarizes construction time of STs, STsd and STsdp (levels 4 and 5)
using texts of 40 MB. We only show results for this text size; the others yield
similar conclusions.
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Fig. 6. Average time for locate queries using STs, STsd, and STsdp (l = 4 and l = 5).

It can be seen that STs builds faster than STsd and STsdp. This result was
expected because STsd must build DAC codes and STsdp must build DAC codes
and ParentClose array. This implies the use of 10% more time in the index
construction.

However, this additional construction time will be amortized by saving time
to answer count and locate queries. Furthermore, STsd and STsdp overcome to
STs in the index size. This can be clearly see in Fig. 8: STs needs much more
space to store the index, around 50% more than the other versions.

Notice that STsdp is not a succinct index, nevertheless, its space usage in
some texts is around 7 times the size of T .
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6 Conclusions and Future Work

In this paper, we have presented an exhaustive experimental evaluation of three
versions of sequential representation of suffix trie: STs, STsd and STsdp. In the
experimental results, we have observed that:

– In query time, STsdp outperforms the other versions, saving between 80% and
90% of time; STs and STsd have similar behavior.

– In space usage, STsd is the better option and STs is the worst. Nevertheless,
STsdp uses a little more additional space than STsd and considerably improves
the query time.

– In construction time, STs is the most competitive option, but not significantly.
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We can conclude that STsdp is the most competitive version, achieving a balance
between space usage and query time.

As future work, we are interested in achieving an efficient version of STsdp in
secondary memory. To make it, an efficient paging process is needed to assure
the index performance. We are currently working on this topic.
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Argentina (2019)

7. Ferragina, P., Manzini, G.: Indexing compressed text. J. ACM 52(4), 552–581
(2005)

8. Gagie, T., Navarro, G.: Compressed indexes for repetitive textual datasets. In:
Sakr, S., Zomaya, A.Y. (eds.) Encyclopedia of Big Data Technologies. Springer,
Cham (2019). https://doi.org/10.1007/978-3-319-77525-8 53

9. Gonnet, G.H., Baeza-Yates, R.: Handbook of Algorithms and Data Structures.
Addison-Wesley, Boston (1991)

10. Gonnet, G.H., Baeza-Yates, R., Snider, T.: New Indices for Text: PAT Trees and
PAT Arrays. Prentice Hall, Hoboken (1992)
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Abstract. The evolution of technology and electronic devices, the wide-
spread use of IoT, and the compliance with specific regulatory require-
ments of the industry have made the process of designing embedded sys-
tems more complex and challenging. These systems are generally multi-
threaded, parallel, concurrent, reactive, and/or event-driven. In these
systems, the data and events are heterogeneous and non-deterministic
as they interact with the external environment. Extended Petri nets
constitute an elective platform and system-independent modeling lan-
guage, which makes it appropriate for modeling embedded systems. To
take full advantage of the modeling efforts, it is desirable to use the built
models to obtain part of the system implementation. This work presents
the design and implementation of an Extended Petri Processor, its mod-
ular architecture and an algorithm for the automatic determination of
the number of active and necessary threads or processes. This processor
makes use of the extended state equation of Petri Nets, executing the
model of the mentioned systems, aiming to mitigate the time needed for
development, and reduce programming errors.

Keywords: Petri processor · Automatic thread determination · Petri
Nets · Code generation · IoT · FPGA

1 Introduction

Nowadays, critical, reactive (RS) and event-driven embedded systems (EDA) [1]
are in high demand, especially by Industry 4.0 [2]. The design of these sys-
tems must meet strict non-functional requirements since they are parallel, con-
current systems and interact with variables and events from the system itself
and from the outside world, where the data and events are heterogeneous and
non-deterministic [3]. This article presents the design and implementation of an
extended Petri processor and its modular architecture, for the development of
these types of systems. This processor aims to reduce development time and
mitigate programming errors.
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P. Pesado and J. Eterovic (Eds.): CACIC 2020, CCIS 1409, pp. 199–214, 2021.
https://doi.org/10.1007/978-3-030-75836-3_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-75836-3_14&domain=pdf
http://orcid.org/0000-0002-4158-9160
http://orcid.org/0000-0002-1434-1258
https://doi.org/10.1007/978-3-030-75836-3_14


200 L. O. Ventre and O. Micolini

The design phases of an embedded system include the development of the
model based on a set of requirements [4]. This model is the basis for other stages,
including the application building stage [5].

Non-autonomous and extended PN is a general-purpose modeling language
that supports the modeling of reactive, concurrent, and parallel systems regard-
less of the platform. In the design of RS and EDA, the transformation of the
model into software implies a translation work that leads to interpretation and
implementation errors. In order to mitigate these errors, this processor capable
of running the model regardless of the platform has been developed.

As a precedent to this work, and as part of this same research project, a
modular Petri Processor (PP) that executes ordinary PN can be found in [6],
next an algorithm for the division of the Petri nets and its structural locality was
developed in [7], then a method for the design and development of embedded
systems with the PP in [8,9], the state equation of PN was extended in [10]
and subsequently a modular extended PP (PPX) in [11]. The main advantage
of the PPX is the expression capacity, which is like a Turing machine since it
can execute models with different types of arms or guards. In the present article,
the work in [11] has been extended including an algorithm for the automatic
determination of the number of threads; all these research instances have the
objective of automatic code generation from the system model.

According to our research documents, there is no history of an automatic
code generation or a model execution performed by a processor, nor algorithms
for determining the number of threads from the model of a PN. The innovation
of this proposal includes the design and implementation of a modular hetero-
geneous architecture processor, which executes the extended state equation of
PN [7], which has the expression capacity of a Turing machine. This proces-
sor keeps all the properties verified in the model, since the model is essentially
not interpreted and/or transcribed in code, but rather executed. Furthermore,
this article describes the application of an algorithm for the automatic determi-
nation of the number of active and necessary threads or processes. This algo-
rithm applies to the use cases where the development methodology employed
is described in [8]; where the authors detail a methodology for the design and
development of embedded systems using a Petri processor. The core of the hete-
rogeneous system architecture proposed by the authors consists of a PP and a
General-Purpose Processor (PPG). In the PP the Petri net (PN) that models the
system is loaded, immediately implementing, with it, all the logic of the system;
the processor processes events and with this logic determines the future states,
thus establishing the order of execution of the actions. In the PPG, the threads
are implemented for the execution of these actions, thus decoupling the logic of
the actions from the developed system. The algorithm here used is responsible
for analyzing the RdP that the system models and determining the number of
maximum active threads to be used in the PPG, as well as determi-ning the
number of maximum threads required in the same PPG.

The following section sets out the objectives of this work; while in Sect. 3
a brief theoretical framework is presented. Then, in Sect. 4, the architecture of
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the PPX is described as the proposed solution. In Sect. 5, the results, the tests
carried out and finally, the conclusions are exposed.

2 Objectives

The system’s logic model contains the necessary information for implementing
the software logic. The coding stage involves successive iterative efforts to refine,
interpret, and transcript the model into code, detecting and correcting errors in
the process. This entails an overload of effort and time in the development stages.

The main objective of this work is the design and implementation of a pro-
cessor that executes the logic model as code, thus unifying the modeling and
coding stages. As a secondary objective, a modular design and interconnection
with a traditional processor is carried out.

3 Methodology and Tools

There are several modeling tools, among which are: UML diagrams [12] and
PN [13,14]. UML diagrams provide the necessary characteristics, partially, but
they essentially lack mechanisms for formal verification that strictly guaran-
tee compliance with critical requirements, which are fundamental aspects to be
implemented in the SR and EDA.

Since the extended, non-autonomous, PN [15] allows to model concurrency,
local and global state, and parallelism, it is possible to verify them formally.
They are executable [16] and scalable when expressed with the extended state
equation [7]; they have been considered to be the most convenient formalism and
have been selected as a modeling tool and a processor execution language.

The development tools and implementation of the PPX are explained and
described in Subsect. 4.5.

3.1 Petri Nets

A marked PN, denoted as PN, is a quadruple [5] defined by:

PN = (P, T, I,M0) (1)

where:

– P = p1, p2, · · · , pn is a finite, non-empty set of places.
– T = t1, t2, · · · , tm is a finite, non-empty set of transitions.
– I is the incidence matrix that relates places with transitions and vice versa.
– M0 is the initial markup of the PN.
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3.2 S3PR

The main concepts needed to define S3PR PN are: S2P PN, which models simple
sequential processes; S2PR PN, which models simple sequential processes with
resources; and finally S3PR PN are the net composition of S2PR PN through a
set of commonplaces (resources). A specific explanation of the various subclasses
of PN can be found in [17].

S2P - We define the class of simple sequential processes (S2P) PN as:

N = (P ∪ {P 0}, T, F ) (2)

Where:

1. P �= ∅, p0 /∈ P (p0 called Idle Place);
2. N is a strongly connected machine state;
3. Each circuit of N contains the place p0.

The third condition imposes a “termination” property on the work processes we
are considering: if a process evolves, it will terminate.

Hence, it is extended to model resource usage, which is an S2PR class. In
other words, a simple sequential process with resources (S2PR), is an S2P that
needs the use of a unique resource in each state that is not the idle state. Due
to the interactions with the rest of the processes in the system will be carried
out by sharing the set of resources, it is natural to assume that in the idle state
there is no interaction with the rest of the system and, therefore, no resources
are used in this state.

S2PR - An S2PR is a PN that fulfills:

N = 〈P ∪ {p0} ∪ PR, T, F 〉 (3)

where:

1. The subnet determinated by X = P ∪ {p0} ∪ T is an S2P.
2. PR �= ∅ y (P ∪ {p0}) ∩ PR = ∅

3. ∀p ∈ P. ∀ t ∈ •p. ∀ t′ ∈ p • . • t ∩ PR = t′ • ∩PR = {rp}
4. The following two statements must be verified:

a) ∀ r ∈ PR. • •r ∩ P = r • • ∩ P �= ∅

b) ∀ r ∈ PR. • r ∩ r• = ∅

5. • • (p0) ∩ PR = (p0) • • ∩ PR = ∅

PR: set of resource places.
P : set of state places.

Given the previos S2PR definition, an acceptable initial marking for N m0 is
defined by:

1. m0(p0) ≥ 1
2. m0(p) = 0, ∀ p ∈ P
3. m0(r) ≥ 1, ∀ r ∈ PR
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S2PR - And, lastly, the class of simple sequential process systems with resources
(S3PR) is defined by the net composition of S2PR through a set of common-
places.

S3PR = {N = Ok
n=1Ni = (P ∪ P 0 ∪ PR, T, F )} (4)

3.3 Synchronized or Non-autonomous PN

This type of PN introduces events into the model and it is an extension of
autonomous PN [15,16]. Non-autonomous PNs model systems in which firings
are synchronized with external discrete events. Events are associated with tran-
sitions, and the firing occurs when two conditions are met: the transition is
enabled and the event associated with the transition had taken place.

External events correspond to changes in the state of the system’s environ-
ment (including time) while internal events are changes in the state of the system
itself. Synchronized PNs can then be defined as a triplet:

PNsync = (PN,E, sync) (5)

where:

– PN is a marked PN,
– E is a set of external events and
– sync is the function that relates the transitions T with E ∪ {e}, where {e} is

the null event, that is, those transitions that are automatically fired.

Perennial, Non-perennial and Null Events
There are different types of events. A detailed description can be found in [16].

Extended Equation of State
In order to mathematically represent the existence of the new inhibitor, reader
and reset arms, a matrix is required for each type of arc. These matrices are
similar to the matrix I. When the arcs have a weight equal to one, the terms
of the matrix are binary. A transition can be enabled if it meets the following
conditions: if it has an inhibitor arm that does not have a token in the associated
place; if it has a reading arm, and the place associated has one or more tokens; if
it has a guard and the guard value is equal to true; if it has an event associated,
and one or more events were queued and if it has a label with a time interval,
and the counter is in the valid time range.

So the extended equation of state is now defined as:

M(j+1) = Mj + I ∗ (σ and Ex)#A (6)

In this expression Ex is the extended enabled vector, represented by:

Ex = E and B and L and G and Z (7)

where E,B,L,G y Z are the enabled vectors of the different arcs. The details
of the calculation of (6) and (7) are found in [7].
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4 Architecture of the Solution

The hypothesis of this work is based on the fact that a model made with a non-
autonomous PN is a set of instructions, equations and restrictions or rules to
generate the I/O behavior of a system. That is, the model is described as state
transitions and mechanisms to accept input trajectories and generate output
trajectories depending on their state.

The defining, in terms of system specifications, has the advantage of a solid
mathematical basis and unequivocally defined semantics. To specify a behavior,
the model needs an agent. This is basically a computer system capable of exe-
cuting the model. The same model, expressed in a formalism, can be executed
by different agents, thus enabling portability and interoperability at a high level
of abstraction.

In this project, the PPX is the agent in charge of executing the model by
making use of (6), so that it can generate the desired behavior. Extended PNs
allow to model systems of events or stimuli, states, logic, policy and actions,
which means it can be decoupled and they manage the control and execution of
the whole system.

4.1 Architecture of the PPX

The main blocks of the PPX implement (6) which are: matrix-program, calcula-
tion-state, queues, and policies.

4.2 PPX Modules

The Fig. 1 represents a synthesized version of the processor.

Matrix-Program Modules: Responsible for defining the processor program
with the matrices and vectors of the state equation. They are represented in
Fig. 1, identified with ∗, and they are: the matrices I, H, R, Rst, A and Time
comparison window, and the vector of automatic firings.

Calculation-Status Modules: Responsible for calculating and maintaining
the status of the PN. Its components are marked in Fig. 1 with #, which are:
the state vector, the new state vector, L, B, V, E, G, S, the timers array, the
vector of possible firings, the Adder and the Calculation-reset module.

Module: Responsible for storing the input and output events and communicat-
ing the results of the PN execution with the traditional processor, Microblaze
(MCS) [18]. These components are marked in Fig. 1 with @ (the firing and exit
request queues).

Policies Module: Responsible for selecting the transition with the highest pri-
ority from the vector of possible firings. Its components have been identified on
the Fig. 1 with &, they are the Firing Policy Matrix and the highest priority
Firing Vector.
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Fig. 1. PPX architecture.

4.3 Modules Description

The parts and functions of each component correspond to (6). They are consis-
tent with the proposed modular structure and the main ones are:

Incidence Matrix I - array of integers. Its dimension is |T | × |P |.
Inhibitor Arms Matrix H - binary matrix. Its dimension is |T | × |P |.
Reader Arms Matrix R - binary matrix. Its dimension is |T | × |P |.
Arm Matrix Reset Rst - binary matrix. Its dimension is |T | × |P |.
Time Comparison Window Matrix - stores the alpha and beta values
which correspond to the lower and upper time limits [5].
State Vector - vector of positive integers. Its dimension is |P |.
Vector L - binary vector. Its dimension is |T |. Inhibits the transition if the
place is not marked.
Vector B - binary vector. Its dimension is |T |. Inhibit the transition if the
place is marked.
Vector V - binary vector. Its dimension is |T |. Enable sensitive transition if
your timer is in the window range (between alpha-beta).
Guardian Vector G - binary vector with the guard values. Its dimension is
|T |.
Sensitized Vector S - binary vector, where each position corresponds to
each column of the matrix of possible next states. Its dimension is |T |.
Timers arrangement - vector of integers. Its dimension is |T |. They are
counters that are activated when the associated transition is enabled and are
reset when it is disabled or fired.
Firing Request Queues - its interface exposes an input vector to the PPX,
where each position of the vector corresponds to a transition.
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Exit Queues - its interface exposes an output vector from the PPX, where
each position of the vector corresponds to a transition.
Firing Policy Matrix - binary matrix of dimension |T | × |T |. Its values
indicate the relative priority between transitions.
Highest Priority Firing Vector - binary vector that represents the tran-
sition to be fired.

4.4 Processor Algorithm

Single-server semantics have been adopted in this work, so only one transition is
fired at a time. Two cycles are required for each firing to determine and report
the new status.

Cicle 1 - Calculations - In this cycle, the necessary calculations are performed
to determine which transition to fire.

The tagging vector is compared with each column of the incidence matrix,
denoted in Fig. 1 as Ii, to get the sign bit of each element of the array of possible
next states. The results are binary columns where the i-th column contains the
signs of the values of the next marking vector, in case the transition i is executed.
This matrix contains only the signs of the possible next states; given a column,
if any of the values is negative, it means that the next state will not be reachable
by the PN (negative values in a tagging vector indicate that the transition is not
enabled). To obtain this value, a logical disjunction is performed between all the
elements of each column. The vector S is built using these values.

For each element of the state vector, a zero bit is determined. With these
bits, the zeros flag vector is constructed. This indicates whether or not the place
is marked and it is indicated in Fig. 1 as Zeros Flag. The vectors B y L are
calculated with the product of the Zeros Flag vector and the matrices H and R,
respectively.

The Guards Vector G is updated from the MCS processor, since it represents
all the conditions that are external to the PPX processor.

The vector V indicates whether a transition is enabled (based on the values
of the vector S), and if it is in the time window programmed in the Array of
Timers.

The transitions that are possible to be fired are obtained from the logical con-
junction between the vectors B,L,G, V and S. The logical disjunction between
the Firing Request Queue vector and the Automatic Firings indicates the tran-
sitions that are requested to fire. Next, the logical conjunction between these
last two vectors is carried out, which indicates the possible firings, noted as E in
Fig. 1. This vector contains a value of 1 in the positions of the transitions that are
possible to fire. Since single-server semantics have been adopted, it is necessary
to determine the highest priority transition to fire. To achieve this, the Firing
Policies Matrix is used. This returns the highest priority Firing Vector, which
contains a value equal to 1 in the transition to fire. In this cycle it is also calcu-
lated if any place should be zeroed, so the internal product is performed between
the columns Ri of the matrix of reset arms (Rst) and the highest priority Firing
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Vector. This calculation is carried out by the module named Reset calculator. If
the value is one, the place reset bus sets the place value to zero.

Cycle 2 - Update - This is the cycle that computes the firing of the transition
that was selected in the previous cycle. Here, the firing takes effect and the value
of the marking vector is updated. To achieve this, the selected transition works
as a column selector.

The adder, which is at the top of the Fig. 1, performs the sum of the marking
vector with the matrix column I selected by the firing vector. The result of
that sum is stored as the new marking vector. In this cycle, if applicable, the
space indicated on the reset bus is reset. Additionally, the queues are updated;
increasing the output queue counter and decrementing the input queue counter.

4.5 PPX, FPGA, and Microblaze MCS

The PPX solves the logic of the system so it operates with an associated pro-
cessor [6,16] which executes the actions required. To achieve this, the PPX was
interconnected with the MCS processor as shown in Fig. 2. It was implemented
in a Spartan 6 FPGA from Xilinx (Atlys) [19], in which an IP-core MCS was
installed since it is included in the ISE tool [20] and it has a low impact on the
resources required for its implementation. A communications module (UART)
was also installed in order to carry out the testing and a clock management
module (DCM). This configuration has been selected to establish comparisons
with the work carried out in [6].

Microblaze 
MCS

Rx

GPIO Bus  

GPIO Bus    

Tx
UART UART comm

FPGA Spartan 6 Digital Clock Manager

Extended 
Petri Net 
Processor

Fig. 2. Interconnection between processors.

4.6 Queues

The input and output queues of the PPX are configurable, each transition has
an input queue and an associated output queue. A detailed description is found
in [6].

4.7 Priorities and Conflicts Between Transitions

The PPX does not detect conflict states [15] between transitions, this is why
it treats all enabled transitions as if they were in conflict (single server). This
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semantics, in conjunction with the priority policy module, also solves the prob-
lem of conflicts and makes it deterministic. The Firing Policies Matrix module
determines the transition to fire, this module is configurable at runtime.

5 Threads Quantity Determination Algorithm

The algorithm here presented is responsible for analyzing the RdP loaded in
the PPX. The PPX calculates the future states, therefore establishing the order
of execution of the actions. This algorithm determines the number of maximum
active threads to be used in the PPG, as well as the number of maximum threads
required in the same PPG. Those threads that run in PPG execute the actions.

The present algorithm is applied to S3PR [17] type networks, the steps of
the algorithm will be described as follows:

5.1 Algorithm Steps

1. Construct A: The A set is defined as the places that are involved in the
transition invariants. These places are the union of the sets:

A =
⋃

∀t∈inv
• t ∪

⋃
∀t∈inv

t • (8)

2. Construct B: The B set is defined as the places in set A that are not restric-
tions or resources.

B = A − {constraint/resourceP laces} (9)
3. Construct C: The C set is defined as the places of B set excluding the IDLE

places (initial/final buffers).

C = B − {IdleP laces(buffers)} (10)

4. Sort the set of places C: this set of places must be sort according to the
evolution of the sequence of the transition invariant.

5. Construct D: The D set is defined as all possible markings of the set of places
C.

6. Determination of the maximum number of simultaneous active threads in the
invariant: of each possible marking of set D, perform the sum of the marks of
each place in search of the maximum sum. This will be the maximum number
of simultaneous active threads in that transition invariant.

7. Determination of the maximum necessary number of threads in the invariant:
– Case 1: If the sequence of places of the transition invariant matches a

place invariant and no places are part of a conflict, the number of threads
for that subnet is equal to the value of the place invariant.

– Case 2: The places crossed by a transition invariant, which participate in
a conflict (since they are crossed by more than one invariant) divide the
transition invariant into two segments. Thus, the invariant is segmented
between conflict places. In the place conflict, for each exit arm of this
place, a thread is required (one per transition invariant). The places that
belong to the segment are assigned a number of threads equal to the sum
of the maximum marks in this segment.
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5.2 Algorithm Application Example

Next, the application of the algorithm will be analyzed with a simple example
of an S3PR network to understand the steps involved.

From the analisys of the S3PR net in Fig. 3, the idle places are: idle = {P1,
P6}.

T1

T2

T3

T4

T5

T6

P1

P2

P3

P4

P5

P6

P7

P8

P9

Fig. 3. S3PR Petri net example.

The transition invariants of this S3PR network are:
Inv1 = {T1, T2, T3}, the firing sequence is T1, T2, T3.
Inv2 = {T4, T5, T6}, the firing sequence is T4, T5, T6.

1. Construct A′s:

Ainv1 = {P1, P2, P3, P7, P8, P9}
Ainv2 = {P4, P5, P6, P7, P8, P9}

2. Construct B′s:

Binv1 = {P1, P2, P3}
Binv2 = {P4, P5, P6}

3. Construct C′s:

Cinv1 = {P2, P3}
Cinv2 = {P4, P5}
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4. Sort C′s: The places in the C set are in firing order.
5. Construct D′s:
6. From the analysis of P2 and its adjacent P3 (see Table 1), it is observed that

they are marked simultaneously, therefore the thread should not be the same.
From the analysis of each of the maximum marks of {P2, P3} that belong to
Dinv1, it is observed that the mark of P2 is 2 simultaneously when the mark
of P3 is 1. From the sum of the marks, it is determined that the maximum
number of simultaneously active threads for invariant 1 is 3.

7. From the analysis of the place invariants, applying step 7-case1, it is observed
that the transition invariant 1 crosses places that coincide with one of the
place invariants; therefore, the maximum number of threads needed for that
subnet is equal to the value of the place invariant, which is 3.

Table 1. Cinv1 Possible markings

D1
Cinv1 D2

Cinv1 D3
Cinv1 D4

Cinv1 D5
Cinv1 D6

Cinv1

P2 0 1 0 1 2 2

P3 0 0 1 1 0 1

Add 0 1 1 2 2 3

In this case, the maximum number of simultaneous active threads in invariant
1 is equal to the maximum number of threads necessary for the execution of
actions binded to the places crossed by transition invariant 1.

An equivalent analysis can be carried out for invariant 2, determining that for
this it is necessary: 3 maximum threads active simultaneously and 3 maximum
threads for the execution of invariant 2.

To determine the maximum number of simultaneously active threads in the
entire system modeled by this S3PR network, the same analysis must be per-
formed with both Cinv simultaneously. In this particular case Csimult is defined
by Cinv1 ∪ Cinv2.

Table 2. Csimult Possible markings Part 1

D1
Csimult D2

Csimult D3
Csimult D4

Csimult D5
Csimult D6

Csimult D7
Csimult

P2 0 1 0 1 0 2 1

P3 0 0 1 1 0 0 0

P4 0 0 0 0 0 0 0

P5 0 0 0 0 1 0 1

Add 0 1 1 2 1 2 2
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Table 3. Csimult Possible markings Part 2

D8
Csimult D9

Csimult D10
Csimult D11

Csimult D12
Csimult D13

Csimult D14
Csimult

P2 2 1 0 1 0 0 0

P3 1 0 1 0 0 0 0

P4 0 1 1 1 1 2 2

P5 0 0 0 1 1 0 1

Add 3 2 2 3 2 2 3

The maximum number of simultaneous active threads of the entire system
is obtained by observing the maximum markings in Table 2 and Table 3, in the
present case will be 3 threads; while the maximum number of threads required
for the complete system is obtained by adding the maximum markings of each
Dinv individual table (Table 1 and it’s equivalent for DCinv2). In this case is 6
threads.

6 Results

With the PPX-MCS heterogeneous architecture, different application cases were
executed to evaluate its performance. The successful executions of the cases were
raised in [8] and [9]. The comparison of resources has been carried out taking
into account the results obtained in [6]. For the purposes of this comparison, the
configuration, FPGA and development tools selected were the same.

FPGA Resource Consumption - The processor was installed with different
configurations of vector and matrix elements. Each configuration is expressed
with a triplet of integers, which are: P ×T ×Pa, where P is the number of places,
T the number of transitions, and Pa the length of the word that represents the
weight of the arcs and the amount of tokens that a place supports. Multiple
kernel syntheses were performed using different word-lengths (4-bit and 8-bit
data). In Fig. 4 a) the amount of resources that were used from the FPGA is
displayed for synthesized configurations. In Fig. 4 a) the exponential increase
in the consumption of resources is observed, as the number of elements of the
matrices and vectors increase. In Fig. 4 b) and Fig. 5 b) the consumption of
resources of the PPX is compared to the PP, where the average increase of
LUTs is 10% while the increase in register consumption is 18%. Overall, the
impact of the MCS processor in resources is 12.72% for LUTs, and 21.09% for
registers. These resources are the same for all the synthesized configurations of
the PPX.

Frequency Analysis - The maximum theoretical frequencies for the different
processor instances are shown in Fig. 5 a). Since optimizations have been made to
the modules and interconnects, the PPX has achieved a substantial improvement
in frequency over the PP. It is observed that for a configuration of 8 × 8 × 8,
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Fig. 4. a) Consumption of LUTs and PPX Registers. b) Comparison of the use of
LUTs between PPX and PP.

the maximum frequency is 257 MHz while for 8 × 8 × 4 it is 271 MHz; for a
16 × 16 × 8 configuration the frequency is 190 MHz and for 16 × 16 × 4 it
is 216 MHz. It should be noted that the decrease in frequency, with respect to
the length of the word, is 18% in average. On the other hand, if the length of
the word is maintained and the number of places and transitions is increased,
that is, the size of the PN, the difference in frequency is significantly larger, on
average 30%.
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Fig. 5. a) Comparison of theoretical maximum frequencies between PPX and PP. b)
Comparison of Records between the PPX and the PP.

7 Conclusion

In this project, a processor (PPX) was designed and implemented for execut-
ing the extended state equation, with a modular architecture. This processor
extends the semantic capacity of the PP developed in [6]. The inclusions of dif-
ferent types of arcs, temporal semantics, and guards in the PPX give the PPX
the expression capacity of a Turing machine without significantly increasing the
necessary resources. Queue scheduling and support for different types of events
have been maintained, as well as the communications module. The results show
that the PPX is suitable, for the FPGA selected, for embedded systems that
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require up to 32 composite logical conditions, 32 logical variables, and 32 events
that must be evaluated simultaneously. From the data obtained in the frequency
analysis, the substantial improvement in the maximum theoretical frequency
with respect to the PP stands out. The serial communication module has facili-
tated the configuration, debugging, and programming tests from a console. The
modular implementation of the PPX implies a breakthrough for maintenance,
scalability and future autoconfiguration.

The proposed algorithm is key to determine in the early stages of the system
design the necessary resources for the implementation in an embedded system.
The number of simultaneous active threads establish the degree of parallelism
for each state of the system, thus facilitating the estimation of response times.
This algorithm automates part of the design and code generation related to the
sequences of system actions to be executed in the PPG according to the proposed
architecture. Consequently, the model presented, where a PN is executed in the
PPX together with this algorithm, mitigates the development times of embedded
systems.
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Abstract. Global Navigation Satellite Systems (GNSS) standard accu-
racy varies between 2 and 10 m. This accuracy can be improved to
centimeter-level in real time, using Real Time Kinematic (RTK). With
RTK, a GNSS receiver with known position, a base station (BS), calcu-
lates errors and sends corrections to rovers, allowing the receiver to locate
with centimeter-level accuracy. RTKLIB is an open source library, that
can be included as part of software release in a device, to implement
rovers or BSs. The purpose of this paper is to propose a low-cost imple-
mentation of a client-server architecture, to provide corrections in real
time to rover devices, using RTKLIB and consumer-grade hardware.

Keywords: Real time kinematic · RTKLIB · Low cost · Client ·
Server

1 Introduction

Global Navigation Satellite Systems (GNSS) is the name given to the set of
navigation satellite systems (SATNAV) in Earth orbit. These systems consist of
space vehicles (SV) that transmit information using radio signals to receivers
on Earth surface. With this information, the receiver calculates the geometric
distance to each tracked SV, and using trilateration, can obtain its terrestrial
location [12].

The error in the positioning is caused by uncertainty in the orbits and clocks
of the SVs; signal delays caused by atmosphere [10]; and noise and multipath in
the receiver [8]. For this reason, the horizontal accuracy achieved is between 6 and
10 m [26] for single constellation and single frequency receivers, and between 2
and 6 m for multiple constellation or multiple frequency receivers. This accuracy
and precision is insufficient for topographic and geodetic tasks, so there are
various augmentations [12] that improve performance.

Real Time Kinematic (RTK) is a GNSS augmentation that uses single and
double differences on the phase measurements of the satellite signals captured
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by two receivers, resolves carrier cycle ambiguity using algorithms like LAMBA,
and obtains positions with centimeters [13,15,22] of accuracy in real time.

RTK requires the installation of a second GNSS receiver, with known posi-
tion, that using the satellite information calculates error parameters in position-
ing, and generates correction information [9]. This receiver with know location
is called base station (BS), or reference station (RS). The corrections are trans-
mitted to a rover, which is the name used for objects of unknown position. The
rover also has a GNSS receiver, but it needs the correction information to adjust
its location for centimeter level accuracy and precision.

The information provided by a base station has a useful range bounded by
atmospheric conditions. In practice, under mean ionospheric conditions, these
errors can be neglected at distances between BS and rover up to 10 km [21].
The farther away the rover related to the base station, the corrections are less
useful and less precision can be achieved. This is why it is desirable that the
base station is not very far away from the rover, and also what motivates the
installation of several BS to provide the service in a wide area.

Fixed base stations, which run continuously without interruption, are called
Continuous Operation Reference Stations (CORS). These CORS provide RTK
corrections to rovers close to their coverage area. Network RTK (NRTK) is the
technique of using a CORS network, to provide rovers within the CORS coverage
area with RTK information. Rovers require an internet connection, generally a
GSM link, to request from a NRTK server the correction information of the
closest CORS [4].

The price of acquiring a BS, the high costs of CORS services, or the cost
and limited availability of high speed GSM communications to reach a NRTK
provider, present an impediment to large scale and consumer grade use of high-
precision positioning technologies, motivating the search for low-cost alterna-
tives.

RTKLIB is a software library written in C language, licensed BSD2-
clause [11], which offers the calculations of correction information, or the use of
correction information to obtain solutions for centimeter-level positioning. This
allows to implement a BS in the first case, or a rover in the second. Takasu and
Yasuda [31] showed reasonable performance using a u-blox module and RTKLIB.

The use and interest in RTKLIB for scientific and industrial activities is
proven and there are current attempts to exploit its capabilities as a low cost
solution [7,27,35]. In Argentina, RTK is barely though as a surveying tool [20],
with no public efforts to canalize this technologies for other location needs.

The objective of this work is to analyze the weaknesses in the design of RTK-
LIB as a client-server solution, and propose improvements or adaptations that
may be applied following the criteria of high performance client-server applica-
tions.

The current article continues the discussion cited in [18], updating analysis
and results to the new version of RTKLIB (released the last days of 2020 [29]).
This new release, named 2.4.3 b34, involves changes in 1064 files with respect
to release 2.4.3 b33. This work also enrich the motivations to pursuit a low
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cost RTK solution, reformulates the analysis of RTKLIB as a software project
to match the last beta release, and redo the tests in [18] with better conditions
and understanding of the problem.

This proposal is presented as follows: Sect. 2 presents a summary of RTKLIB
analyzed as Application Programming Interface (API), or library to be linked
in a software project; Sect. 3 grasps the details considering the incorporation
of RTKLIB in a high-performance client-server development; Sect. 4 delivers
background to support the idea of RTK solutions for a large number of low cost
devices; Sect. 5 proposes a possible architecture for low cost RTK service, and
the first results achieved with generic commercial GPS modules; Sect. 6 presents
analysis, explanations and future work in the light of current results.

2 RTKLIB Structure

RTKLIB offers functions to calculate high precision positioning with different
techniques (PPP, DGPS, RTK), for single and double frequency receivers, in
real time and post-processing, for the SATNAV constellations GPS, GLONASS,
Galileo, QZSS, BeiDou, NavIC, SBAS [30]; writing software in C language, and
adapted for POSIX and WIN32 systems.

Its utilities include programs to compile in Borland C++ for Windows sys-
tems. These applications allow post-processing with data from rover and BS, and
with NTRIP services over the internet. Other tools allow to plot dots and routes
with a map as background, and convert different message exchange formats.

RTK. From the set of tools included in RTKLIB, the RTK function is relevant
for this work the RTK function, which is implemented in the source file rtksvr.c.

rtksvr.c, among its functions, it has two routines that perform the correc-
tion calculations: rtksvrstart and rtksvrthread. rtksvrstart uses system
calls (syscalls) to create a thread that executes rtksvrstart.

rtksvrthread loops over the received satellite observations, and for each
observation generates sequentially the correction information. Only the observa-
tions with a valid GNSS fix are used to generate corrections.

rtksvr.c requires other source files to implement the communications with
devices, mathematical operations, logging support and mutual exclusion. To gen-
erate the corrected data, it requires rtkpos.c, which invokes the functions that
implement the Extended Kalman filter and the MLAMBDA algorithm.

3 Analysis of RTK and RTKLIB as High-Performance
service

As a high-performance client-server architecture, RTKLIB can be analyzed from
two points of view: The strengths and weaknesses it presents as a service to
clients, and the properties it has as a process that runs in a server.
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3.1 Analysis as a Service

As a service provided by a high performance server [14], RTKLIB lacks a proper
interface. The library only provides a thread of execution that, using the satellite
observations, generates correction information or position solutions and leaves
the information available in data structures internal to the library. Only a pro-
gram compiled and statically linked to the library can access this information.

This implementation, although it has the ability to offer an open source
solution to implement RTK, it does not advance on creating a high precision
positioning service that can supply (provide) to more than one client, whether
local or remote, without these clients incorporating the library as part of their
source code, link to it, and have access to adequate hardware (like a GNSS
receiver and some sort of transceiver) to generate and transmit corrections.

With the advent of mobile devices and IoT technologies, it is expected to
implement a specific BS system, consisting of an embedded system, that replies
to requests for correction information from more than one rover, being the rovers
diverse mobile devices, such as mobile phones, tablets, tracking devices, wear-
ables, sensors, IoT systems, etc.

It is therefore important to propose a superior management structure of
requests and communications, which can take advantage of calculations and
specialized hardware associated with a BS, to supply correction information
efficiently and respecting real time constraints.

Communications: The classic simple base station implementation for precision
positioning, consists of the BS with its GNSS antenna, and a connection to
a radio transceiver. This implementation is limited to rovers that have radio
receivers compatible with the transceiver.

Currently, radio communications are digital, internally supporting advanced
network protocols such as TCP/IP. At the link layer level, the wireless standards
IEEE 802.11 and 802.16 in all its variants, and the GSM @ standard, can be
cited as examples.

In this scenario, a modern BS that intends to provide RTK service to a set of
devices with various features, it will have a TCP/IP network link, which has the
characteristic of being independent of the transmission medium, and can receive
requests over wired or wireless networks.

It is expected then, that an RTK server implemented with RTKLIB, will
have a TCP/IP interface, and the way that interface communicates with its
clients depends on the communications hardware used by the device that acts
as a server.

3.2 Analysis as Process

The thread rtksvrthread, processes each one of the rover observations, gener-
ating the RTK position with the rtkpos function. This processing is done in
sequence, processing one observation after the other in sequence (Fig. 1).
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1 ....

2 for (i=0;i<fobs [0];i++) { /* for each rover observation data
*/

3 obs.n=0;

4 for (j=0;j<svr ->obs [0][i].n&&obs.n<MAXOBS *2;j++) {

5 obs.data[obs.n++]=svr ->obs [0][i].data[j];

6 }

7 for (j=0;j<svr ->obs [1][0].n&&obs.n<MAXOBS *2;j++) {

8 obs.data[obs.n++]=svr ->obs [1][0]. data[j];

9 }

10 rtksvrlock(svr);

11 rtkpos (&svr ->rtk ,obs.data ,obs.n,&svr ->nav);

12 rtksvrunlock(svr);

13 ....

Fig. 1. Source code segment in rtksvrthread that process satellite observations in
sequence

Since the observations can be adjusted independently of each other, the
design of this algorithm does not consider taking advantage of the possibili-
ties offered a multiprogrammed time-sharing system, such as a Windows system
or Linux for which it is prepared, or the possibilities offered by the multi-core
processors, which are available even in simple devices.

This implementation is built thinking of a thread of execution, which runs
as part of a main program, which includes RTKLIB as part of its source code,
and is also intended for offline processing (in the case of desktop programs), or
with limited hardware (for implementations in embedded systems).

3.3 RTK Analysis

The RTK analysis is divided in client and server view.

– Client: The client of a BS is responsible for requesting the correction, pro-
cessing it and generating the position solution with precision of centimeters.
In a scenario where an area is covered with BSs to offer RTK service, the
client must also choose the appropriate BS. This process involves determining
available BSs in range, and choose the one that combines proximity, quality
of information and have the lowest processing load.
From the perspective of a client-server architecture, the rover is a fat
client [34], which contains the business logic for the RTK service.

– Server: Analyzing current commercial RTK implementations:
• The server (BS) never is a fat server. The responsibilities of the base

station are limited to generating correction information from observations
and its known position. Then this information is transmitted to rovers
requesting it.

• In the case of transmissions from the server, it is convenient to maintain
a stateless link. The server doesn’t need to have information about the
rover, just answer its requests.
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From the perspective of a client-server architecture, the rover is a fat
client [34], which contains the business logic for the RTK service.

Server. Analyzing current commercial RTK implementations, the server (BS)
never is a fat server. The responsibilities of the base station are limited to gen-
erating correction information from observations and its known position. Then
this information is transmitted to rovers requesting it.

If the communication needs restrictions, as in the case of correction that
is intended for a paid subscription, or for particular uses of an organization,
it is necessary to encrypt communication and require credentials. In this case,
stateless communication can be maintained with relative simplicity, with a rover
sending its credentials altogether with the request.

4 Use Cases and Applications

4.1 Transport

Vehicle localization and tracking are relevant to many applications in transport.
In several road zones (areas) there are no available connectivity and it is complex
to locate and track an object. The utilization of an economical high precision
system to locate an entity is beneficial to small and medium-sized companies [28].

Long distance train systems cross over several areas of a country, the local-
ization of a train service is beneficial to improve the efficiency and precision of
the system [16].

4.2 Internet of Things

Location information, and high precision location, is fundamental in several
applications for Internet Of Things. The positioning of a system is fundamental
input to context awareness algorithms [33]. Context awareness in IoT is dis-
cussed in [24], where GNSS information is presented as context information for
IoT devices data. No matter which categorization is used in context information,
position information is always present, and GNSS localization is commonly used.

IoT agriculture applications makes extensive use of GNSS devices [5]. IoT
devices with location information involve also food processing industry, environ-
mental monitoring, surveillance among others.

4.3 Security and Privacy

Chen et al. [2] cites GNSS positioning as the most privacy-preserving solutions
for positioning. The user calculates its location without third party assistance.

However, there are NRTK architectures that require single positioning from
the receiver to provide correction informations. In Virtual Reference Station
(VRS) [32], the rover must provide its position to the Control Center. Multiple
Reference Stations (MRS) doesn’t have the same requirements, but demands
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high processing power in the rover. The latest developed architecture, Master-
Auxiliary Concept (MAC) [1], also expects the rover to sends its position to the
Control Center, to achieve maximum performance.

Even the CORS approach, like RAMSAC, provides correction through an
Internet connection, exposing the user to localization based on IP address and
GSM network positioning.

For a RTK solution to keep the same user privacy that the default GNSS
provides, it is necessary for the user to have its own reference stations. This
reason maintains current the interest in a low cost RTK solution.

5 High Performance Client Server Architecture Proposal
for RTK positioning

The economical cost of using the RTK technique limits the range of applications
that can use precision positioning. For industrial or big business, like precision
agriculture industry [23], they can include in the production costs for the acqui-
sition of a BS and compatible receivers, or the expenses of hiring a RTK service
and paying for the GSM connection. However, to incorporate high precision
localization for a commercial system, or an IoT system of low cost, requires
reduction of RTK expenses.

Attempts to build low cost RTK setups can be found in the scientific, com-
mercial and technology communities [23,31]. These attempts focus on the imple-
mentation of a BS that supports one or two clients, but they are not considering
the needs of a system that can provide precision positioning to a large number of
clients, such as IoT devices, and they do not consider client-server performance
and communications requirements to implement those functions.

The purpose of this work, altogether with [18], is to address the next step
in the implementation of an RTK solution, taking into consideration a high-
performance client-server architecture, that can deliver reliable correction infor-
mation to rovers, making adjustments as required by RTKLIB to improve its
performance and support for multiple communication links.

5.1 Topology

Using RTK with single BS corresponds to a single client topology. This is the
traditional methodology in surveying and geodesy, with an unique user and
owner of the base station and GNSS receptor. The user is in charge of the
installation and configuration of both elements.

As a BS can provide correction information to multiple rovers, but this
method is used for only a single client, this topology results expensive in
resources.

In contrast, an architecture with multiple clients [34] has a single BS as
a server, and any number of rovers can connect to it to obtain the generated
corrections.
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Finally, the most suitable structure to implement the client-server RTK archi-
tecture, is to have multiple clients and multiple servers, designing the solution
as a service with a coverage area. This coverage area matches the effective range
of BS information validity, for all the available BS.

What this structure allows is the scalability of the service. The quality of
correction data is limited by the distance between the rover and the BS. It is for
this reason that to have a wider service coverage area, it is necessary to install
servers that can provide correction information to close clients.

5.2 Tiers and Architecture

From the point of view of a client-server application, we define for RTK:

– Application logic: Determine the real-time position of a rover from the
correction information.

– Business logic: If there is more than one BS, it consists of find and choose
between the available BSs, the closest geographically, with the best quality
of fixes; and establish the connection.

– Data logic: The BS service generating the information of correction valid
for its area of influence.

For the reasons listed so far in this document, if a 2T architecture is imple-
mented, it will delegate to the client the selection of the server. That is, the
business logic must be necessarily on the client. To fulfil this responsibility, it
is necessary to add the task of maintaining a list of RTK servers with their
locations, to keep this list updated, and to determine which is the most suitable
server to use.

These tasks are demanding on processing and communications. If we consider
that the rover is a mobile device, running on batteries, possibly connected via a
paid mobile data network, the 2T architecture is not the most suitable to provide
an RTK service.

If a 3T architecture is implemented (Fig. 2), the client will communicates
directly with a server that handles the business logic. This server will know the
BS host, location and availability, and it would be possible to incorporate load
balancing between them. In addition, it increases flexibility by being able to add
new stations transparently to the customer, and facilitates implementation of
stateful connections for more efficient transactions.

5.3 Implementation

At the data logic level, a correction information service is implemented in Linux,
which compiles with RTKLIB, opening a TCP/IP communications port. For the
business logic, a Linux service is created that connects to the correction service in
each BS. The function of the client logic is to obtain corrections of the business
logic and send them with an USB/RS232 interface to its own GNSS module.
This module has support for fixes.
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Fig. 2. Arquitectura 3T

Fig. 3. SmartGPS and validation

Platforms. Raspberry Pi 3 Model B+, with ARM Cortex A53 processor archi-
tecture, and Linux operative system, Raspbian Buster distribution.

The GNSS receivers are Smart GPS Revision 1.11 evaluation boards. The
integrated circuit (IC) for GNSS support was desoldered and replaced by u-
blox LEA-6T-0 of equal pinout with support for raw messages with proprietary
ublox and RTCM format (left Fig. 3). The correct operation of the module
was validated using the u-center software provided by the manufacturer, with
correction information from the NTRIP service provided by RAMSAC [20] (right
Fig. 3).

Two models of antennas were used, both active, Garmin GA25MCX and
Taoglas AGGP .25F. For some measurements, a ground plane was added to
antenna with an aluminum plate following U-Blox recommendations.



224 J. H. Moyano et al.

Source Code. It is written in C language version C89 [3], compiled for the
combination of OS and processor, statically linked with RTKLIB 2.4.3 b34.

Fig. 4. Setup at 38◦42′2.730 83′′S 62◦16′7.923 81′′W

Operating conditions. The tests were carried out with static baseline mode
under bounded conditions. The current results attempt to improve the quality
of the information provided by the measurements in [18]. This improvement
is made using a know geodesic reference point used in Bah́ıa Blanca, Buenos
Aires, Argentina, at latitude 38◦42′2.730 83′′ South, longitude 62◦16′7.923 81′′

West; 41.651 mts. ellipsoidal height (Fig. 4). This point were determined by the
Engineering Department, using VBCA reference station of the RAMSAC [20]
network. The official reference frame for Argentina is POSGAR 07 [19].

6 Discussion

Initial tests were done with a PC acting as rover and Raspberry Pi working
as a BS, running RTKLIB with static baseline mode. htop to verify process
performance. The accuracy of the measurements was determined by measuring
the geometric distance between antennas.

Accuracy. The accuracy obtained was between 1 and 4 m with 2 m of precision.
This result is an improvement against previous tests done in [18]. However, it
wasn’t the accuracy or precision expected or obtained in other tests performed on
RTKLIB [31]. These results may be tied to hardware and software adjustments.
RTKLIB is presented as a generic RTK solution, and exposes to the final user
a large amount of parameters, to adjust the software behavior with the GNSS
module used. A more thorough analysis is needed. Future work will include
the update of GNSS modules to latest versions like M8T or M8N (with multi
constellation support), and compare the measured data with post-processing
calculations obtained with commercial surveying-grade receptors. Adding ground
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planes to antennas (as suggested by the module manufacturer) didn’t show any
improvement in the signal reception.

Processing and Communications. Low processing requirements and commu-
nications. The load generated by the execution threads did not result significant
to the operation of the system. The communication bandwidth was also low. In
subsequent tests, it is necessary to simulate a high volume of requests, over a
wireless link, to verify the effects of the communication interference.

6.1 Observed Problems

As a software project, RTKLIB doesn’t make a clear distinction between the
RTK library code, and the proposed Linux and Windows tools delivered by the
RTKLIB author. The functionality related to high precision positioning (RTK,
PPT, etc.) can be released as a separated component. For example, Dinamic-Link
libraries (DLLs) for Win32 applications, or shared libraries for POSIX systems.

A separation of concerns between RTKLIB components [17] will allow differ-
ent code bases, versioning and repository management. The RTKLIB codebase
entangles RTK functionality, with a set of GUI and CUI tools proposed by
Takasu. This situation causes that a modification in RTKLIB API or behavior,
forces the release of new versions of the tools to keep consistency in the source
code repository. This is not achieved in the last beta versions, where Qt GUI
won’t work if compiled.

RTKLIB does not implement a defined software architecture. It suffers from
code smells: Too long source code files, functions with dozens of parameters,
lines with multiple statements, conditional code, compilation with warnings. In
many places in the code, variables with names composed of one or two letter,
without intent. The authors of this work supposes that this naming policy aims
to relate the implemented algorithms with their equations, such as the extended
Kalman filter that smoothes the position, and the implementation of MLAMBA
to resolve ambiguity. This one-letter variables designate covariance matrices,
state update, prediction, observations, among others. The problem with this
design is that the source code does not count with typographic resources that
make these statements legible. They should be replaced with names that declare
intent.

It is recommended to carry out a refactoring of the code, setting first test
harnesses [6], and replace the type declarations by stdint.h. The verifications
carried out in [31] were performed under a 32-bit architecture processor, while the
implementations evaluated in this work use a processor with 64-bit architecture,
generating uncertainties in the operation by not using standardized data types.

These modifications are difficult to make. RTKLIB has a battery of tests
with limited coverage, which is difficult to evaluate due to the lack of a standard
validation criterion. These tests are implemented as standalone C programs that
run fragments of code and output the result.
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6.2 Comments Related to the Latest Release

The last release of RTKLIB 2.4.3 b34 adds new features, functionality and
support for GNSS services and their updates. However, no improvements have
been made related to code smells.

It seems that there is an intention toward migrating C default data types to
stdint.h use, replacing int declarations for proper intx t data types. However,
this wasn’t implemented in the entire source code, neither is completely used in
new code.

Versioning, at beginning understood as semantic versioning [25], is not com-
plaint with this standard. It is not clear if the versioning follows any predefined
criteria. Apparently, different releases receive random labels. The last release
changes the API signature, replacing functions names and parameters, however,
it was identified as b34. As a software project, proper RTKLIB versioning is
important, if it expects to provide functionality in production environments,
with different releases being running and in need of support.

Linux compilation shows warnings. Most warnings can be ignored, they are
regarding declared variables and never used, variables used without initialization,
or mixed declarations and code.

The existing Qt GUIs are not compatible with current changes introduced in
version 2.4.3 b34. It seems that they will be dropped in the future. This rep-
resents an issue, because current running GUI applications depends on Embar-
cadero C++ Builder. A proprietary solution with limited access to free tools
(only community editions of the company IDE). Being RTKLIB an open source
project, used by the scientific community, the dependence of proprietary third
party technology to build the applications is understood by the authors of this
work as an unnecessary weakness.

7 Conclusions

The ubiquity of electronic and software systems in industrial, commercial and
private activities is part of our current reality. From mobile devices (smart-
phones, tablets, smartwatches, etc.); until Internet of Things (IoT) systems that
act and measure conditions for some purpose, such as detecting risk situations
(pollution, fires), collect information (weather stations), or automate vehicles
and machines. One of the frequent needs in these systems is to determine the
location. If a service providing correction information is available, RTK tech-
nology offers centimeter-level accuracy for positioning and location in real time,
using only a commercial GNSS receiver and antenna.

As shown in this work, it is possible to incorporate RTK to systems with
GNSS, without a significant cost increase, with compatible alternative versions
of the GNSS modules already used. However, this technology requires a correc-
tion information provider. Although there are private and government services
providing NRTK, these services are often restricted, and aim at their use in sur-
veying. They also suffer limitations of coverage, by the distance to the closest
CORS, or by the absence of high speed internet connection.
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RTKLIB allows to implement low cost devices that generate the correction
information, with commercial grade hardware. RTKLIB is an active project,
even when its developer and maintainer didn’t release a final version in years, he
keeps working improving performance and adding support for new signals and
constellations. The changes observed in release 2.4.3 b34 shown an increased
interest in improving RTKLIB as a software project, with structural changes.
The weaknesses observed in previous releases remain, but the project is evolving,
with bright future expectations.

In recent years, the low cost RTK-compatible hardware and RTKLIB evolu-
tion have sparked growing interest in the scientific and technological community
with low cost RTK needs. This work starts the first steps for the implementa-
tion of a scalable RTK service with high availability, built in free software, that
makes true the objective of high precision satellite positioning for IoT.
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Abstract. More than half of a message meaning is conveyed through facial
expressions. Different studies have also shown that some of these expressions
are considered universal. However, one of the most interesting characteristics of
facial expressions is that they show emotion. This characteristic has led several
areas to study them with different aims, and computing was no exception. Face
detection and themain parts have been one of themajor breakthroughs in computer
vision. Together with the rise of machine learning in the last decade, it allowed
the development of systems capable of detecting emotions through facial expres-
sion analysis. This paper shows the stages of development, training and testing of
an algorithm based on logistic regression used for emotion detection, including
specific details of the optimization process and the results in the training and test
set.

Keywords: Facial expressions · Emotions · Computer vision ·Machine
learning · Logistic regression

1 Introduction

In the last century, improving the interaction between human beings and machines has
becomeoneof themainobjectives of computing.Therefore, several lines of researchhave
centered around new ways of interaction. Affective computing [1] is giving computers
the ability of interpreting the user’s emotional state. Analyzing facial expressions is one
of themost efficientways of showing an individual’s emotional state. In his papers,Albert
Mehrabian states the spokenwordonly conveys7%of themeaningwhile the toneof voice
conveys 38% and facial expressions convey the remaining 55% when communicating
[2]. This paper is aimed at describing the process of building an emotion detection
system capable of recognizing the seven emotional expressions considered universal in
Paul Ekman’s theory [3].

This paper further undertakes the initial research published in CACIC 2020 [4].
It specifically shows the stages of development, training and testing of an algorithm
based on logistic regression used for emotion detection, including specific details of
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the optimization process and the results in the training and test set. A new experiment
with the use of Face++ service and a new CK+ data set is included. New comparative
tests between the Microsoft “Face” service and the original tool are included. Lastly, the
discussion of the results obtained in the tests are presented.

In Sect. 2, the facial image database used is described, and the extraction process
of the characteristics needed for training a machine learning algorithm is detailed. In
Sect. 3, the algorithm used is introduced and details about the optimization process
are included. In Sect. 4 the tests carried out with the algorithm used in which their
performance is compared with the one of similar services are shown. In Sect. 5, the
discussion of the results obtained during the tests are presented and lastly, in Sect. 6,
conclusions and futures lines of research are introduced. This paper is the result of a
previous research [4] which has been expanded and improved particularly in Sect. 3.2
by detailing the normalization process of data obtained from the training and test sets for
optimizing the execution of the proposed algorithm, by including a new comparative test
in Sect. 4 -which includes the CK+ [5] face image bank and the API of facial expression
recognition from the Face++ [6] platform, and by adding Sect. 5 of discussion where
interpretation of the results obtained from the different tests carried out is presented.

2 Categorical Approach – Face Image Database

In the categorical approach, Paul Ekman introduces six universal facial expressions
which exceed the scope of language and regional, cultural, and ethnic differences. He
links them to six basic emotions anger, disgust, fear, happiness, sadness, and surprise.
In his paper [3] Ekman then includes a seventh facial expression representing contempt.
Figure 1 shows the seven images representing the seven universal facial expressions.
They have been taken from Paul Ekman’s webpage [7] with the pictures’ titles.

Fig. 1. Seven universal facial expressions according to Paul Ekman’s theory

The “RaFD” [8] face database created by Radbound University in Nijmegen (The
Netherlands) was used in this research. It is comprised of face images of 67 models. The
models were mainly Caucasian, men and women, adults, and children. According to the
Facial Action Coding System -“FACS2– [9] created by Paul Ekman, each model in the
set is photographed from five different angles (0°, 45°, 90°, 135° and 180°) and frontal
pictures (90°) are taken as the individual looks in three different directions -left, front
and right. This set includes the seven universal facial expressions previously defined and
adds an eighth expression defined as “neutral”. All these characteristics make the set fit
for several research fields such as attention facial signs and facial expression processing.
Even though other face databases exist like “Jaffe” [10] known as the “Japanese women
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image database” and the “Cohn-Kanade dataset” [5], “RaFD” was chosen because: a) of
its high image quality and resolution (1024 × 681 pixels). Photo sessions were done in
a highly controlled setting with optimal light conditions; b) of its range of model char-
acteristics such as race, gender, and age; c) of its correct labelling of each of the pictures
with the emotional facial expression in the file name; d) the photoshoot was directed
and assisted by specialists certified in Facial Action Coding System [9]. Even though
this characteristic is shared by several image sets, it is important and adds reliability to
the research. In the file name of each image, the database name, the shooting angle, the
model number, the race, the gender, the emotion displayed, and the looking direction can
be found. For example, if the image name is “Rafd090_07_Caucasian_male_sad_left”,
it means that the picture was taken at 90° -front-, the model number is “07”, the model is
Caucasian, the gender is male, the emotion displayed is “sad” and the model is looking
to the left. Since the set includes pictures from five different angles, we only used those
taken at ninety degrees -front- with a total of 460 images. From this subset, 90% of the
pictures -414- were set aside for training [11] of the logistic regression algorithm used
for emotion recognition. The remaining 10% -46 pictures- was set aside for tests and
prediction experiments [11]. This last set was chosen in such way that model numbers
16, 18, 23, 24, 25, 30, 32, 36, 38 and 54 were completely removed from the training
set. Having introduced the face database used for the research, the following step was
developing a routine allowing the extraction of the characteristics needed from each
image of the set. The programming language chosen was “Python” because it includes
the “dlib” [12] library which provides the necessary tools for development. The first task
was getting the label from the emotion associatedwith it from the file name.Accordingly,
a numeric code between one and eight was assigned. Thus, each emotion was uniquely
represented. Table 1 shows the emotion codification used. As a result, a vector labelled
“Y” of “K” dimensions was obtained in which “K” is the number of images used from
the set to train the logistic regression algorithm. The final vector was saved in an “.txt”
file. The following step was identifying the face region -also known as the “region of
interest”- for each image which allowed the identification of characteristic points -also
known as “landmarks”. There is a wide range of face point detectors which vary in the
number of “landmarks” which they identify; yet they often match in the localization of
the mouth, eyebrow, nose, eye and face contour regions.

Table 1. Emotion codification.

Label Anger Contempt Disgust Fear Happiness Neutral Sadness Surprise

Code 1 2 3 4 5 6 7 8

Thedetector included in the “dlib” [12] librarywas used in this research. This detector
is the execution of the algorithm created by Vahid Kazemi and Josephine Sullivan [13]
which allows to get the “x” and “y”-axis coordinates of 68 characteristic face points.
Their localization can be found in Fig. 2 [14].

Once landmarks are located, taking into consideration their pairs -x, y-, a total of 136
elements are found and a line for each image was created. Thus, the facial characteristics
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Fig. 2. Distribution of the characteristic face points.

of each image were represented by their corresponding tuple. Generally speaking, the
process result is a matrix of “m” lines and “n” columns being “m” the number of training
examples and “n” the number of characteristics. For this study case, “m” was equal
to 414 (number of images used for the algorithm training) and “n” was equal to 136
as previously stated. This matrix was identified with the letter “X” and is known as
“characteristic matrix”. Like vector “Y”, it was saved in a “.txt” file. Once both matrixes
were described, it is important to mention that they were simultaneously created so the
“i” line of the “X” matrix corresponds to the “i” element of the “Y” vector. After this
process ends, we have the input necessary for training the supervised learning algorithm.

3 Supervised Learning Applied to Emotion Recognition

3.1 Logistic Regression Algorithm

This section was first presented in the original research [4] with the title “Emotion
prediction using Logistic Regression”. In this case, the section’s name was changed to
“Logistic regression algorithm” because all the execution details of an algorithm of said
characteristics applied to emotion recognition are presented. Given a new image of a
person’s face, one of the possibilities for predicting which emotion is expressing is to use
a supervised learning algorithm. It is called “supervised” because a data set previously
labelled and classified [15] is needed for their training. On this data set known as “train-
ing data set”, the algorithmwill make predictions and compare them to the labels, and the
error obtained, and through consecutive iterations the algorithm will adjust the model,
thus gaining progressive learning. There is a great variety of algorithms with these char-
acteristics such as lineal regression, logistic regression, neural networks, support vector
machines, or k-nearest neighbours [15]. The use of these algorithms usually depends on
the problem’s dimensions [16]. For this research, a logistic regression algorithm [17]
was chosen and its implementation was achieved with Octave [18] programming lan-
guage. This algorithm helps calculate the probability of a new example belonging to a
certain class by means of a classifier. Since a total of eight classes was obtained for this
problem, a technique called “one vs all” [16] was applied. Thus, training eight classifiers
was possible with this method, one for each of the emotions considered. Each classifier is
represented by its corresponding hypothesis function. First, to simplify the explanation,
we will define the “z” polynomial function, which is part of the hypothesis, according
to Andrew Ng’s proposition [16]:

z(x) = θT .X (1)



Emotion Recognition Through Facial Expressions 237

where “θ” is amatrix of “i” lines and “j” columns and “i” being the number of classes and
“j” being the number of polynomial parameters. For the case study, “i” equals eight -the
number of emotions- and “j” equals the number of characteristics -136- which make the
“landmarks”. Initially, all elements of thismatrixwere equal to 0 -zero. These parameters
were adjusted through training tomakepredictions,where “X” is the characteristicmatrix
defined in the previous section. Once function “z” is defined, the hypothesis function
expression for logistic regression [16] will be:

hiθ(x) =
1

(
1− e(−z)

) (2)

in which “i” refers to the i-nth class. The previous function is using the sigmoid function
on “z(x)”. Thus, its result is a value between 0 and 1 which represents the probability of
a new training example -in this case, the characteristics of a new face- belonging to the
class -emotion- “i”. The label of the classifier’s emotion showing the highest probability
will be the final output of the algorithm. Moreover, the penalty suffered by the algorithm
when a probability value is calculated with the hypothesis function in which “y” is
the label is called “cost”. The cost for logistic regression is defined by the following
expression [16]:

cost(hθ(x), y) = −y.log(hθ(x))− (1− y).log(1− hθ(x)) (3)

If y= 1, we calculate the probability of belonging to said class, so the cost representation
will be the one shown in Fig. 3:

Fig. 3. Cost representation.

For example, when given a new image showing “anger” (y = 1), the following
situations can arise: a) If the value calculated by the hypothesis function h(x) linked to
the anger classifier calculates a value of 1–100% probability of the emotion shown being
“anger”-, the cost suffered by the algorithm will be 0; b) If the value calculated by the
hypothesis function h(x) linked to the “anger” classifier tends to 0 -0% probability of the
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emotion shown being “anger”-, the cost suffered by the algorithm will tend to infinity.
Once the cost is defined, the cost function expression is [16]:

J (θ) = − 1

m

∑i=1

m
[y(i)log(hθ

(
x(i)

)
+ (1− y(i))log(1− hθ

(
x(i)

)
)] (4)

in which “m” equals the number of training examples, which is 414 faces in our case.
As observed in expression 4, the cost function calculates the mean error among all the
training set examples. As for the matrix "θ", all its elements will initially be equal to 0 -
zero-, as previouslymentioned. So, the aim is to find those “θ” parametersminimizing the
cost function error. There are different techniques for this task. For example, the gradient
descent was considered for this task, but, in the end, an advanced optimization function
called “fminunc” -"function minimization unconstrained"- provided by "Octave" was
chosen [19]. “fminunc” gets a function “f” pointer, an “x” parameter matrix, and a
vector of additional key-value options among which the maximum iteration number is
worth mentioning (“MaxIter” key). This function returns the “x” parameter matrix so
that “f(x)” is a local minimum [20]. In this research, said function was parameterized
with: a) a pointer to cost function, b) the “θ” parameter matrix and c) the “MaxIter” key
defined with the value 1200 indicating the maximum iteration number on the dataset
looking to meet at a local minimum of the cost function. The output of this function is
the parameter matrix adjusted according to our training data.

3.2 Training Data Normalization

Based on the original research [4], which is part of this paper, the training data normaliza-
tion process is detailed. Even though it was used in the original research, specifications
about the techniques used are included in this paper. This process is used to accelerate
the convergence in a local minimum of the cost function which should be achieved in
the lowest iteration number possible on the training set. Thus, two techniques were used
on the “x” matrix elements. These techniques are “Feature Scaling” and “Mean Normal-
ization” [21]. Taking into consideration that each element of the “x” matrix belongs to
one of the 136 characteristics -for the study case-, “Feature Scaling” consists of dividing
each element by the range calculated for the corresponding characteristic elements. The
range is defined as the difference between the maximum and minimum value of a certain
characteristic [21]. For example, if the first element of the “x” matrix -line and column
one- is taken into consideration, it corresponds to characteristic 1, so it will be divided by
the range calculated among the 414 elements of characteristic 1. There is an alternative
at this point which is dividing each element by the standard deviation instead of the
range [21]. To simplify the programming, the last option was chosen for this research
since “Octave” provides the “std” [22] function which calculates the standard deviation
among a value set taken as parameters. “Mean Normalization” consists of subtracting
the mean value among the elements of the corresponding characteristic to each element
of the characteristic matrix. Using both techniques, each element will be represented
through the expression 5 [21] formula:

xi := xi − µi

si
(5)
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in which “µi” represents the mean value of all the “i” characteristic values; and “si” is
the value or standard deviation range of the “i” characteristic [21] elements. Using the
techniques mentioned, the result was that all characteristic matrix elements were found
in the expression 6 range:

−5< xi < 5 (6)

Table 2 compares the results obtained about the iteration in which the local minimum
of the cost function is obtained with or without using the characteristic matrix techniques
mentioned. In the first column, the emotion classifiers numbered according to what was
defined in Table 1 are presented; in the second column, the results obtained with “Mean
Normalization” and “Feature Scaling” are presented and finally, in the third column, the
values without using these resources are presented:

Table 2. Performance comparison with “Mean Normalization” and “Feature Scaling”.

Iteration in which the local minimum is achieved

Emotion classifier With M.N and F.S. Without M.N. and F. S.

1 – Anger 615 1200

2 – Contempt 1044 1200

3 – Disgust 247 1200

4 – Fear 668 1200

5 – Happiness 341 1200

6 – Neutral 855 1200

7 – Sadness 811 1200

8 – Surprise 649 1200

In Table 2, it can be observed that the cost function minimum for the eight emotion
classifiers is achieved by using these methods on the characteristic matrix while the
iteration limit set is reached if they are not used. It is worth noting that an API called
“fmincg” [23] identically set as “fminunc” [19] is used to collect the data mentioned,
indicating in which interaction the local minimum of the cost function is achieved.

4 Test and Results Obtained

The test set used is comprised of 46 images, which correspond to the subjects -models-
16, 18, 23, 24, 25, 30, 32, 36, 38 and 54, as it was mentioned when describing the face
database. Table 3 shows the test set description:
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Table 3. Test set description.

Code Description Number of images Models used

1 Anger 5 16, 18, 30, 32 y 36

2 Contempt 7 16(2), 18, 23, 25, 30 y
32

3 Disgust 7 18(2), 25, 30(2), 32 y
38

4 Fear 8 16(2), 18, 25(3), 30 y
32

5 Happiness 4 24, 25, 30 y 54

6 Neutral 4 24, 25, 30 y 32

7 Sadness 5 16, 18, 25 y 30(2)

8 Surprise 6 16, 25, 30, 32, 36 y 38

In Table 3, the emotion code used in this research -as defined in Table 1- is shown in
the first column; the description of these codes -emotion name- is found in the second
column; the number of images related to each emotion in the test set is shown in the third
column; and the model number and, between brackets, the number of images -if there
were more than one- are indicated in the last column named “Models used”. Figure 4
shows a concept diagram of the experience sequence:

Fig. 4. Sequence used in the experiences.

As in the training stage, it was necessary to create the characteristic matrix for the
test data set. The matrix comprised 46 lines -image number- and 136 columns -number
of characteristics-. The resulting matrix was saved in a “txt” file. This task is performed
by a routine developed in Python language as mentioned before. Once the “X” matrix
was obtained, the following step was evaluating the 136 characteristics of each image in
the hypothesis functions corresponding to the 8 emotion classifiers -predictive models.
The result of this operation was an 8-line, 46-column matrix. The number of lines
corresponds to the number of classifiers -of different emotions-, and the line number
indicates the emotion code as defined in Table 1. Thus, the classifier outputs associated
with the code-1 emotion -anger- will be included in line 1. The number of columns is
equal to the number of test set images. For example, the outputs for the 8 classifiers of
the first image were shown in column 1. The final algorithm output is the line number
-as we have just mentioned, it corresponds to the emotion classifier number- for each
image; so, the maximum probability value was calculated. The results obtained allowed
for the confusion matrix construction [24] in Fig. 5. From the matrix shown in Fig. 5
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and based on the number of images per emotion indicated in Table 3, it is possible to
infer that the system developed in this research failed at: a) 3 images where the expected
result was “contempt” -code 2- and the predicted value was the emotion “sadness” -code
7- in 2 occasions and the emotion “neutral” -code 6- in the remaining one. It was correct
in the remaining four images for contempt for a total of 7 images -contempt; b) in an
image where the expected result was “fear” -code 4-, the predicted value was “sadness”
-code 7- for a total of 8 images -fear; c) in 2 images where the expected result was
“neutral” -code 6-, the algorithm mistook them for the emotions “anger” -code 6- and
“contempt” -code 2- for a total of 4 images -neutral; d) in an image where the expected
result was “sadness” -code 7-, the predicted value was “anger” -code 1- for a total of 5
sadness images. The total was 7 wrong predictions and 39 correct predictions.Moreover,
3 different metrics which allow us to evaluate the performance of the proposed predictive
model -logistic regression algorithm- were calculated with the predictions made. The
first is called “Recall” [25] and measures, for each emotion class, what fraction of
the total of available images for that class was correctly predicted. Taking the emotion
“Contempt” as example and considering its related column in Fig. 5, we observed that, of
7 available images for said emotion, the algorithm correctly predicted 4 getting a “recall”
of 0,57 (57%) for said emotion. The second metric calculated was “Precision” which
indicates, for each of the 8 emotion classifiers, how many were correct of the number of
predictions made by these classifiers. Taking the line related to the emotion “Sadness”
-code 7- as example in Fig. 5, we observe that, of the 7 occasions in which the predicted
value was this emotion, 4 were correct getting a precision of 0,57 (57%). Finally, the last
metric calculated was “Accuracy” [25]. Unlike the other metrics, “Accuracy” measures
the global algorithm performance and not the specific of each emotion. It is calculated
as the total of predictions correctly made on the total of predictions made. As previously
mentioned, the total of correct predictions in this test was 39 over 46 total predictions
getting an “accuracy” of 85%.

Fig. 5. Confusion matrix built with the results obtained for the test with 46 images.

Once the tests were made with the data set, an independent test with external images
was also carried out. In this case, the images shown in Fig. 1 were chosen from Paul
Ekman’s webpage [7] which include different subjects to represent the different emo-
tions. For this test, the imageswere classifiedwith the proposed system and a comparison
was made with the artificial intelligence “Face” service from Microsoft [26], indepen-
dently from the number of landmarks of eachmodel, which also considers the same eight
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emotions proposed in this research. The results obtained are shown in Fig. 6, where the
probability values calculated for the 8 emotion classifiers in both systems for each of
the images can be observed. The first line shows the image titles, and, between brackets,
the emotion code associated to the expected result. For each image of the first line, the
results obtained by the “Face” service and the developed system proposed in this paper
-S.P.- are included. The first column shows the emotion code with their name included
in Table 1, which were used in this research.

Fig. 6. Results obtained in the proposed system and Microsoft “Face” service.

As it can be shown in Fig. 6, the Microsoft system failed in predicting the emo-
tion “contempt” while the predictive model developed failed in predicting the emotions
“anger” and “fear”. The final logistic regression algorithm output developed in this
research is shown in Fig. 7:

Fig. 7. Final output of the proposed system for the test with the image set from Paul Ekman’s
webpage.

As a second independent test, one of the subjects from the initial test set with 46
photographs from the “RaFD” [8] face dataset was used. The model chosen was number
30 [11] because it included, at least, one image for each emotion -8 images in total- and
a new comparison with the Microsoft service was made. The results obtained are shown
in Fig. 8.

It can be observed in Fig. 8 that both the developed system for this research and
the Microsoft service failed in the “contempt” image calculating the highest probability
value in the emotion “neutral” -99,8% calculated by the “Face” service and 95,7%
calculated by our system. Moreover, the Microsoft service failed in predicting “anger”
and mistook it for the “neutral” expression, and “contempt” for “anger”.

As an extension from the original research [4], a comparative test was added using
eight images randomly chosen from the CK+ [5] face database. CK+ is an image bank
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Fig. 8. Results obtained from the comparison between the proposed system and the Microsoft
“Face” service in the test with subject number 30.

developed by the University of Pittsburgh -Pennsylvania, United States- and composed
by 593 image sequences of 123 subjects. Each sequence startswith the neutral expression
in the first frame and the target expression in the last. As target expression, it uses one
of the seven universal face expressions defined by Paul Ekman [3]. Using this character-
istic, it was possible to create a new test set with one image for each emotion including
one related to the neutral expression -eight images in total- [11]. The comparison was
once again made with the Microsoft “Face” service [26] and the web API of emotion
recognition from the “Face++” [6] platform. Face++ identifies the 6 basic facial expres-
sions defined in Ekman’s theory [3] and the neutral expression allowing us to obtain the
values calculated for each of the emotion classifiers. While this API does not identify
the expression “contempt”, we decided to use it since it was not possible to find another
API that would identify the same eight facial expressions as the “Face” service and the
original system and would allow to know the value calculated by the emotion classifiers.
Figure 9 shows the results obtained in the comparative test. For a better display, all the
values obtained are rounded to two decimal points. The expected results are shown in
the first line while the emotion codes -as defined in Table 1- associated with the emotion
classifiers are included in the first column. As previously stated, since the Face++ [6]
service does not identify the expression related to the emotion “contempt”, the image
related to said emotion was not tested and the line related to the corresponding emotion
classifier in this service was left blank.

Fig. 9. Results obtained in the comparative test among Face, Face++ and the original systemwith
the CK+ image set.

As for the results obtained, Fig. 9 shows that the proposed system based on logistic
regression failed in predicting the emotion “disgust” by mistaking it for the emotion
“sadness”, and the emotion “fear” for the “neutral” expression. As for the Face++ [6]
emotion recognition API, it failed in identifying the expression “anger” by mistaking
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it for “neutral”, and “sadness” for “anger”. Finally, the Microsoft “Face" only failed
in predicting the emotion “contempt” by mistaking it for “happiness”. Moreover, we
experimented with the RaFD [8] image set for the model number 30 and the photograph
set taken fromPaulEkman’swebpage [7]with thewebAPI from theFace++ [6] platform.
The image for the emotion “contempt” was taken out from both image sets since, as
previously mentioned, Face++ [6] does not identify it. With the RaFD [8] image set,
there was a total of 5 successful tries over 7 total images failing in identifying the
expressions related to “disgust” by mistaking it for “anger”, and “fear” for “surprise”.
As for the image set from Paul Ekman’s webpage [7], there were 4 successful tries over 6
total predictions failing in identifying the emotion “anger” bymistaking it for “surprise”,
and “sadness” for “neutral”.

5 Discussion

Different types of test done to evaluate the prediction effectiveness on emotions with
the original system were included in the previous section. The results obtained in the
different comparative tests show that said system had a significant success rate similar
to the ones from the other services compared. Table 4 shows a summary of the mistakes
obtained in each system when testing the different test set images.

Table 4. Summary of the mistakes obtained in the comparative tests

Number of mistakes

RaFD Set Ekman’s Set CK + Set Number of mistakes

S.P. 1 2 2 5

Face 3 1 1 5

Face++ 2 2 2 6*

*The Face+ + service was not tested for images of “contempt” since it does not identify it

As for the Microsoft “Face” service [26], it obtained a considerable number of
mistakes when used with the RaFD [8] image set for model number 30. It obtained a
high success rate in the other tests. However, it should be pointed out that the service
failed in identifying the expression associated with the emotion “contempt” in every test.
The web API from the Face++ platform [6] failed in predicting the emotions “anger”
and “sadness” when tested with the Ekman [7] and CK+ [5] image sets but correctly
identified the emotions associatedwith these expressions in theRaFD [8] test set. Finally,
the original system -S.P.- did not generally face problems when identifying a particular
emotion. It can be pointed out that it achieved predictions with higher success values in
the tests done on the RaFD [8] and CK+ [5] test set images than with the ones from Paul
Ekman’s webpage [7]. This can be linked to picture resolution since it is considerably
lower in the images from Paul Ekman’s webpage [7] (360 x 360 pixels) than in the RaFD
[8] (681 x 1024 pixels) and CK+ [5] (640 × 490 pixels) test sets. This situation results
in “x” and “y” values from the facial landmarks from the test set images to be found
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in very different ranges to the landmark values obtained from pictures the system was
trained with. Another possible cause is that race models not included in RaFD [8] -face
database used for the training set-, in which models are predominantly Caucasian, are
part of the images in Paul Ekman’s webpage [7].

6 Conclusion and Future Lines of Research

According to the analysis made on the results obtained, we can conclude that the built
system showed a good performance with both the training set images and the external
images. There is an improvement margin that can be achieved by training the algorithm
with a higher number of images, models with more characteristic diversity, or by modi-
fying the characteristic extraction process by collecting the eye or mouth opening range.
In future lines of research, the performance of other supervised learning techniques, such
as neural networks or support vector machines, for emotion detection will be tested and
a comparison with the built application in this research will be done. In addition, the
integration in multimodal systems [27, 28] combined with different sensors -heartrate
variation, skin conductance, egg-based brain-computer interfaces- will be considered,
thus emphasizing the categorical emotion determination through face detection. This
will allow the integration in different application domains of affective computing.

Acknowledgments. The authors acknowledge the support of Universidad de Morón and the
National Agency for Scientific and Technological Promotion of the MINCyT (PICTO-UM-2019–
00005).

References

1. Picard, R.W., et al.: Affective computing (1995)
2. Mehrabian, A.: Communication without words. Psychol. Today 2(4), (68)
3. Ekman, P., et al.: Universals and cultural differences in the judgments of facial expressions

of emotion. J. Pers. Soc. Psychol. 53(4), 712–717 (1987)
4. Barrionuevo, C., Ierache, J., Sattolo, I.: Reconocimiento de emociones a través de expresiones

faciales con el empleo de aprendizaje supervisado aplicando regresión logística. In: CACIC:
XXVI Congreso Argentino de Ciencias de la Computación, Universidad Nacional de La
Matanza, San Justo, octubre 2020. ISBN 978-987-4417-90-9, pp. 482–491 (2020)

5. Lucey, P., Cohn, J.F., Kanade, T., Saragih, J., Ambadar, Z., Matthews, I.: The extended Cohn-
Kanade dataset (CK+): a complete expression dataset for action unit and emotion-specified
expression (2010)

6. Emotion Recognition, Face++. https://www.faceplusplus.com/emotion-recognition/.
Accessed Dec 2020

7. Paul Ekman Group. https://www.paulekman.com/. Accessed June 2020
8. Langner, O., Dotsch, R., Bijlstra, G., Wigboldus, D.H.J., Hawk, S.T., van Knippenberg, A.:

Presentation and validation of the radboud faces database. Cogn. Emot. 24(8), 1377–1388
(2010). https://doi.org/10.1080/02699930903485076

9. Ekman, P., Friesen, W.V., Hager, J.C.: Facial Action Coding System: The Manual. Research
Nexus, Salt Lake City (2002)

https://www.faceplusplus.com/emotion-recognition/
https://www.paulekman.com/
https://doi.org/10.1080/02699930903485076


246 C. Barrionuevo et al.

10. Lyons, M.J., Akamatsu, S., Kamachi, M., Gyoba, J.: Coding facial expressions with gabor
wavelets. In: 3rd IEEE International Conference onAutomatic Face andGesture Recognition,
pp. 200–205 (1998)

11. Conjuntos de imágenes de rostros usados para entrenamiento y pruebas. https://drive.google.
com/drive/folders/1AhYfPoBoBp0oU4WBWgSmXeD8xTPKqXLJ?usp=sharing

12. Dlib. https://pypi.org/project/dlib/. Accessed June 2020
13. Kazemi, V., Sullivan, J.: One millisecond face alignment with an ensemble of regression trees

(2014)
14. Facial landmarks with dlib, OpenCV, and Python. Pyimagesearch. https://www.pyimagese

arch.com/2017/04/03/facial-landmarks-dlib-opencv-python/. Accessed June 2020
15. Tipos de Machine Learning. https://medium.com/soldai/tipos-de-aprendizaje-autom%C3%

A1tico-6413e3c615e2. Accessed June 2020
16. Ng, A.: Machine learning. Coursera. https://www.coursera.org/learn/machine-learning.

Accessed June 2020
17. La Regresión logística. https://www.analyticslane.com/2018/07/23/la-regresion-logistica/.

Accessed June 2020
18. Octave. https://www.gnu.org/software/octave/. Accessed June 2020
19. Fminunc. https://octave.sourceforge.io/octave/function/fminunc. Accessed June 2020
20. Minimizers. https://octave.org/doc/v4.4.1/Minimizers.html. Accessed Sept 2020
21. Gradient Descent in Practice I – Feature Scaling. https://www.coursera.org/learn/machine-

learning/supplement/CTA0D/gradient-descent-in-practice-i-feature-scaling. Accessed Dec
2020

22. Std. https://octave.sourceforge.io/octave/function/std.html. Accessed Dec 2020
23. Multi – class – classification and neural networks. https://www.coursera.org/learn/machine-

learning/programming/Y54Zu/multi-class-classification-and-neural-networks. Accessed
Dec 2020

24. Multi-Class Metrics Made Simple, Part I: Precision and Recall. Towards data
science. https://towardsdatascience.com/multi-class-metrics-made-simple-part-i-precision-
and-recall-9250280bddc2. Accessed June 2020

25. Confusion Matrix for Your Multi-Class Machine Learning Model. Towards data
science. https://towardsdatascience.com/confusion-matrix-for-your-multi-class-machine-lea
rning-model-ff9aa3bf7826. Accessed June 2020

26. Face, Microsoft. https://azure.microsoft.com/es-mx/services/cognitive-services/face/.
Accessed June 2020

27. Ierache, J., Nicolosi, R., Ponce, G., Cervino, C., Eszter, E.: Registro emocional de personas
interactuando en contextos de entornos virtuales. In: XXIV Congreso Argentino de Ciencias
de la Computación (La Plata, 2018), ISBN 978-950-658-472-6, pp. 877–886 (2018)

28. Ierache, J., Ponce,G.,Nicolosi,R., Sattolo, I., Chapperón,G.:Valoracióndel gradode atención
en contextos áulicos con el empleo de interfase cerebro-computadora. In: CACIC 2019, ISBN
978-987-688-377-1, pp. 417–426 (2019)

https://drive.google.com/drive/folders/1AhYfPoBoBp0oU4WBWgSmXeD8xTPKqXLJ%3Fusp%3Dsharing
https://pypi.org/project/dlib/
https://www.pyimagesearch.com/2017/04/03/facial-landmarks-dlib-opencv-python/
https://medium.com/soldai/tipos-de-aprendizaje-autom%25C3%25A1tico-6413e3c615e2
https://www.coursera.org/learn/machine-learning
https://www.analyticslane.com/2018/07/23/la-regresion-logistica/
https://www.gnu.org/software/octave/
https://octave.sourceforge.io/octave/function/fminunc
https://octave.org/doc/v4.4.1/Minimizers.html
https://www.coursera.org/learn/machine-learning/supplement/CTA0D/gradient-descent-in-practice-i-feature-scaling
https://octave.sourceforge.io/octave/function/std.html
https://www.coursera.org/learn/machine-learning/programming/Y54Zu/multi-class-classification-and-neural-networks
https://towardsdatascience.com/multi-class-metrics-made-simple-part-i-precision-and-recall-9250280bddc2
https://towardsdatascience.com/confusion-matrix-for-your-multi-class-machine-learning-model-ff9aa3bf7826
https://azure.microsoft.com/es-mx/services/cognitive-services/face/


Specification of the Schema
of Spreadsheets for the Materialization
of Ontologies from Integrated Data

Sources

Sergio Alejandro Gómez1,2(B) and Pablo Rubén Fillottrani1,2

1 Laboratorio de I+D en Ingenieŕıa de Software y Sistemas de Información (LISSI),
Departamento de Ciencias e Ingenieŕıa de la Computación,
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Abstract. In Ontology-Based Data Access (OBDA), a knowledge base
known as an ontology models both the problem domain and the underly-
ing data sources. We are concerned with providing with tools for perform-
ing OBDA with relational and non-relational data sources. We developed
an OBDA tool that is able to access H2 databases, CSV files and Excel
spreadsheets allowing the user to explicitly formulate mappings, and pop-
ulating an ontology that can be saved for later querying. In this paper,
we present a language for specifying the schema of the data in a spread-
sheet data application, which then can be used to access the contents
of a set of Excel books with the ultimate goal of materializing its data
as an OWL/RDF ontology. We characterize the syntax and semantics of
the language, present a prototypical implementation and report on the
performance tests showing that our implementation can handle a work-
load of Excel tables of the order of ten thousand records. We also show
a case study in which the ontology of an idealized university library can
be defined using the our tool integrating both relational and spreadsheet
data.

Keywords: Ontology-based data access · Ontologies · Relational
databases · Spreadsheets

1 Introduction

Despite their simplicity and ubiquity, spreadsheets are still relevant because they
provide a semi-structured, distributed way of representing the information of an
organization when there is no formal database; even, many times, in spite of the
existence of a centralized system, informal or operational information not cov-
ered by the main system is managed in spreadsheets. Although the spreadsheet
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applications (such as MS Excel, Apache Open Office, or Libre Office) give the
possibility of making totalizations and filters, these tools allow limited function-
ality and are difficult to integrate with the rest of the organization’s informa-
tion, having to resort to data mining and datawarehousing solutions that are
not always straightforwardly useful for the layman.

Ontology-based data access [1] is a prominent approach to accessing the
content of heterogeneous and legacy databases that has gained relevance in the
past years in which the database schema along with the semantics of the business
model they are exposed as an OWL ontology and the data as RDF triples in
distributed form on the web that can be queried through SPARQL end-points.

In this research, we are interested in studying formal models and novel ways
of performing OBDA, with the goal of providing concrete implementations. In
this sense, in recent times, we have been developing a prototype that allows to
export the schema of a relational database in H2 format as an OWL ontology
and its relational instance as an RDF graph, also allowing the expression of
mappings to define concepts from of complex SQL queries [2]. In this paper,
we present an extension to our OBDA prototype that allows a user to specify a
spreadsheet application using a schema definition language. This language allows
a naive user to specify the format of the data in the tables contained in sheets
of several books, indicating the orientation of the tables, format of columns and
rows, cross-relations between tables and books. This allows the spreadsheets to
be interpreted as databases and ultimately being integrated with the rest of the
OBDA application. We assume that the reader has a basic knowledge of Descrip-
tion Logics (DL) [3], relational databases and the Web Ontology Language [4].

This work consolidates and extends results presented in [5]. As extension
of that work, we now include a discussion of how the GF OBDA systema can
be used to integrate and query information of a university library composed
in terms of relational and spreadsheet data where public open data has to be
machine processed.

The rest of the paper is structured as follows. In Sect. 2, we present a frame-
work for conceptual modeling of spreadsheets as ontologies. In Sect. 3, we show
an empirical evaluation of the performance of the prototype creating tables and
ontologies from several Excel files of increasing size. In Sect. 4, we describe
a possible solution for the publication on the Semantic Web of data from a
hypothetical university library where its data comes from several heterogeneous
sources. In Sect. 5, we discuss related work. Finally, in Sect. 6, we conclude and
foresee future work.

2 A Framework for Representing Spreadsheets

Now we present a theoretical framework to represent the data of a spreadsheet
application. Later, with this framework, we will define a language to describe
the schema of the data. Such a schema will be used to access the contents of the
spreadsheets, interpret them, generate an SQL script, create and populate an
H2 database such script, and then materialize an OWL/RDF ontology with the
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contents of such a database. This ontology could then be queried via a SPARQL
processor (see Fig. 1). We provide the syntax of the data description language
in the spreadsheet application using a BNF grammar and give its operational
semantics in terms of this framework. We will use a running example throughout
the article to illustrate how to use it.

files

Excel

Schema

file

Adapter H2

database

H2 to OWL

translator

OWL

ontology

SPARQL

processor

SPARQL

query

Query

result

Fig. 1. Architecture of the system

A spreadsheet application data is a set of books. More formally:

Definition 1. An spreadsheet application A is a pair (books ,m) where books is
a set of books and m is a map from a unique identifier into an object of the
application.

A book is basically a set of sheets along with further information. Formally:

Definition 2. A book b is a tuple (id , path, sheets, sheetByID) where id is the
identifier of the book, path is the absolute path of the Excel file defining the book,
sheets is a list of sheets, and sheetByID is a map from sheet identifier into a
sheet.

A sheeet is composed by a set of tables. Formally:

Definition 3. A sheet s is a tuple (id ,name, tables , tableByID , container
BookID) where id is the unique identifier of the sheet, name is the sheet’s
name in the container Excel book, tables is the set of tables contained in
this sheet, tableByID is a map from unique table identifier into a table, and
containerBookID is the identifier of the book containing the sheet.

A table has a header, a set of records, and has an orientation (either horizontal
or vertical). A cell range defines a rectangle of the data sheet specified by two
cell references. Tables can contain references to other tables. Formally:

Definition 4. A table t is a tuple (id , className, orientation, initialDataCell ,
finalDataCell , initialHeaderCell ,finalHeaderCell , headerInfo, indexOfKeyField,
crossReferences, containerSheetID, containerBookID) where id is the unique
identifier of the table, className is the class in the target ontology defined
by the table, orientation is either vertical or horizontal, initialDataCell is the
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top-left corner of the table’s data, finalDataCell is the bottom-right corner of
the table’s data, initialHeaderCell is the top-left corner of the table’s header,
finalHeaderCell is the bottom-right corner of the table’s header, headerInfo is a
map from integer i into a header datum object hi, crossReferences is a set of
cross-references from this table into other tables, containerSheetID is the iden-
tifier of the sheet containing this table, and containerBookID is the identifier of
the book containing this table. A header datum is a tuple (i,name, type) where i
is the 1-based index of the header datum in its container map, name is the name
of the field, and type is the type of the field, that can be one of string, numeric
(either integer or real), boolean, or date. A cell has a row (a positive number)
and a column (a 1-based positive number). A range is pair (ci, cf ) composed of
an initial cell ci and a final cell cf . A cross-reference is a tuple (i, t, j) where i
is the index of the field in the source table, t is the identifier of the destination
table and j is the index of the field in the destination table.

2.1 Grammar for the Spreadsheet Description Language

We need a language for expressing the elements of this framework. Let us consider
the spreadsheet in Fig. 2 containing two tables representing people and their cell
phones. We will use that example in order to introduce the elements of our
language for describing the schema of the data in the spreasheet with the goal of
materializing an ontology from it so it can be queried by means of SPARQL. We
now define the grammar for writing scripts for defining the structure of Excel
application data. We discuss each construct by giving its meaning, the BNF rules
that defines its syntax and an example describing its elements.

A B C D E F G
1
2 PersonID Name DateOfBirth Checked Weight Status
3 1 John 1/1/1981 TRUE 100.5 heavy
4 2 Mary 2/2/1982 FALSE 60.5 light
5 3 Paul 3/3/1983 TRUE 80.5 heavy
6
7
8 CellID 1 2 3 4
9 Brand Samsung Apple Nokia Samsung
10 Model S8 Iphone 11 1100 J7
11 Owner 1 2 1 2

Fig. 2. A spreadsheet named Data representing a set of people and their cell phones

A script is sequence of commands and is the start symbol of the grammar:

〈script〉 ::= 〈command〉*

There are several available commands to be used in the description of schemas
of Excel files.
〈command〉 ::= 〈book-declaration〉 | 〈sheet-declaration〉 |〈table-declaration〉

| 〈table-header-declaration〉 | 〈table-data-declaration〉 | 〈table-field-declaration〉
| 〈table-key-field-declaration〉 | 〈cross-ref-declaration〉 | 〈comment〉
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A book can be declared by giving it an identifier and a path. Identifiers are
sorrounded by quotation marks and are composed in the usual way.

〈book-declaration〉 ::= book 〈id〉 has-path 〈path〉
〈id〉 ::= ”〈identifier〉”
〈identifier〉 ::= 〈letter〉.(〈letter〉|〈digit〉)*
〈letter〉 ::= a | b | . . . |z | A | B | . . . | Z

〈digit〉 ::= 0 | 1 | . . . | 9

〈path〉 ::= ”. . . windows file path . . . ”

Example 1. Consider the piece of code that expresses that book b1 has as its
path the Excel file book1.xlsx located in the Escritorio8 subfolder in the
desktop folder: book "b1" has-path "c:/users/sgomez/Desktop/Escritorio8/book1.xlsx".

A book has at least one data sheet. Each sheet has an identifier in this schema
file, a name in the spreadsheet and it is located in a book.

〈sheet-declaration〉 ::= sheet 〈id〉 name 〈id〉 in 〈id〉

Example 2. Consider the code: sheet "s1" name "Data" in "b1". It expresses that the
spreadsheet s1 has been named Data and it is located in the book b1.

Each spreadsheet can have several tables. Each table has an identifier, is
contained in a certain spreadsheet, defines a class and has an orientation which
either is horizontal or vertical.

〈table-declaration〉 ::= table 〈id〉 in-sheet 〈id〉 class-name 〈id〉 orientation 〈orientation-literal〉
〈class-name〉 ::= 〈id〉
〈orientation-literal〉 ::= horizontal | vertical

Example 3. Consider the commands: table "t1" in-sheet "s1" class-name "Person"

orientation vertical and table "t2" in-sheet "s1" class-name "Phone" orientation horizontal.
They define that there are two tables: t1 and t2, which are both located in sheet
s1. Table t1 defines a class name Person while table t2 defines a class named
Phone. The orientation of t1 is vertical but the orientation of t2 is horizontal.

Every table defition is composed of header and data sections, with syntax:—

〈table-header-declaration〉 ::= header 〈id〉 range 〈range-specification〉
〈table-data-declaration〉 ::= data 〈id〉 range 〈range-specification〉
〈range-specification〉 ::= ”〈cell-spec〉:〈cell-spec〉”
〈cell-spec〉 ::= 〈letter〉+〈digit〉+

Example 4. Consider the commands for defining the limits of tables t1 and t2:
header "t1" range "b2:g2", data "t1" range "b3:g5", header "t2" range "b8:b11", and data "t2"

range "c8:f11".
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Fields are declared specifying the table to which they belong, an index, a
name and a type. There is an special field called the key field:

〈table-field-declaration〉 ::= field 〈id〉 index 〈positive-integer〉 name 〈id〉 type 〈type-id〉
〈type-id〉 ::= integer | string | date | real

〈table-key-field-declaration〉 ::= key-field 〈id〉 index 〈positive-integer〉
〈positive-integer〉 ::= (1..9)〈digit〉*

Example 5. Consider the piece of code for defining the fields of tables t1 and t2:

field "t1" index "1" name "PersonID" type integer
field "t1" index "2" name "Name" type string
field "t1" index "3" name "DateOfBirth" type date
field "t1" index "4" name "Checked" type boolean
field "t1" index "5" name "Weight" type real
field "t1" index "6" name "Status" type string
key-field "t1" index "1"
field "t2" index "1" name "CellID" type integer
field "t2" index "2" name "Brand" type string
field "t2" index "3" name "Model" type string
field "t2" index "4" name "Owner" type integer
key-field "t2" index "1"

The table t1 has 6 fields named PersonID , Name, DateOfBirth, Checked ,
Weight and Status of type integer, date, boolean, real and string, resp. The
table t2 has 4 fields named CellID and Owner both of type integer, and Brand
and Model of type string. The key field of t1 is PersonID while the key field of
t2 is CellID . Notice that no indications are given here if the contents of a cell is
either a formula or a value and it is neither necessary. For instance the column
Status is a formula of the form: =IF(F3>=80, "heavy", "light") indicating that if the
weight of the person is greater than or equal to 80 kg, the person is considered
as heavy, otherwise is deemed as light.

A table can have cross-references to other tables.

〈cross-ref-declaration〉 ::= cross-ref from 〈id〉 index 〈positive-integer〉 into 〈id〉 index 〈positive-integer〉

Example 6. The following piece of code defines a cross-reference from field num-
ber 4 of table t2 into field number 1 of table t1:

cross-ref from "t2" index "4" into "t1" index "1"

One-line comments are allowed in our scripting language and they begin with
the hashtag character.

〈comment〉 ::= #〈character〉*
〈character〉 ::= any Ascii character excluding end of line
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2.2 Semantics of Spreadsheet Constructors

The semantics of the empty spreadsheet application create is ({}, {}). The
semantics of commands is given in terms of the function Sem from commands by
spreadsheet applications into spreadsheet applications. The semantics of a book
declaration is as follows:

Sem(sheet ”id” name ”n” in ”bid”, (books,m)) = (books′, {(id, s)} ∪ m) where

books
′
= books − {b} ∪ {b′}

b = m(bid) = (bid, p, sheets, sheetByID),

b
′
= (bid, p, {s} ∪ sheets, {(id, s)} ∪ sheetByID)

s = (id, n, {}, {}, bid)

The semantics of the declaration of a table id, in sheet sid, determining a
class c, with orientation o, with n fields named name1, . . . , namen of types t1,
. . . , tn, key field k, m cross-references from fields i1, ldots, im into foreign tables
tid1, . . . , tidm and foreign fields with indexes j1, . . . , jm, resp., header info in
the range h1 : h2 and data info in the range d1 : d2 is given shown in Fig. 3.

Sem(sec, (books, m)) = (books′, {(id, t)} ∪ m) where

sec = (table ”id” in-sheet ”sid” class-name ”c” orientation o

= header ”id” range ”h1 : h2”

field ”id” index ”1” name ”name1” type t1
. . .

field ”id” index ”n” name ”namen” type tn

key-field ”id” index ”k”

data ”id” range ”d1 : d2”

cross-ref from ”id” index ”i1” into ”tid1” index ”j1”

. . .

cross-ref from ”id” index ”im” into ”tidm” index ”jm”)

s = m(id) = (sid, name, ts, tableByID, containerBookID)

t = (id, c, o, d1, d2, h1, h2, head, k, cross, sid)

s
′ = (sid, name, {t} ∪ ts, {(id, t)} ∪ tableByID, containerBookID)

books
′ = books − {b} ∪ {b

′}
b = (bid, p, sheets, sheetByID) = m(containerBookID)

b
′ = (bid, p, sheets

′
, sheetByID)

sheets
′ = {s} ∪ sheets

cross = {(i1, tid1, j1), . . . , (im, tidm, jm)}
head = λi.(i, name, ti), with i = 1, . . . , n

Fig. 3. Semantics of table declaration commands

2.3 Generation of Databases and Ontologies from Spreadsheets

We now discuss the generation of OWL/RDF ontologies from spreadsheet appli-
cations. Given a book with mapping m of identifiers into objects, let t be a
table such that t = (id, c, o, d1, d2, h1, h2, head , k, cross, s), such that cross =
{(i1, tid1, j1), . . . , (im, tidm, jm)}, and head = λi.(i,namei, ti), with i = 1, . . . , n.
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The SQL code in Fig. 4 represents the schema of table t, where second and
sixth are the projectors of the second and the sixth components of a tuple, resp.
Then this SQL code is used to materialize an H2 database, which in turn is used
to materialize an OWL/RDF ontology using the methodology described in our
previous work [6].

create table ”c”(

”name1” t1, . . . , ”namek” tk primary key, . . . , ”namen” tn,

foreign key (”second(head(i1))”) references ”second(m(tid1))”(”second(sixth(m(tid1))(j1))”),

. . . , foreign key (”second(head(im))”) references ”second(m(tidm))”(”second(sixth(m(tidm))(jm))”) );

Fig. 4. SQL script for creating a generic table t

Example 7. The spreadsheet in Fig. 2 is represented by the SQL script in Fig. 5.
Then, from this script, a database is created and the ontology materialized
from that database has the following DL axioms (that are ultimately serial-
ized as OWL/RDF): Person � ∃PersonID, ∃PersonID− � Integer, Person � ∃name, ∃name− �
String, Person � ∃dateOfBirth, ∃dateOfBirth− � Date, Person � ∃checked, ∃checked− � Boolean,

Person � ∃weight, ∃weight− � Real, Person � ∃status, ∃status− � String, Phone � ∃cellID, ∃cellID− �
Integer, Phone � ∃brand, ∃brand− � String, Phone � ∃model, ∃model− � String, Phone � ∃owner
∃owner− � Integer, Phone � ∃ref owner ∃ref owner− � Person. The assertions for represent-
ing the first record of the class Person are: PersonID(Person#1, 1), name(Person#1, JOHN),

dateOfBirth(Person#1, 1981-01-01), checked(Person#1,TRUE), weight(Person#1, 100.5), and status(

Person#1, HEAVY).

create table ”Person”(

”PersonID” int primary key, ”Name” varchar(50), ”DateOfBirth” date,

”Checked” boolean, ”Weight” real, ”Status” varchar(50) );

create table ”Phone”(

”CellID” int primary key, ”Brand” varchar(50), ”Model” varchar(50), ”Owner” int,

foreign key (”Owner”) references ”Person”(”PersonID”) );

insert into ”Person”(”PersonID”, ”Name”, ”DateOfBirth”, ”Checked”, ”Weight”, ”Status”)

values (1, ’John’, ’1981-01-01’, true, 100.5, ’heavy’);

insert into ”Person”(”PersonID”, ”Name”, ”DateOfBirth”, ”Checked”, ”Weight”, ”Status”)

values (2, ’Mary’, ’1982-02-02’, false, 60.5, ’light’);

insert into ”Person”(”PersonID”, ”Name”, ”DateOfBirth”, ”Checked”, ”Weight”, ”Status”)

values (3, ’Paul’, ’1983-03-03’, true, 80.5, ’heavy’);

insert into ”Phone”(”CellID”, ”Brand”, ”Model”, ”Owner”) values (1, ’Samsung’, ’S8’, 1);

insert into ”Phone”(”CellID”, ”Brand”, ”Model”, ”Owner”) values (2, ’Apple’, ’Iphone 11’, 2);

insert into ”Phone”(”CellID”, ”Brand”, ”Model”, ”Owner”) values (3, ’Nokia’, ’1100’, 1);

insert into ”Phone”(”CellID”, ”Brand”, ”Model”, ”Owner”) values (4, ’Samsung’, ’J7’, 2);

Fig. 5. SQL code obtained from the spreadsheet in Fig. 2
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3 Experimental Evaluation

We now discuss some of the tests we have performed in order to test how our
application handles increasing demands in database size. The performance of
our system is affected mainly by the fact that we tables are metarialized as
RDF triples and also by four factors: (i) the system is implemented in the JAVA
programming language; (ii) the database management system that we use is H21,
(iii) the handling of the global ontology is done via the OWL API [7], and (iv) the
access to the Excel files is implemented using the Apache POI library [8]. Our
tests were conducted on an ASUS notebook having an Intel Core i7, 3.5 GHz
CPU, 8 GB RAM, 1 TB HDD, and Windows 10. They involved the creation
of databases with single table extracted from Excel books containing only a
sheet with a table containing 100 fields of numeric type filled with an increasing
number of records. In Table 1, we can see the times for loading the Excel files
and the size of the materialized ontologies. Therefore, we conclude that our
application can only handle tables with a size of tens of thousands records and
is not able of handling tables of a hundred thousand records.

Table 1. Running times for ontology generation from Excel files

Number of
records

Excel file
size
[Megabytes]

Time for
loading
Excel file
[seconds]

Time for
creating
ontology
[seconds]

Size of
ontology file
[Megabytes]

10
0.012 0.901 0.276 0.115

100
0.033 1.774 0.359 0.910

1,000
0.255 5.825 1.067 8.951

10,000
2.640 29.703 4.253 90.951

100,000 26.742 Out of
memory
error

4 Case Study: OBDA for Library Management

We contend that the approach for describing the schema of spreadsheet data
described above can be used as the basis for the development of real-world OBDA
applications allowing the publication of organization data as rich OWL/RDF
ontologies. We try to validate our thesis by describing a possible solution for the
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publication on the Semantic Web of data from a hypothetical university library
where its data comes from several heterogeneous sources.

University libraries often work with proprietary software, or spreadsheets,
to represent their inventory. When the bibliographic inventory data are rep-
resented in a relational database, they can adopt ad-hoc codings representing
domain peculiarities that are often difficult to extrapolate to other systems. The
attention is often personal, which makes it impossible to search the literature
for the material present in them as noted in [9–13].

The OBDA system called GF [2] that allows OWL/RDF ontologies to be
materialized from data represented in the form of a relational database, CSV
data sheet and now Microsoft Excel spreadsheet. We will use the system to
establish mappings to retrieve subsets of the data from the database and to
establish rich relationships between such data in the form of classes, subclasses
and properties in an ontology. This ontology, together with other similar ones
from other libraries, can be published on the internet and can be consulted
through a SPARQL endpoint in an integrated way to search for the availability of
bibliographic material, as well as on the status of their users. Thus the objective
of this section is to show how an ontology like the one presented in Fig. 6 can be
constructed from heterogeneous data sources containing ad-hoc encodings and
then show how GF can deal with a combination of data specified as relational
data and spreadsheet data.

Fig. 6. Ontology for the university library

Suppose that the data of the bibliographic material, users and loans of a uni-
versity library are stored in a relational database with the schema and instance
as shown in Fig. 7. We see that the table that models the library loans reifies
a many-to-many relationship between user and bibliographic material, which
in turn is separated into 2 tables, namely, thesis and printed matter. Printed
material is separated into books and magazines. The type of theses must encode
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variants such as graduate thesis, master’s thesis and doctoral thesis. This type of
simplification may, for example, need to use special values for ad-hoc encondings.
For example, notice the D for codifying doctoral thesis and the M for Master
Thesis, which, when querying the data using SQL, to search for doctoral the-
sis, requires resorting to low-level constructions such as: select * from “Thesis”
where type = “D”.

We then will show how the use of OBDA technologies makes it possible to
more naturally model the type of each document by referring to the classes
and subclasses belonging to the semantics of the application domain. Ultimately
all of the presented techniques can be implemented by a naive user in the GF
framework of which a previous version was presented in [2] and references there
in. To do this, suppose that the tables defined above are populated as in Fig. 7.

User(userNo,name, email, type)
Thesis(id, author , title, pubDate, type, institution, supervisor)

Loan(userNo, id, date, timeDays)
User
userNo name email type

1 John john@nosite.com S
2 Peter peter@nosite.com T

Loan
userNo id date timeDays

1 1 2020-09-01 40

Thesis
id author title pubDate type institution supervisor
1 Marie Recherches sur les 1903-01-01 D Faculte des Gabriel

Curie substances radioactives Sciences de Paris Lippmann
2 Claude A Symbolic Analysis of Relay 1937-01-01 M Massachusetts Institute Vannevar

Shannon and Switching Circuits of Technology Bush

Fig. 7. Relational instance of the library’s database concerning Users, Theses and
Loans

Consequently, when proposing a richer modeling of the domain, we are inter-
ested in defining two subconcepts of the Thesis concept called undergraduate
thesis and postgraduate thesis. In turn, the postgraduate thesis concept will
have two sub-concepts called MSc Thesis and PhD Thesis. Formally, we are
interested in establishing the axioms in the ontology shown in Fig. 8.

UndergraduateThesis � GraduateThesis � Thesis
UndergraduateThesis � GraduateThesis � ⊥

MScThesis � PhDThesis � GraduateThesis
MScThesis � PhDThesis � ⊥

Fig. 8. Axioms for classifying theses

Then, it is necessary to establish the link between the data in the tables and
the concepts and assertions of the ontology. This is achieved using mappings,
which are SQL expressions that define the values of the ontology assertions in
terms of the values of the relational instance. In the case of theses, the mappings
are as shown in Fig. 9. The definition of such mappings can be done visually in
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the GF frame. The system allows you to define the name of the sub-concept,
from which table the data is obtained, automatically computes the SQL filter
and shows the records that fill the concept. It also allows you to automatically
add the axioms as shown in Fig. 8.

PhDThesis(id) ← select ”id from ”Thesis” where ”type” = ’D’
MScThesis(id) ← select ”id” from ”Thesis” where ”type” = ’M’

UndergraduateThesis(id) ← select ”id” from ”Thesis” where ”type” = ’T’

Fig. 9. Mappings for defining assertions from the table Thesis

Suppose we have the library magazines represented in a spreadsheet like
the one shown in Fig. 10. In this case, we see that the magazines table has
been represented horizontally instead of vertically as it is usuallly done as GF
supports both representations.

A B C D

. . .

3 Id 100 101
4 Author Thomas G. Rokicki James Willis
5 Title An Algorithm for Compressing Space and Time Build Your Own Turing Machine
6 PubDate 4/1/2006 4/1/1981
7 Issn 1044-789X 0360-5280
8 Publisher UBM Technology Group UBM Technology Group
9 Magazine Dr Dobb’s Journal BYTE Magazine
10 Editor Andrew Binstock Wayne Green
11

Fig. 10. Spreadsheet called Magazine for representing magazines

As shown in Sect. 2.1, it is necessary to define the schema of the data
prior to its import into the OBDA system. In Fig. 11, we show the schema
of the spreadsheet shown in Fig. 10. As implied by Fig. 1, the system gener-
ates a relational table, which is used to generate the OWL code to update the
ontology. Additionally, the axiom Magazine � Printed indicating that a mag-
azine is a type of printed matter must be included. In Fig. 12, we show, as an
example, the definition of the Editorial property of the Magazine class. From
this spreadsheet several DL assertions are produced such as: Magazine(101),
author(101, James Willis), editor(101,Wayne Green), . . . . In Fig. 13, we show
the OWL serialization of the magazine 101.

To query the data integrated in the ontology, it is necessary to use the
SPARQL language [14]. For example, to find data about copies of BYTE mag-
azine in the library, a query like the one shown in Fig. 14 can be used.

5 Related Work

XLWrap [15] constitutes an approach for generating RDF graphs of arbitrary
complexity from various spreadsheet layouts, including cross tables and tables
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book ”b1” has-path ”c:/users/john/Desktop/magazines.xlsx”

sheet ”s1” name ”Magazine” in ”b1”

table ”t1” in-sheet ”s1” class-name ”Magazine”

orientation horizontal

header ”t1” range ”b3:b10”

data ”t1” range ”c3:d10”

key-field ”t1” index ”1”

field ”t1” index ”1” name ”id” type integer

field ”t1” index ”2” name ”Author” type string

field ”t1” index ”3” name ”Title” type string

field ”t1” index ”4” name ”PubDate” type date

field ”t1” index ”5” name ”issn” type string

field ”t1” index ”6” name ”Publisher” type string

field ”t1” index ”7” name ”Magazine” type string

field ”t1” index ”8” name ”Editor” type string

Fig. 11. Data definition scheme for the Magazines spreadsheet

<owl:DatatypeProperty rdf:about=”http://foo.org/Magazine#Publisher”>

<rdfs:domain rdf:resource=”http://foo.org#Magazine”/>

<rdfs:range rdf:resource=”http://www.w3.org/2001/XMLSchema#string”/>

</owl:DatatypeProperty>

Fig. 12. Part of the OWL code for publishing magazines describing the Publisher
property

<owl:NamedIndividual rdf:about=”http://foo.org/Magazine/id=101”>

<rdf:type rdf:resource=”http://foo.org#Magazine”/>

<Magazine:Author rdf:datatype=”http://www.w3.org/2001/XMLSchema#string”>

James Willis</Magazine:Author>

<Magazine:Editor rdf:datatype=”http://www.w3.org/2001/XMLSchema#string”>

Wayne Green</Magazine:Editor>

</owl:NamedIndividual>

Fig. 13. Part of the OWL code for 101 magazine

prefix foo: <http://foo.org/>
prefix r: <http://foo.org/Magazine#>

select ?r ?author ?title ?publisher

where

{
?r r:Magazine ”BYTE Magazine” .

?r r:Author ?author .

?r r:Title ?title.

?r r:Publisher ?publisher.

}

Fig. 14. SPARQL query to retrieve a BYTE journal.
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where data is not aligned in rows. They provide a functionality similar to ours
but relying in JSON for the description of data. Our approach features a simpler
language geared towards naive users. NOR2O [16] can convert excel to Scovo and
Data Cube Vocabulary but it is no longer maintained. Excel2rdf 1 is a Java-based
command-line utility that converts Excel files into valid RDF files but as far as
we know it is not possible to make precise definitions of the data contained nor
export terminologies as done in our proposal. RDBToOnto2 allows to automat-
ically generate fine-tuned OWL ontologies from relational databases. A major
feature of this full-fledged tool is the ability to produce structured ontologies
with deeper hierarchies by exploiting both the database schema and the stored
data. RDBToOnto can be exploited to produce RDF Linked Data. It can also be
used to generate highly accurate RDB-to-RDF mapping rules (for D2RQ Server
and Triplify). Spread2RDF 3 is a converter for complex spreadsheets to RDF
and a Ruby-internal DSL for specifying the mapping rules for this conversion.
Other solutions to the problem of wrapping Excel files into semantic technolo-
gies have migrated from the academic world to the commercial world. For exam-
ple, Open Anzo4 used to include both an open source enterprise-featured RDF
quad store and a sophisticated service oriented, semantic middleware platform
that provides support for multiple users, distributed clients, offline work, real-
time notification, named-graph modularization, versioning, access controls, and
transactions, giving support to applications based on W3C semantic technology
standards like OWL, RDF and SPARQL. This project is no longer available it
has turned into a company named Cambridge Semantics5. TopBraid Composer6

can convert Excel spreadsheets into instances of an RDF schema. TabLinker7

can convert non-standard Excel spreadsheets to the Data Cube vocabulary. Our
work converts the contents of the records in Excel sheets to RDF but also allows
to precisely define the schema of the data in OWL.

6 Conclusions and Future Work

We have presented a framework for the modeling of the schema and data of
spreadsheet files by means of a description language. We have given a formal
specification of the syntax of such a language with a BNF grammar and its
formal semantics in terms of the framework of representation. We have shown
an example of how it is used in order to explain its main components. We have
also provided a prototypical implementation, showing how it is integrated into
an ontology-based data access system with the aim of publishing such spread-
sheets as freely available ontologies on the Semantic Web. We believe that this

1 https://github.com/waqarini/excel2rdf.
2 https://sourceforge.net/projects/rdbtoonto/.
3 https://github.com/marcelotto/spread2rdf.
4 https://www.w3.org/2001/sw/wiki/OpenAnzo.
5 http://www.cambridgesemantics.com.
6 https://www.topquadrant.com/knowledge-assets/faq/tbc/.
7 https://github.com/Data2Semantics/TabLinker/wiki.

https://github.com/waqarini/excel2rdf
https://sourceforge.net/projects/rdbtoonto/
https://github.com/marcelotto/spread2rdf
https://www.w3.org/2001/sw/wiki/OpenAnzo
http://www.cambridgesemantics.com
https://www.topquadrant.com/knowledge-assets/faq/tbc/
https://github.com/Data2Semantics/TabLinker/wiki
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language provides a valid alternative to more technical options like JSON from
which naive users can benefit while providing more control than WYSIWYG-
type applications that provide similar functionality. Also, we have carried out
experimental tests to determine what is the workload that our implementation
can effectively handle, showing that it is viable for spreadsheets containing tables
with thousands of records. We have presented a case study that shows that the
approach presented in this paper can be used to integrate several data sources
in heterogeneous formats to comprise a suitable alternative for the publication
of data of an idealized university library.

As part of future work, we are interested in continuing to explore other
types of NoSQL database models and thinking about integrating them into our
ontology-based data access prototype with the aim of developing novel algo-
rithms and techniques such as virtualization by query-rewriting to provide more
flexibility in regards to volatile data than the one offered by the materialization
approach.

Acknowledgments. This research is funded by Secretaŕıa General de Ciencia y
Técnica, Universidad Nacional del Sur, Argentina and by Comisión de Investigaciones
Cient́ıficas de la Provincia de Buenos Aires (CIC-PBA).
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Abstract. This work uses GPS technology applied to sport to generate a training
system that allows the monitoring of aspects of interest of the athlete’s physical
performance in a real context, facilitating sports improvement through the scien-
tific analysis of the data obtained. An economic GPS prototype was developed that
allows collecting the necessary data to calculate the physical performance param-
eters of an athlete, focusing on a strategy that is easy to manufacture and accessi-
ble to athletic and professional sports institutions that may occur in the national
territory. The work is carried out at the Institute for Research and Technology
Transfer, within the framework of the research project “Computing and Emerging
Technologies” and “Technology and Applications of Software Systems: Innova-
tion in processes, products and services”, as counterpart the company Silamberts
SRL financed by Dr. Manuel Sadosky Foundation and the UNNOBA.

Keywords: Global positioning system · IMU · Sports performance ·
Datalogger · Communication protocol

1 Introduction

Afterwinning eight goldmedals in the 1972 games inMunich, in 1976Australia returned
from Montreal without a single one. Five years later the government created the Aus-
tralian Sports Institute (AIS) and in 1990 developed the Cooperative Research Centers
(CRC) for the industrial, commercial and economic growth of the country. Shaun Holt-
house and Igor van de Griendt, who led a team of CRC researchers dedicated to the
application of emerging microtechnologies, began a project with AIS aimed at improv-
ing the physical performance of athletes through evidence based on science. Although
monitoring in the laboratory allowed a detailed idea of the demands, the athletes did not
make the same efforts as during the real competition. Therefore, to transfer the research
to the real field, the CRC developed portable sensors. To commercialize the product, at
the end of 2006, Holthouse and Griendt created Catapult, a global leader in the athletic
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analysis [1]. Currently, only the wealthiest clubs can access Catapult in Argentina. Those
who do not, use a GPS that collects simple data such as distances, times, intensities and
frequencies. From the collected data, the physical trainer draws up reports that are used
for the diagnosis and planning of individual training according to the period and duration
of the competition, among other variables. Our challenge is to build a low-cost technol-
ogy that is somewhere between the standard GPS and the advanced and very expensive
Catapult to be able to answer both professional and amateur athletes.

In this context, the current work is the extension of the work presented at CACIC
2020, it describes the evolution of the original prototype and version 1 [2], which consists
of the integration of the modules through a printed circuit board, the addition of an
autonomous power supply and a container cabinet, data transmission via Bluetooth
(also USB) and aWeb App developed specifically for the project using it in a real space.

2 Context

The original prototype has a printed circuit board that reduces the device size, integrates
the modules and eliminates the wiring errors due to false contacts.

This board was designed to provide a connection between the modules: Arduino
(NAN0), GPS (GY-GPS6MV2) IMU (MPU9250), microSD, RTC (DS3231), Battery
charger (TP5100) [3], 2 lithium batteries of 3, 7 v [4], Bluetooth Module: HC-06. [5],
Load balancer.

The original version developed uses two lithium cells as a power source. The board
has a built-in battery charging and protection circuit, along with a battery charging
circuit, power cut while the battery charging system is in operation. The assembly of
the modules that provide independence to the device for its power supply, charging and
control, did not adapt to what was expected due to the instability of the control circuit
of the batteries (see Fig. 1).

Fig. 1. First approximation of the prototype on a PCB.
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The original prototype evolved to the version 1 prototype, intending to reduce its
volume, giving it energy autonomy (and stability), and designing and implementing a
command protocol of communication that allows the transmission of data safely and
without errors (see Fig. 2).

Fig. 2. Block diagram

Other problems detected in the original version such as excessive size and weight,
unreliable charging module and heat dissipation of the 5v regulator, the results were
found by creating a lithium cell with a charging and protection system integrated into a
single module. In prototype version 1, the board can be used while the cell tent system is
in operation. This is achieved by assembling a power selector using two diodes. Because
each lithium cell has a voltage of 3.7v, it is necessary to use a voltage booster to reach
the necessary 5v for the operation of the modules and the Arduino Nano platform.

The following components are used for the board power supply system: TP4056
charger with built-in protection, a 5v voltage switch, a 18650 lithium battery.

The improvements incorporated in prototype version 1, converged in a device with
production possibilities since it can be used in the game field, located in a sports bra,
which sizes are 4.52 × 3.34 × 1.18 inches and weighing 5.3 oz approximately (See
Fig. 3). Complemented with the web interface described later in the next document.
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Fig. 3. Photograph of the prototype version 1.

3 Communication Protocol

A protocol, that allows the transmission of data with a zero error rate, was devel-
oped. Each line sent from the device to the computer is retransmitted as many times
as necessary, to ensure that it is received correctly [6].

This protocol is based on request/response commands, where the computer is the
active component and is in charge of “asking” the device for each line stored. In the case of
an error in the frame (CHECKSUM �= 0), the retransmission or automatic reconnection
is requested. Knowing the format of the frame to be transmitted and focusing on the
line-by-line incremental numbering of both files (GPS and IMU), it is used to recognize
and control what data is being sent in the form of ACK.

Based on the expected reliability, a communication protocol was developed that
behaves according to the state (see Table 1).

Table 1. Design of the communication protocol

Start The computer starts the protocol through the command data, whose parameter will be the name of the
file from which they must be extracted, given the nature of data prototype storage. Ex: data (IMU)

Error-free frame If the computer receives the complete and error-free transaction (CHECKSUM = 0), then it will return
an ACK with the last line number received. The prototype will send the next line

Incorrect frame If it produces an error in the transmission (CHECKSUM �= 0), the ACK will not coincide with the one
expected by the device, so it will go to the retransmission state

Retransmission Knowing what the expected ACK is, then the prototype knows which line to transmit to the computer

Time-out When the prototype sends the frame, a counter is started at 0 (zero) which is incremented by one unit
per millisecond. If it reaches a certain specific value and does not receive a response from the
computer, it is assumed that the connection was lost and the reconnection state passed

Reconnection The connection is reestablished without losing the ACK of the last line received correctly and the data
is sent from the loss forward

Finish When the device recognizes that all the lines (n) were sent correctly, the communication ends, and it
removes from the prototype memory the transmitted file



GPS Device for Monitoring Sports Performance 269

Figure 4 specifies the diagram of sequence that allows to identify the states in which
the messages are.

Fig. 4. Ideal sequence.

In addition to the code implemented in the version 1 prototype, an application devel-
oped in Python is necessary, on the computer side, to interpret the frames received
through the serial port. This application is responsible for replicating the file stored in
the microSD memory with an error rate equal to zero, from the active point of view or
the beginning of communication.



270 L. Santos et al.

4 Data Visualization

An application that automates the processing and analysis of the received data related to
the athlete’s physical performance in its real context was developed, to provide perfor-
mance metrics of the athletes. The software developed takes as input the data generated
by the hardware device, relates them to the profiles of the players, and their respective
teams, and then stores them. Once this is done, the data is available to be processed and
generate different types of reports, according to the needs of each operator [7].

The modules developed are the following: System configuration, allowing the load-
ing of the club, teams, players, teachers andmanagers. Generation and loading of events,
including games, walks, tests. Identifying mainly if they are of the indoor/outdoor type
since those that are developed in closed environments are unable to use the GPS module
for global positioning. Generation of profiles to work with load hierarchies and infor-
mation analysis. Downloading of information from the data collection device and its
processing. Generation of reports that allow the analysis of the data through reports,
maps and graphics.

The data generated by the sensor are the date and time of the measurement, in UNIX
timestamp format, latitude and longitude of the position.

Taking a satellite map as a base and defining a position error between 7.87 and 15.74
inches, two visualization modes are created, on the one hand, a map with markers that on
the map shows an indicator of each registered position and on the other hand, a map of
heat, which shows the locations and their frequency distribution on the map. To facilitate
the analysis of the positions, controls are included to view themap in full screen, to zoom
in and out as well as to enable and disable the two modes of graphics. Below each map,
summary measures about the event are shown, including the duration of the event, the
distance traveled and the average speed. For the IMU, it is only graphed in the reports
section, the acceleration in the 3 axes (x,y,z) and as a function of time.

The reports section can be accessed through the main page. Once a team and an
event have been selected, a list with all the players can be seen for whom there are files
uploaded. This part of the application is one of the most important, as it allows users to
view information about a player’s performance in an event. By clicking on a player the
reports corresponding to that player for that event can be seen. In this section two graphs
can be displayed, one shows information from the IMU sensor and the other one about
the GPS. It is worth mentioning that, in the case of indoor events, the IMU sensor graph
is only available.

The development of a web application was decided, given the ease that it offers at
the time of installation and the possibility of usage, not only from a PC but also from
smartphones and tablets. The application has a responsive design, which allows adapting
its content to the environment where the device is. The programming language selected
for the development was Javascript, using the NodeJS [8] framework for the backend
and React [9] for the frontend.

In regards to the database, it was decided to opt for a relationalmodel and the database
engine chosen was MySQL.
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5 Results Obtained

Using prototype version 1, a test of the GPS module was carried out to check the correct
operation of the registration and also several tests of transferring files through the USB
port. They reflect a zero error rate with a transference time of 480 frames per minute
approximately. It was necessary to adapt the prototype to be incorporated into a sports
bra (see Fig. 5).

Fig. 5. Sports bra.

Fig. 6. Web App clipping.
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In December 2019 the prototype was tested in the city of Junín, with the collabo-
ration of the UNNOBA women’s soccer team. The battery duration did not cause any
inconvenience throughout the test. The transfer of the sensed data was carried out via
USB through the communication protocol designed and the data from a single-player
were displayed as it is shown below (see Fig. 6) to simplify the view.

From the IMU, the acceleration in the 3 axes (x, y, z) is plotted for the sensed event
as a function of time (see Fig. 7).

Fig. 7. IMU data graphics.

6 Progress in the Version 2 Prototype

After several tests performed with the version 1 prototype in different scenarios, it is
decided to evaluate new platforms to implement version 2.

The chosen platform, after conducting corresponding research and evaluations, it is
the NodeMCU ESP32 [10] board since it is superior to the Arduino Nano. Its operating
voltage is 3.3 v which simplifies the auxiliary power electronics, has integrated WiFi
802.11b/g/n 2.4 GHz and Bluetooth 4.2-BLE.By using this board,it is possible to reduce
the size and weight of the final motherboard.

Prototype version 2 is conceived with the idea of incorporating a cardiac sensor to
measure the athlete’s pulse. Another objective considered is to transfer the sensed data
to the cloud in real-time. This would allow an ecosystem that is easy to understand and
use and also obtain information for a fast decision-making process.

Regarding the cardiac sensor, it is necessary to have medical advice to know in detail
the techniques used and to be able to define a protocol for performing tests that allow
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obtaining performance metrics of the sensor, and knowing what level of error it has and
what its precision is. This is fundamental since it is a measurement that could be used
to define some types of exercises and if a reliable value is not provided, it can cause
injuries to the athletes.

The architecture proposed for prototype version 2 can be seen in Fig. 8.

Fig. 8. Physical architecture.

7 Conclusions and Future Works

The reduction of the physical size andweight of the equipment is fundamental for safe use
by athletes and this was achieved, among other things, with the use of a lithium cell with
a loading and prospecting system integrated into a singlemodule. The hardware obtained
in the version I prototype allows adequate use in a sports bra, being its measurements:
4.52 × 3.34 × 1.18 inches and weighing 5.3 oz approximately.

The development of a web application, automating the processing and analysis of
the data received relative to the physical performance of the athlete in its real context,
allowed to obtain performance metrics of the athletes and the decision-making of the
different actors involved meditate the analysis of information sensed and visualized in
a geo-referenced way.

The partial results obtained show that the Arduino Nano platform is not the one best
choice to carry out the necessary processing. The RAM usage is about 98% (calculated
based on stack pointers), whichmeans that data cannot be processed or that the necessary
functionalities cannot be implemented. As a result, it is impossible to use the IMU
magnetometer due to not having enough memory to run the calibration routine.

Work continues on the version 2 prototype, conceived with the idea of incorporating
a cardiac sensor to measure the athlete’s pulse. The objective of achieving automatic
transfer in real-time of the sensed data to the cloud is taken into account, to achieve an
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ecosystem that is easy to understand and use, allowing information to be obtained to
allow fast decision-making.

Another point to be developed is the definition of additional tests to validate both pro-
totypes in different environments and under different conditions and with the feedback
of athletes, technical directors, medical specialists, etc.
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Universidad Nacional del Sur, Bah́ıa Blanca, Argentina
3 CONICET, Buenos Aires, Argentina

Abstract. The need to enrich and maximize the performance of embed-
ded systems have led to the integration of tasks with dissimilar temporal
requirements. Several techniques have been developed for scheduling this
heterogeneous task sets, using the idle time left by the execution of crit-
ical real-time tasks. One of such methods is Slack Stealing, which allows
exact or approximate calculation of the available idle time. In this work
we present an implementation of an exact variant of this technique on
the FreeRTOS real-time operating system that requires minor modifica-
tions to its kernel. This allows to give priority execution to non-real-time
tasks without compromising the critical real-time tasks deadlines, when
scheduled under the Rate Monotonic or Deadline Monotonic priority
assignments. Evaluations done on an mbed LPC1768 development board
shows that the computational costs overheads introduced to the default
context-switch are not significant for utilization factors up to 80%.

Keywords: RTS · Slack stealing · RTOS

1 Introduction

Nowadays, there exists an increasingly need to maximize the performance of
embedded systems, especially in fields like Internet of Things (IoT ). To accom-
plish this without increasing the development costs, an efficient administration
of the system resources is a must. Nevertheless, it is common to find that
many embedded systems have their hardware design over-provisioned. As result,
resources like the CPU lie idle, instead of being used to satisfy other require-
ments. Furthermore, if no energy saving techniques are employed, then a large
amount of power is wasted.

In the last decades, several methods and techniques have been developed to
address the jointly scheduling of critical real-time tasks (RTTs) and tasks with
other kind of requirements [1,2]. This heterogeneity of tasks requires that the
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scheduler manages at less two distinct task sets: RTTs and non-real-time tasks
(NRTTs) which likely must satisfy some Quality of Service (QoS) requirements,
like priority attention or fault-tolerance. The system scheduler must do its best
effort to satisfy the QoS of the NRTTs, without compromising the execution
of the RTTs. This requires an efficient administration of the idle time, which
appears when the RTTs do not saturate the microprocessor. In consequence,
classical schedulers like a cyclic executive are not adequate to fulfill the complex
requirements of this kind of heterogeneous task-sets.

The simplest technique to handle the NRTTs is to simply execute them when
no RTTs are ready to execute, known as a background scheduling. Nevertheless,
this technique could not satisfy any QoS for the NRTTs. The most known tech-
nique for this is the use of servers. In general, a server is implemented as a
periodic task which uses it execution budget to run NRTTs. This server task is
usually configured with the maximum possible priority, and the size of its bud-
get is calculated offline. Example of these technique are the Priority Exchange
Server [19], the Deferrable Server [23], the Extended Priority Exchange [23],
the Sporadic Server [20], or the Total Bandwidth Server [21], among others. A
different strategy is presented in [5], using a multilevel scheduler.

Another technique is Slack Stealing (SS ), which have online and offline vari-
ants, of exact or approximate precision. It uses the execution predictability of the
Rate Monotonic (RM ) [10] and Deadline Monotonic (DM ) [8] priority assign-
ments to bring forward a portion of the future idle time, without compromising
the temporal constraints of the critical RTTs. It calculates at a time t the future
idle times of a task i before the deadline of its next activation. This calculation
assumes the task’s worst-case execution time (WCET ) [27], but it is possible to
reclaim any gained time after its execution. This idle time is called the available
slack of the task i at time t, denoted ASi(t). The lowest of these values among
all the RTTs is called the system available slack at time t, denoted AS(t). This
is the maximum amount of time that can be used at time t to execute NRTTs
whilst preserving the temporal constraints of all RTTs. The available slacks cal-
culated when all the tasks demand execution at the same time (known as critical
instant, usually at t = 0 when no jitter or offset is considered) is denoted Ki, as
is the same value calculated at [16].

The first SS algorithm was proposed in [7,18] by Lehoczky and Ramos-
Thuel. A drawback of these works is the requirement of memory vectors in
the order of the system hyperperiod, limiting it use to task sets with a short
one. Later, Davis presented in [3,4] a substantial enhancement, which reduces
the memory requirements to the order of the number of tasks, but still with a
large computational cost. In a later work, Tia et al. [24] presented a new SS
algorithm, not feasible for online use given its large memory requirements. The
contribution of that work was two theorems that proven that no online algorithm
could apply a uniform optimization criterion that minimizes the response time of
all NRTTs nor can be their mean response time minimized either. More recently,
[26] proposed several enhancements that significantly reduce both temporal and
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spatial costs, allowing the exact calculation of the available slack to be performed
online.

In this work we present an implementation of SS methods on the FreeRTOS1

real-time operating system (RTOS ) to facilitate the scheduling of heterogeneous
real-time systems (RTS ). FreeRTOS was chosen based on its popularity, excellent
portability among many different architectures, well documented source code and
open-source license that allows to introduce modifications. Moreover, FreeRTOS
has a small footprint and low memory and processing requirements.

This work is organized as follows: Sect. 2 present previous and related works.
Section 3 describes the system’s design and implementation. Section 4 shows an
example execution. The evaluations performed and their results are presented
on Sect. 5. Finally, the conclusions and future work are presented Sect. 6.

2 Previous and Related Works

This work improves the implementation presented on [17]. The SS support is
added into the kernel without modifications to existing code, the application
programmer interface is simplified and new tests and evaluations are presented.

Previous works about implementations of SS methods could be found in
the literature. For example, approximate slack algorithms are implemented for
MarteOS [15], LejosRT [14] and the Real-Time Specification for Java [11–13].
Implementation of an exact SS method is presented on [6]. Other works like [9]
implements SS algorithms on the Linux kernel.

The major contribution of this work is the implementation of an exact and
low-cost SS method on an popular RTOS for embedded systems with modest
hardware resources.

3 Implementation

All the new functions and data structures are logically organized in one mod-
ule, exposing only a minimum set of functions to the application programmer.
Since version 10, FreeRTOS allows developers to include their own functions and
data structures, through a file named freertos task c additions.h which is
included into the kernel source. Although only two kernel functions need to be
replaced, all the auxiliary functions and data structures are implemented in this
file for performance reasons. The prototypes of the functions used by the appli-
cation programmer were added into a separated slack.h header file. The Fig. 1
illustrates the design.

3.1 Task Model

The tasks are organized as RTTs, NRTT and background-tasks (BTs).

1 https://www.freertos.org.

https://www.freertos.org
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main.c tasks.c freertos task c additions.h

slack.h
#includes

use #includes

#includes

Fig. 1. Implementation on FreeRTOS using the task additions header file.

Table 1. RTT attributes.

Attribute Description

Task type RTT o NRTT

i Unique numerical identifier

Ti Period

Di Relative deadline

Ci WCET

Ri worst-case response time (WCRT )

Ki Available slack at time t = 0

di Absolute deadline

li Release time of the current instance

ci(tc) Current instance executed time at time tc

ni Release counter

ASi(tc) Available slack of the task at time tc

The RTTs are those that have critical time constraints, so the time at which
the results are expected is as critical as its correctness [22]. The RTTs should
follow the model presented in [10], of periodic and independent tasks. Each RTT
generates an infinite series of instances (also known as releases), being jk,i the
k-th instance of the RTT i. The RTTs must be scheduled using the RM or DM
static priority assignments. Table 1 shows the additional attributes required for
each RTT.

The NRTTs have no expected model as is application dependent and should
execute if and only if there is enough available slack. The BTs are those that
executes with the lowest priority and are not accounted on the available slack
calculation.

3.2 FreeRTOS Configuration

To support the execution of the SS method, the following configuration options
of FreeRTOS must be enabled:
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– Thread Local Storage (TLS ): to add additional properties to each task.
– Tasks Additions: to include new functions into the kernel and invoke addi-

tional initialization code at the scheduler start.

The application programmer could also configure the following configuration
parameters:

– configUSE SLACK METHOD: the slack method to use. Two methods are pro-
vided: the low-cost exact method presented on [26] (default) and Davis [4].

– configMIN SLACK SD: the lower threshold of available slack. The NRTT will
be executed if and only if the amount of available slack is higher than this
value. The default value is 1.

– configMAX SLACK PRIO: how many priority levels are reserved for the NRTT.
The default the value is 1.

3.3 Additional Data Structures

Extended Task Control Block. The task’s type (RTT or NRTT ) and the
properties defined in the task model are specified in a data structure called
SsTCB. Each task has an instance of this structure added to its Task Control
Block (TCB) using the TLS functionality.

New Task Lists. Three new task lists are required. They are implemented
using the FreeRTOS List t data type so that they could be accessed with the
list API provided by FreeRTOS. Each list element has an attribute xItemValue,
used to order the element inside the list and a pointer pvOwner, that references
the object represented by the element, in this case the TCB of a task. The new
task lists are:

– xSsTaskList: contains references to all the RTTs and is used to simplify the
calculation of the available slack.

– xDeadlineTaskList: contains the absolute deadline of each RTT, ordered by
the most recent deadline first. It is used for the online deadline verification.

– xSlackDelayedTaskList: contains references to all the NRTT whose execu-
tion is suspended because of insufficient available slack. These tasks will be
moved to the ready task list when the system available slack is greater than
the configured threshold. It is called the slack delayed list.

3.4 Kernel Modifications

The available slack calculation is performed at the scheduler first execution, and
then at the finalization of each task instance. Moreover, the available slack is
updated periodically using the counter system described in [4].

The following kernel functions were modified:

– vTaskDelayUntil(): this function is used to implement strict periodicity of
tasks. As it is invoked to finish a task’s instance execution, it was modified
to perform the available slack calculation.
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– xTaskIncrementTick(): this function is called by the FreeRTOS portable
layer each time a clock interrupt occurs. It manages the tick count and the
activation of tasks. It was modified to update the slack counters and to per-
form the deadline verification.

– vTaskSchedulerStart(): this function start the execution of the scheduler.
The initial slack calculation was added using a hook.

vTaskSchedulerStart(). To avoid modifications to this function, the FreeR-
TOS macro FREERTOS TASKS C ADDITIONS INIT() was used to call the function
vSlackSchedulerSetup() which executes the following actions:

– Calculates the WCRT of each RTT, using the method presented on [25].
– Verify that the RTT set is schedulable based on the WCRT values.
– Calculates the initial available slack (K) for each RTT.

vTaskDelayUntil(). As the slack calculation should be performed atomically
(otherwise, the calculated available slack would be erroneous) and the execution
of this function could not be preempted by higher priority tasks, it is the best
place it. The actions added are:

– Update the absolute deadline of the task as the absolute deadline of its fol-
lowing release.

– Calculate the available slack. This is the costliest operation.
– Add any gained time to the slack counters of the lower priority RTT and

update the available slack of the system.
– Resume the execution of the NRTT if the available slack of the system is

greater than the configured threshold.
– Reset the accumulated execution time of the task.

xTaskIncrementTick(). This function was modified to perform the following
actions:

– Perform the deadline verification of all RTTs ready to execute or suspended.
– If a new instance is released, increment the instance counter of the task.
– Increment the execution counter of the current task.
– Reduce the available slack counters.
– Suspend the execution of all the NRTT if the available slack of the system its

lesser than the configured threshold or resume their execution if its greater.

The Fig. 2 shows when the modified functions are invoked:
The previous kernel functions are replaced by the modified versions using

the wrap option of the GCC compiler. This option instructs the linker to replace
all references to a function with the specified one when linking the application
binary.
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0 1 2 3 4 5
t

Clock
interrupt

RTT 1

RTT 2

Idle task

xTaskIncrementTick() vTaskDelayUntil()

Fig. 2. Example execution of two RTT showing when the available slack is calculated
and when the counters are updated.

3.5 Supporting Functions

The following support functions are provided to update the slack counters and
move NRTTs from one task-list to another:

– vSlackDecrementTaskSlack(i, n): Reduces by n ticks the slack counter of
the RTTs with higher priority than i.

– vSlackDecrementAllTasksSlack(n): Reduces by n ticks the slack counter
of all the RTTs.

– vSlackGainSlack(i, n): Add n ticks to the slack counters of the RTTs
with lower priority than i.

– vSlackUpdateAvailableSlack(): Updates the system-wide available slack.
– vTaskSlackSuspend(): Moves all the ready-to-execute NRTTs from the

ready task list into the slack delayed list.
– vTaskSlackResume(): Moves all the RTT tasks from the slack delayed list

into the ready task list.

3.6 Application Programmer Interface

The application programmer must call the vSlackSetTaskParams() function
to set the additional parameters required for each task: type (RTT or NRTT ),
WCET, period and deadline. Also, a macro pvSlackGetTaskSsTCB() is defined
to retrieve the SsTCB associated with a task.

The application programmer needs to provide a implementation of the func-
tion vApplicationNotSchedulable(), which is called when the schedulability
test fails. Note that the scheduling evaluation do not consider the context switch
costs and is only used as a validation of the RTT model.
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3.7 Scheduling

The FreeRTOS scheduler uses, by default, a preemptive FIFO with priorities
scheduling policy. The scheduler guarantees that the highest ready priority task
at any given time is always chosen for execution. The ready task list is imple-
mented as an array of lists. Given m priorities, the array’s first element (at
index zero) contains the lowest priority tasks list, and the last element (at index
m− 1) contains the highest priority list. When two or more tasks with the same
priority are ready to execute, by default they will share processing time using
a Round Robin (RR) policy. If the application writer turned preemption off a
FIFO policy is used instead.

The ready task list is modified as follows. The n highest priorities are reserved
for the NRTTs. These tasks will be ready to execute (that is, they will be present
on the ready task list) if and only if there is enough available slack on the system.
If this is not the case, the NRTTs are moved into the slack delayed list. The
remaining priority range (m−n, 1] is assigned to the RTTs, with the restriction
of only one task per priority. The Fig. 3 illustrates the organization.

This way, if a NRTT is ready to execute and there is enough available slack,
it has priority over any RTT. This is a greedy use of the available slack for
scheduling.

The lowest priority tasks are only executed when no NRTTs or RTTs are
ready to execute. These BTs are not accounted on the available slack calculation.

. . .

. . .

m− 1

m− 2

m− n

m− n− 1

m− n− 2

1

0

NRTT 1

NRTT 2 NRTT 3

NRTT 4 NRTT 5

RTT 6

RTT 7

RTT 8

BT idle

Fig. 3. Ready task list organization.

4 Example Execution

The following example illustrates the scheduling of a heterogeneous RTS using
SS. For clarity purposes large periods and execution times were used. The system
is composed of 4 RTTs, with periods of 3, 4, 6 and 12 s, and WCET of 1 s each.
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The actual run-time of each task instance is random. These RTTs are scheduled
using RM along with two aperiodic NRTTs, TA1 and TA2, that have random
execution times of at most 2 s. Figure 4 shows the graphical trace of the execution
on a mbed LPC1768 development board, generated with Tracealyzer v3.1.22.

Fig. 4. Example execution trace generated with Tracealyzer.

The trace shows how the first instance of TA2 is preempted by the first two
instances of TA1. Also, both NRTTs have priority over the second instance of
T1. But when the system available slack is depleted, the execution of TA2 is
suspended and the second instance of T1 is executed, as it cannot longer be
postponed or otherwise its deadline could be missed. As the actual run-time of
T1 was less than its WCET, the gained time is added to the system available
slack, and as result TA2 execution can be safely resumed. It can be seen too
that at time t = 12 all the NRTTs are postponed by the execution of the third
instance of TA2.

The Fig. 5 shows the joint scheduling of 4 RTTs and one NRTT, along with
the variation of available slack of the system. It can be seen at time t = 6 how the
available slack is consumed by the execution of the NRTT until it is depleted.

5 Performance Evaluation

To measure the costs introduced by the proposed modifications, several evalua-
tions were performed on a mbed LPC1768 development board (ARM Cortex-M3
at 96 Mhz and 32 Kbytes of RAM) using FreeRTOS v10.4.2. The test program
on the board receives the tasks parameters from the computer through the serial
port, create the tasks, and launch the scheduler. When the execution finish, it
sends back the data to the computer. The board is then restarted, and the next
task-set is transmitted.

A set of 900 RTS was evaluated, divided in ten groups of 100 RTS for
each utilization factor (UF ) from 10% to 90% in steps of 10%. Each task-set
is composed of 10 RTTs, which periods follow a uniform distribution between 25

2 https://percepio.com/tracealyzer/.

https://percepio.com/tracealyzer/
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Fig. 5. Variation of the system’s available slack at execution time.

and 1000 ticks. The WCET of each task follows a uniform distribution up to 50%
of its period. For all the tasks the relative deadline is equal to its period (Ti =
Di). The tasks were scheduled using RM and the exact SS method proposed in
[26] was used.

To evaluate the computational cost overhead added to the context switch, the
amount of CPU cycles elapsed since the invocation to vTaskDelayUntil() until
the next ready-task is fully loaded was measured. The CPU cycles were counted
using the Clock Cycle Counter (CYCCNT ) provided by the Data Watchpoint
and Trace (DWT ) interface of the Cortex-M3. The first 30 instances of each task
were measured. The clock interruption was configured at 1 ms, so the time slice
between two clock interrupts is of approximate 96000 CPU cycles. The test was
performed under three configurations:

– FreeRTOS without modifications, used for reference.
– Performing the available slack calculation at each task instance finalization.
– At each instance finalization of a RTT i, update its available slack counter

with Ki. This way the cost of the modifications is measured independently
of the SS algorithm used. This is also an approximate slack algorithm.

5.1 Results and Discussion

The Table 2 resumes the results of the evaluations and the Fig. 6 shows the con-
text switch costs grouped by UF when performing the available slack calculation.

The results shows that the mean slack calculation cost increases with the UF
in a similar way that the simulations performed on [26]. Even for a UF of 90%,
the mean cost of the available slack calculation is below the 3% of a time slice.



Idle Time Administration on FreeRTOS Using Slack Stealing 285

Table 2. Context-switch cost as CPU cycles for each test configuration and UF.

UF (%) Online Counters FreeRTOS

Mean Best Worst Mean Best Worst Mean Best Worst

10 1348.2 596 3783 575.6 511 601 558.4 495 578

20 1478.6 596 5111 574.9 511 601 557.7 495 578

30 1605.8 596 6713 574.2 511 601 557.1 495 578

40 1712.9 596 7162 573.9 511 601 556.7 495 578

50 1825.1 596 8461 573.5 511 601 556.2 495 578

60 1967.6 600 13523 572.6 511 601 555.4 495 578

70 2070.2 596 13859 571.6 511 601 554.4 495 578

80 2219.6 600 21305 570.3 511 601 553.2 495 578

90 2411.5 596 24675 566.6 511 601 550.3 495 578
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Fig. 6. Context-switch cost as CPU cycles when performing the available slack calcu-
lation.

The cost of the context switch without performing the online available slack
calculation remained bounded between constants values and in the same order
of magnitude that the FreeRTOS context-switch.

If we look instead at the worst-case execution times, the cost increases
notably. Nevertheless, the mayor contributor are the slack calculations performed
by the lower priority RTTs. Figure 7 shows that tasks 7, 8, 9 and 10 have calcu-
lations that have a cost of more than the 5% of the time-slice.
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Fig. 7. Slack calculation cost as a percentage of the time-slice per task.

Even for the lowest priority RTTs, the worst costs only appear on task-sets
with a high UF. Although for a 90% UF the context switch cost can be as much
as 30% of the time-slice, in the tests only 1% of the slack calculations incurs in
this cost. Moreover, in the tests only a 5% of the calculations on task-sets with
a 90% UF have a cost higher than the 10% of the time slice (Fig. 8).

Fig. 8. Slack calculation cost as a percentage of the time-slice for tasks 6 to 10 per UF.



Idle Time Administration on FreeRTOS Using Slack Stealing 287

As the slack calculation is performed when a RTT instance finish its execu-
tion, it can be easily added as part of the task WCET.

6 Conclusions

Many systems do not use to the fullest the available CPU time, and this idle time
could be used to satisfy other requirements. To accomplish this heterogeneous
scheduling an efficient administration of the idle time is needed. Although the use
of a RTOS relieves the application programmer of the burden of activities like
scheduling or inter-task communications, they offer limited scheduling policies
options to handle this kind of systems. To solve this, an exact idle time admin-
istration using SS methods on FreeRTOS was presented. The evaluations shows
that the costs overheads introduced to the context switch are not significant.

In future works, we will implement and evaluate new lower-cost SS algorithms
and study how they could be used to solve specific problems, like fault-tolerance,
energy saving or imprecise computing, among others.

The source code, examples and the test code and data can be downloaded
from: https://github.com/unpsjb-rtsg/slack-freertos.
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Abstract. Learning the basic concept of programming, such as control structures,
is considered difficult due to their complexity and require a high level of students’
abstraction. Faced with this problem and taking advantage of ubiquitous learning
that allows learning without being limited to a specific space or time, developing a
ubiquitous learning app that helps students learn these concepts more tangible for
them has been considered challenging. For this reason, we developed a software
application (App) that, through augmented reality techniques, shows an object to
the student,whomustmove in search of it. As a result, theApp generates a program
with the actions carried out. This article presents the ubiquitous learning App and
the principal modules’ development: the compilation module and the 3Dmanager
module. The first one allows translating the student’s cell phone’s geographical
coordinates into a programming language’s instructions. The second one allows
the student to visualize the objects using augmented reality. The tests carried out
on both modules are also shown, demonstrating the feasibility of translating the
actions and displaying the objects.

Keywords: Ubiquitous learning · Augmented reality · Control structure ·
Geo-localization

1 Introduction

By ubiquitous learning (UL) can be understood, one that is not limited to a specific
context or is conditioned by a particular space, but the acquisition of new knowledge
can occur in any situation in which the subject is, regardless of the moment and place [1].
The UL allows students to access all kinds of information through interaction with the
objects surrounding it, whether physical or virtual [2]. Encourage collaboration, connect
formal, non-formal, and informal spaces; and, relocates the location of learning, both
inside and outside the classroom, and adapts the contents, presentations, and activities
to the students’ characteristics and context.

On the other hand, augmented reality (AR) is the technology that improves and
enriches users’ perception and interaction with the physical world by complementing it
with virtual 3D objects that seem to coexist in the physical world [3]. This technology
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is generally used with ubiquitous and mobile technologies and has found a vibrant
application in education. Thus, the combination of mobile and portable devices, AR and
UL, provide immersive learning, enriched, situated, and fluid learning experiences [4].

The learning activities associated with programming are recognized that present a
high degree of difficulty. Several studies have determined that the causes that generate
this problem are related to specific characteristics that occur in the classroom and with
particular cognitive skills relevant to learn the fundamentals of programming. Among
them are abstraction capacity, an excellent logical-mathematical aptitude, and the facility
for solving algorithmic problems [5].

Given the problems raised and taking advantage of UA and AR provide, we consid-
ered the challenge to develop an App supporting students in learning the basic program-
ming concepts. This App shows the student the algorithms he/she performs when he/she
moves in a particular environment, using the microlearning approach, which proposes
learning with relatively short efforts and takes little time [6]. Thus, the App shows an
object that the student must obtain using AR techniques. The student walks to the thing,
and as a result, the App generates a program with the actions carried out. In [7], we
present the App’s architecture, which provides a compilation module. It takes inputs
from the student’s cell phone sensors, and then they are manipulated and processed by
the sensor module. It translates them into a program written in the language designed to
such an end. This last represented a significant challenge, as there is currently no tool
to make this translation possible. In [7], we also present the development and valida-
tion of the compilation module. The App also consists of a 3D manager module that
allows inserting and manipulating objects with AR, a user interface module, and the
main module. In this paper, we present in detail these modules.

The interaction with the App provides the student with an immediate response,
favoring the student experimentation in the real world and quickly forming a mental
model thanks to the tool’s answers.

In the following sections, we cite antecedents of related works, present the architec-
ture, and design and develop the App modules. Finally, we have shown the tests carried
out and expressed some conclusions regarding the work carried out and future actions.

2 The Background

This section presents the background of software applications for teaching the basics
of AR-based programming; and some antecedents of works related to the learning of
informatics and computational issues through UL.

In [8], the authors present a flexible U-learning mobile application for students to
access the material. The authors adopted computational thinking (PC) to help students
develop practical computing skills. They chose three classes of first-year students for the
empirical study. They were divided into three groups: two experimental groups (UL&PC
group and PC group) and a control group. Based on this study results, students who
received UL treatment might have significantly better computer skills using PowerPoint
and Word than those who did not. However, PC’s treatment did not result in better
development of the students’ computer skills in this investigation.

In [9], a customizedUL support system based onmultiple information sources is pro-
posed to encourage college students to take computer programming courses. It includes
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a new technique that integrates student learning problems, knowledge level, and learning
style to personalize learning paths that offer students their programming concepts.

In [10], the requirements necessary to support UL with existing software tools for
teaching and learning computer programming to children between 4 and 10 years of age
are identified. Twenty-two tools were analyzed and contrasted with UL’s five known
characteristics: permanence, accessibility, immediacy, interactivity, and awareness of
the context. On a final note, they recommend adding UL features in kids’ programming
tools.

Boonbrahm et al. [11] developed a tool to learn the primary flow of commands and
control structures, including sequence, selection, and iteration structures. Using the tool,
students construct a program flow diagram using AR markers. The developed software
captures the image of the flow chart that the student has built, processes the program,
and shows the result of the command’s execution. The tool identifies the command, the
variable value, and the Boolean operator. Then, the software simulates each command’s
result, and thus the student can check if the program’s logic is correct.

In [12], educational material has been developed using AR to teach basic program-
ming concepts. The theme developed was Control structures, and AR exploration activ-
ities were carried out using previously printed markers. It was also evaluated by the
teachers of the first-year chairs related to the teaching of programming.

In work presented by Tan and Lee [13], they argue that using AR in teaching basic
programming concepts is very appropriate. The article analyzes a survey of students
enrolled in computer programs at Sunway University in 2016. The results indicate that
students have moderate participation when traditional methods are used to teach pro-
gramming concepts.Moreover, the results were determined, too, that 80%of the students
agreed that the AR learning method is useful because it provides more fun, interest, and
a basic understanding for students to learn to program.

Da-RenChen et al. [14] study show the use of AR technology to create virtual objects
for mobile devices. This study provides students with contextual information related to
the outdoor learning environment. The ubiquitous system developed is for the tourism
area. Context-awareness was used to allow students to follow learning activities along a
predetermined path, using AR features. The goal is to provide students with a friendly,
interactive interface and engaging means to stimulate intrinsic motivation and learning
performance.

In the background review carried out, we did not find works presenting UL
experiences with AR in programming concepts or software applications for this purpose.

On the other hand, although there are applications that translate geographic coor-
dinates, no antecedents have been found for converting such units to a programming
language such as the one proposed in this work.

3 U-Learning App

3.1 App Description

The purpose of the App is to support the teacher in introducing programming concepts
related to basic control structures: sequential, selection, and iteration, and to allow the
student to transition to the development of more complex algorithms.
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For the design of the App, the microlearning approach has been considered [6]. To
this end, we divided into three levels the teaching of basic control structures in such away
as to introduce a basic control structure at each level, increasing the level of complexity
of the exercises that the student can perform. In level 1, simple activities are carried
out to learn the concept of instruction and instruction sequence. In level 2, exercises are
included where the conditional structure gives rise to instructions to turn right and left
to avoid obstacles. At level 3, the activities introduce the concept of repetition [7].

3.2 App Architecture

The App’s objective is for the student to walk to where the virtual object is located.
The App returns to the student a program formed by a set of atomic instructions with
steps that he carried out until he found the object. To achieve this goal, we design
the App architecture consisting of five main modules. In Fig. 1, the modules and the
interrelationships between them are shown.

Fig. 1. App architecture

The interface module takes care of the student’s communication with the App. It
determines the complexity level to offer the learning activities according to it and finally
shows the student the resulting program using representative symbols.

The sensor module is responsible for sensing the environment of the device. With
the help of GPS, it can obtain geo-referential data (latitude and longitude). On the other
hand, the gyroscope and accelerometer work together to carry out the tasks of anchoring
the object found in the real environment (calculating the X, Y, and Z axes) and relocating
it in case of moving (left, right, up, or down) in the environment (calculating the axis of
rotation).

The main module: When starting the App, this module downloads all the data
necessary for the App’s operation: object database, level register, and initial settings. It
is also in charge of coordinating all the tasks with the other modules and facilitating the
interaction between them, providing support for the App’s operation. As the main task,
it sends all the data collected throughout the activity to the compiler to translate it and
gives the algorithm (program) obtained on the way to reaching the object as a result.



Applying Augmented Reality to Learn Basic Concepts of Programming 297

The 3D management module, with the help of the ARCore tool, renders the object
to be viewed and adapts it based on the graphic capabilities of the user’s device, providing
a three-dimensional model of the object ready to be processed on the screen.

The compilation module contains the three parsers’ tasks (lexical, syntactic, and
semantic) to translate geographic locations. These locations are the product of collecting
information that the main program performs from the student’s actions. These actions
may ormay not be optimized based on the complexity of the task accomplished, granting
fully customized algorithms.

3.3 Sequence Diagram of the App

The user’s interaction, the mobile device, the App’s modules, and sensors are model in
the sequence diagram (Fig. 2).

When the user starts theApp, theGPSdetermineswhich is the user’s current location.
Based on this data, the system can determine if a geo-referenced object is close to its
location displayed on the map during the activity. In proximity to it, the user can select
it and start sensing the context to obtain information from the environment and anchor
the object in the real world. Previously, the App performs the task of rendering the
object’s three-dimensional model. The data obtained from the environment mapping

Fig. 2. Sequence diagram of the App
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(axis values) can be anchored and updated in movement events. Finally, when the user
ends the activity, all the data obtained throughout the experience is collected and adapted
to the compiler to return the representative algorithm to the activity carried out.

4 Design and Development of the Modules

4.1 Compilation Module

The methodology followed for the compiler’s design and development consisted of the
following steps: Definition of the source and object languages, Design and construction
of the analysis phases: lexical analysis, syntactic analysis, and semantic analysis. Then,
the synthesis phase was developed: the code generator.

Source Language and Object Language. Since a compiler is a program that reads a
program written in a source language and translates it into an equivalent program in an
object language, both languages are defined in this section.

We design source language with a simple syntax so that the rest of the modules do
not require a complicated interface to communicate with the compiler. In this way, we
guarantee a completely modular and independent design of the App.

The compiler’s input data are each of the geographic locations (latitudes and longi-
tudes) obtained by the different devices capable of sensing the geographic context (GPS,
Accelerometer, and Gyroscope). Therefore, the source language is composed of the user
level and the set of geographic points.

The program resulting from the compilation is write in the object language. The
characteristics considered for selecting the object language’s instructions or sentences
are expressed in [7]. In this case, the object language consists of the following atomic
instructions: move forward (represents a forward step made by the student on his or her
walk to the object), backward (represents a backward step that the student performs to
meet the objective of the exercise), turn left and turn right (they allow to deviate from the
linear path), if there is an object then (represents the forkwhen an obstacle is presented or
not) and repeat (with this instruction the student visualizes a repetitive control sentence).

Construction the Compiler Phases. The lexical components and the patterns or reg-
ular expressions that these components generate have been defined for constructing the
lexical analyzer. The specified lexical components are punctuation symbols and numeric
constant.

For the Syntactic Analyzer phase, context-free grammar is defined using the BNF
notation, which is the input to the ANTLR generator.

start:
LLAVE_A

CORCHETE_A nivel CORCHETE_C
CORCHETE_A puntos CORCHETE_C

LLAVE_C;
nivel: NUMERO;
puntos: tupla (COMA tupla)*;
tupla: PARENTESIS_A latlong COMA latlong PARENTESIS_C;

latlong: NUMERO PUNTO NUMERO;
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In the semantic analysis phase, type verification is performed on the numeric
constants to determine if they are of the latitude type or the longitude type.

Object Program Generation. The procedure described in Fig. 3 is carried out for the
object program’s generation. It applies three algorithms: the relationship algorithm, the
classification algorithm, and the ranking algorithm.

Relationship and classification algorithms have been developed to determine the
relationship between two pairs of geographic points to determine whether the student
has stepped forward, backward, or turned in some direction.

Each time two consecutive elements are stored (the process that the parser executes
when it traverses the abstract syntax tree), a comparison is made to determine the rela-
tionship between them (vector). The relationship is classified according to its equivalent
in atomic instructions.

A vector in the plane is an ordered pair of real numbers (a, b) belonging to the
space R2 [15]. In this case, “a” is considered a set of latitudes, and the component
“b” is the set of longitudes. They are the input to the Relationship Algorithm, and the
results indicate the different directions that a vector can have. From the vectors obtained,
the classification algorithm is applied, which establishes the relationship between said
vectors. The results presented after classifying a pair of vectors are divided into two
categories: parallel and orthogonal.

Fig. 3. The process to obtain the program

To determine when a pair of vectors belong to one set or another, we considered
[15]:

The parallelism of vectors. Let u and v be non-zero vectors of R2, the vector u is
parallel to the vector v if and only if there is a non-zero scalar c such that

u = c.v. (1)

Orthogonality. Let u and v be non-zero vectors of R2; it is said that u is orthogonal to v
if and only if the scalar product of u and v is equal to zero,

c.v = 0 (2)

Angles between vectors. Let u and v be non-zero vectors of R2 and let the scalar product
then there exists and is unique an α [0, π] such that:

cos(α) = u.v

‖u‖‖v‖ (3)

For the classification of vectors, we apply the following rules:
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• If both calculated vectors are parallel, we assumed that the user advanced in a straight
line, and we consider the direction of the vectors to determine whether he advanced
or retreated,

• If the vectors are perpendicular, the intersection between them is calculated to obtain
the angle that joins them. If the angle is close to 90°, it is assumed to be a change of
direction.

• If the upper vector has a left direction, we assume that the user has turned to the left.
• If the upper vector has the right direction, we assume that the user has turned to the
right.

Finally, each of the rules is mapped with the equivalent atomic instruction (Table 1).

Table 1. Mapping relationships to atomic instructions.

Relation Sense Atomic instruction

Parallels Upward ADVANCE

Downward GO BACK

Orthogonal Left TURN LEFT

Right TURN RIGHT

As the last stage, the compiler will adapt the set of atomic instructions based on
the student’s level. The ranking algorithm is applied to do this, which takes the atomic
instruction set as input data and returns an adapted set based on its level as a response.
This adaptation produces a reduction of instructions or addition of new ones, such as
“repeat” and “if there is an obstacle then”. For the conditional statement, the compiler,
when detecting the tuple (0, 0), infers an obstacle. For example, if there are three points as
input: (−64.25139158964157, −27.80154927681387), (0, 0), (−64.25133660435677,
−27.801606219132715), the App deduces that between point 1 and point 3, there is an
obstacle.

4.2 Interface User Module

This module allows communication with the student to request the App’s operation’s
data and show him the tool’s results. To begin the execution, the student must log in to
the application to obtain their data (Fig. 4a).

The user interface then enables options that allow access to the user profile and
object registry. The first option shows the student information about previous activities
(for example, the current level of knowledge, level of experience, traveled kilometers,
number of steps, number of found objects, and a record of the date on which the student
started using the App (Fig. 4b)). The second option permits the student to access objects
found in previous sessions (Fig. 4c).

When the exercise begins, this module displays an interactive map on the main
screen. The map will update based on the user’s location. When the student is close to
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(a) Login interface (b) User profile (c) Object registration

Fig. 4. User interfaces.

the object, the interface module prompts him to sense the current context through his
device’s camera and identifies a surface on which to anchor and insert the object on the
map. The map contains two markers. A blue one indicates the user’s current position,
and a red one indicates the presence of an interactive object (Fig. 5a).

The interface module shows, as a result, a screen where the image of the object, the
geographical position where it was found, the resulting algorithm, and the object with
AR (Fig. 5b) are displaying.

(a) Marker map (b) Result interface 

Fig. 5. Result interfaces.
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4.3 3D Management Module

The 3D management module selects from the object database the object that it will
show to the student. We classified the objects into three categories based on the level
of knowledge. Then, the user can visualize particular objects based on the level of
experience or knowledge they have.

Each object has associated an occurrence probability. The module defines a number
randomly for selecting objects, and chose that one close to said value will be. Also, it
performs a check to determine that the student in previous sessions has not found the
object. In case this had not happened, the module will be executed again to prevent the
user from encountering repeated objects.

Once the object has been downloaded and the student is within the visibility radius,
the module will see a 3D object marker on the map. The user can touch it and display
a dialog that will indicate that she is about to enter RA mode to project the object in
context.

Finally, the 3D management module coordinates with the sensor and interface mod-
ules to determine the anchor point based on the device’s rotation axes and update it in
case of user movement.

5 Implementation

For the interpreter program’s construction, we use the ANTLR tool (ANother Tool
for Language Recognition). It is a generator of analyzers to read, process, execute or
translate structured text. The regular expressions of the defined lexical components and
the context-free grammar generated by the described language have been entered into
ANTLR.

For the development of the 3D management module, the ARCore tool, developed
by Google, was used to build AR applications. This tool allows files with extension
FBX, SFB, GLT, GLTF, OBJ. It uses three technologies to integrate, through the phone
camera, virtual content with the real world. They are position tracking relative to the real
world, environmental understanding for detecting the size and location of flat surfaces
such as the floor or a table, and light estimation, which allows the phone to estimate the
current lighting conditions of the environment).

We developed the interface module with the XML language, typical of Android
Studio. It is a tag language that matches each meta-tag with an internal Android class.
In this way, it is possible to control what elements are inserted into the user interface
and manipulate them during execution. It has the advantage that each label is adaptable
to each device’s screen, complying with the property of a responsive interface design.

We developed the sensor module with the Java language, also typical of Android
Studio, which contains specialized libraries to access the internal components such as
GPS, accelerometer, and gyroscope.

Finally, we developed the main module under the structural facade design pattern.
It allows structuring several subsystems or modules, minimizing communication and
dependencies between them, providing a single communication interface through the
main module.
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6 Tests

6.1 Compiler Module Test

We conducted tests for all levels of complexity.
Table 2 shows a test carried out for the level of complexity 1. In (Fig. 6a), we can

observe the set of latitudes and longitudes captured by the App when the student makes
the journey towards the object. Also, the output of the compilation module, the resulting
program, and finally, the interface presented to the student is shown.

Table 3 shows a test carried out for the level of complexity 2. The student may
encounter an obstacle on his path (Fig. 6b), so the resulting program introduces a
conditional structure concept.

Table 4 shows a test carried out for the level of complexity 3. When the student
performs the same operation several times, for example, moving forward (Fig. 6c),
the resulting program contains the sentence repeat, thus introducing the concept of the
repetitive control structure.

Table 2. Test performed for complexity level 1.

{
[1]
[(-64.25157129764557,-27.801613336920475),

(-64.25148211419582,-27.80157715482788),
(-64.25138555467129,-27.8015510562618),

(-64.25134532153606,-27.801586645213977),
(-64.25128899514675,-27.80155639460536),

(-64.25122663378716,-27.80151843304538),
(-64.25117500126362,- 27.80154868366457)]

}

{
[ADVANCE,
ADVANCE,
TURN RIGHT,
ADVANCE,
ADVANCE,
TURN RIGHT]
}

Input Output Interface

Table 3. Test performed for complexity level 2.

Input Output Interface

{  
[2]  

[(-64.25157129764557,-27.80161570951628),
(-64.25148278474808,-27.801581306871892),
(-64.25139158964157,-27.80154927681387), 
(0,0),
(-64.25133660435677,-27.801606219132715),
(-64.25126284360884,-27.801596728748322),
(-64.2511984705925,-27.801581306871892)]
}

{
[ADVANCE,
ADVANCE,
IF THERE IS OBJECT
THEN,
TURN RIGHT,
ADVANCE,
TURN LEFT]
}
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Table 4. Test performed for complexity level 3.

Input Output Interface

{  
[3]  
[(-64.25157062709332,-27.801612150622535), 

(-64.2514868080616,-27.801581306871892),
(-64.25141505897044,-27.801553428858966),
(-64.25135537981987,-27.8015231782411),
(-64.25130508840084,-27.801555801456097),
(-64.25124809145927,-27.801533854930724),
(-64.25118573009968,-27.801497079662074)]
}

{
[REPEAT 3,
ADVANCE,
TURN RIGHT,
REPEAT 2,
ADVANCE]
}

(a) Walkthrough for level 1. (b) Walkthrough for level 2. (c) Walkthrough for level 3. 

Fig. 6. Student journey of the tests performed.

6.2 3D Management Module Tests

We tested the 3D Management Module for portability, and visual distinction [16] in
different environments, with have varying lighting levels, various objects, and different
platforms and devices.

1. Portability Test: since the users of theApp are the students, and they use awide vari-
ety of devices, then the 3D management module was tested with different operating
systems, versions, and devices.
We carried out 32 testswithAndroid versions that allow theARCore library:Android
7.0 (Nougat), 8.0 (Oreo), 9.0 (Pie), and 10. We carried out tests with the following
range devices: Samsung, Xiaomi, Huawei, and Motorola (each with different OS
versions and models). From the tests carried out, we can conclude that the rendering
of the different 3D objects is useful thanks to each device’s hardware characteristics
and the support of Google ARCore Services installed by default in the mentioned
devices and complements the rendering. There is no current support for devices
with Android versions less than the above mentioned because they do not meet the
hardware conditions to run the Google ARCore tool.

2. Visual Distinction:ARapplications can lose visual distinction based on the physical
world in which they operate. We carried out the following tests:

a) In an environment with intense light: we carried out two tests, one outdoor in
broad daylight (Fig. 7a) and the other indoor with harsh lighting (Fig. 7b).

b) In an environment with low or intermediate lighting: we carried out a test at
night (Fig. 8a) and another indoors at night and with little lighting (Fig. 8b).
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From the tests carried out, we can conclude that:

(a) Outdoor, daylight (b) Indoor, with lighting 

Fig. 7. Visual distinction tests in bright light.

• It has been possible to carry out tests in scenarioswith different lighting characteristics,
which is a primary factor when rendering a virtual object in the real environment.

• The anchorage of objects and their three-dimensional characteristics such as height,
width, and depth have been precisely maintained.

(a) Outdoor, at night (b) Indoor, at night, and low 
lighting 

Fig. 8. Visual distinction tests with low or intermediate lighting.

7 Conclusions

In this work, we present a UL App for teaching the basic concepts of programming to
overcome the learning problems of the ideas that include the control structures.

We describe the main modules, such as the compilation module and the 3D manager
module. The compilation module allows translating the recorded geographical locations
of the student’s activities in the ubiquitous environment. The tests carried out on the
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compiler show that it is feasible to have a UL App that accurately converts coordinates
into instructions in a language, which students can then use to program. The compilation
module is useful, novel, and widely applicable since there is no history of this type of
translation from geographic location to program instruction. It can also be displayed
graphically and extend to generate more complex instructions later.

The 3D manager module is a complete and efficient subsystem that will allow the
rendering and manipulation of three-dimensional models. These models can be viewed
on any Android device compatible with the implemented technology, leaving the possi-
bility of working not only with objects but with more complex scenarios totally in 3D
thanks to the development of the said module.

As future work, we will carry out the App integration tests and tests in real contexts
to evaluate students’ learning in programming courses. In this way, both geolocation
and UA and AR result in powerful tools that enable more prosperous and motivating
learning spaces.
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Abstract. The article presents an agile framework to establish entrepreneurial
actions in students of the Computer Science discipline. The proposal was designed
based on the experiences of articulation between the Applied Economics and the
Final Degree Project in the 2019 and 2020 school cycles. As a result, the SCRUM
foundations were adapted in the design of the framework, revealing how the differ-
ent roles and artifacts. Also, the proposal defined the roles for the team responsible
for the project: Responsible Scrum Team, Product Owner, ScrumMaster. In order
to achieve goals the functions of the work team were designed. In particular, the
experiences with students in the 2019 and 2020 classroom cycles were associ-
ated with Sprint 4. Progress is made by quantifying some of the proposed indi-
cators based on the analysis of different sources of information, which show the
importance of contributing to the construction and strengthening of entrepreneurial
actions in the training of university students.

Keywords: University training · Agility in education · Entrepreneurship

1 Introduction

Higher education in its duty towards the context promotes economic development
through the fulfillment of missions that are related to the promotion of entrepreneurship,
innovation and social commitment is responsible for the formation of the entrepreneurial
potential of its students through significant changes and transversal in the interaction of
their study plans.

Nowadays, in higher education, the training of students as potential entrepreneurs is
faced, significant and transversal changes are designed in their study plans.

In accordance with this statement, we agree with [1] that changing attitudes, enhanc-
ing entrepreneurial skills, developing new values and personal training, cognitive and
managerial skills have to be part of the Curriculum design so that students begin to
realize that there are new job options within the university itself.

It is necessary to promote entrepreneurship in higher education, given that the more
intensive the teaching of entrepreneurship, the more likely it is that students will make
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the effort to start a new business and, in this way, contribute to the development of the
economy [2].

From this perspective, it agrees with Bello [3] in the sense of considering that the
new economy is transforming employment and the incidence of information and com-
munication technologies in all human activities, and in this sense, they affect education
and in particular to higher education. This is exposed to two forces: on the one hand, to
the demands of adaptation to the demands of the new economy and the consequent mod-
ification of the requirements and qualifications of university professionals and, on the
other, to the incidence of information technologies and communication about education.

This article presents an extended version with respect to the one presented at CACIC
2020 [4] referred to two articulation interventions between the subjects Final Degree
Project and Applied Economics, carried out in the 2019 and 2020 school cycles with
a view to strengthening the entrepreneurial spirit in technological developments. Dif-
ferent realization contexts conditioned by the COVID-19 pandemic were characterized,
one face-to-face and the other mediated by synchronous and asynchronous ICTs. The
results indicate the need to continue strengthening the proposed perspective aimed at
strengthening the entrepreneurial spirit in undergraduate training.

SCRUM is an agile methodology to manage projects of various kinds applicable to
this purpose. In this article the proposal is extended and explicit, introducing SCRUM
practices implicitly treated previously, such as the roles that are assumed through four
Sprints, where the articulation experiences are included in one of them.

Thus, this new proposal capitalizes -in an agile framework- the 2019 and 2020 expe-
riences to promote the training of entrepreneurs, making the acquired expertise explicit.
Also, it can be replicated in the 2021 school year, anticipating its virtual development
based on an institutional decision made at the end of 2020.

1.1 Education for Entrepreneurship

Entrepreneurship in educational contexts, particularly from higher education implies
a strong commitment of the university with the state, companies and organizations of
various kinds.

The literature review indicates many experiences disseminated with a view to
achieving awareness on these issues and appropriation from the university to society.

As expressed in [4] quoting [5] “In general, entrepreneurial education has contributed
significantly to its environment and to the production of companies” especially in devel-
oping countries. This possibility is also addressed, as a strategy to overcome the problems
of unemployment and exclusion. [2, 3] These approaches have been treated both in a
public and private character [7].

Thus, targeted reviews of the literature were identified as described in [5]. In [9] a
bibliometric investigation referring to the entrepreneurial intention of university students
in the period 1996 to 2015 is summarized from data collected from the Scopus database.
The bibliometric study around entrepreneurship topics related to “skills” or “knowledge”
or “capacities” or “social development” located in the ISI Web of Science in the period
2000 to 2016 are reported in [10]. So, [12] applied systematic literature review in order
to contribute on entrepreneurial intentions, located in Scopus in the period 2000 to 2018.
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The relevance of entrepreneurship education and training for regional development were
described in [11] in terms of systematic literature review/

These, like other experiences, account for the exponential growth and how other
exhibitors are joining this relevant topic in the complex knowledge society. Another
outstanding issue in university education around entrepreneurship is its transversal nature
in the curriculum [5, 13] and mentioned in [4]. Also, is a topic commented in [14–16].

1.2 Agility in Educational Management

Agility is a premise in the knowledge society where efficient and effective solutions are
required to constantly emerging. Thus, project management provides various method-
ologies focused on the definition and validation of results-oriented strategies. In the
literature there are numerous agile methodologies such as SCRUM, XP, Kanban.

In order to provide a literature review on agility the authors “based on the study five
categories of research streams were identified: papers focusing on agile software devel-
opment, papers related to agile project management research, contributions to agility
on the organization level, contributions to the application of hybrid approaches, papers
discussing application of agile methods for innovation” [17].

The educational context is constantly being transformed and one of the relevant
innovations addresses the use of SCRUM in educational management. Among the
antecedents, the descriptions set out in previous paragraphs are mentioned.

In particular, the adaptation of SCRUM in educational contexts in the Bachelor’s
degree in Information Systems are mentioned in [18] to attend the expositions of subject
work, in [19] who detail how they adapted SCRUM in a context of higher education,
especially for themanagement of final graduation projects for a computer science degree.
In [20] that incorporate SCRUM practices in an ADDIE instructional design model in a
2019 course.

1.3 Contextualization of the Experience

In undergraduate degrees, the design and development of a final and integrative pro-
duction is required for the degree. In the case of the Bachelor’s Degree in Information
Systems from Faculty of Exact and Natural Sciences and Surveying, Northeast National
University (FaCENA), this academic space is called Final Degree Project. In background
paragraphs it was stated that themain objective of this research work was to complete the
academic and professional training of the students, enabling the integration and use of
the knowledge acquired during their years of study to solve problems of a professional,
academic and scientific nature, aimed at strengthening your entrepreneurial profile.

Since 2016, different interventions have been carried out with previous subjects
of the study plan to achieve an approach to the definition of the object of study that
the students will address in the Final Degree Project (FDP). In particular, since 2018,
articulations have been generated with the Applied Economics (AE) subject to reconvert
the entrepreneurial project idea through the construction of a business plan dealt with in
this subject, in the completion work. As expressed in [21] it is a product of knowledge
and skills developed in the career and that can be rethought, deepened and updated in
the final project.



Agile Framework for the Training of Entrepreneurs 311

At [4], the Applied Economics subject was characterized, remembering that it is
taught in the first semester of the fourth year of the Information System’s Degree career.
Its general objective is to make the link between the technical knowledge that students
acquire from the specific subjects of the Career, with the strategic objectives of the
organizations, and of these with their environment. By passing the course, students
are able to integrate information technology with the mission and vision of for-profit
organizations.

2 Methodology

The proposed framework is based on agility for the development of entrepreneurial expe-
riences based on the formation of interdisciplinary work teams where, once processes
designed in previous experiences have been defined, a set of good training practices will
be applied regularly to work collaboratively with students of both chairs, in order to
obtain the best possible results.

The roles for the team responsible for the project that are proposed will be grouped
into the following segments:

– Responsible Scrum Team: Designs and executes entrepreneurial training in the aca-
demic field of the Degree in Information Systems. It will have two well-defined
functions, on the one hand, administratively manages the validation of the training
(Resolution of the Academic Council) and, on the other, identifies limiting factors
that could take away interest in the training of entrepreneurs. Moreover, they will be
in charge of activities related to mentoring, coaching and facilitating synchronous and
asynchronous meetings aimed at evaluating the development of the training process.

– Product Owner: This role will be assumed by the training organizers. His purpose is to
identify and define exhaustively the list of main and accessory tasks and actions aimed
at making the work of the training teammore efficient. From an academic perspective,
activities will be carried out that are linked to classroom planning, definition of the
roles of teachers and construction of dynamic practical work so that students achieve
meaningful learning. He is in charge of the work team developing its activities and
responsibilities appropriately from the perspective of the initial objective set. So, to the
development of its functions, they will be in charge of sharing in a Product Backlog,
the progress related to the development of a business plan or idea.

– Scrum Master: The main task assets to this role will be linked to the elimination of
obstacles that may prevent the team from reaching the sprint objective. The Scrum
Mastermakes the defined rules fulfilled both in academic roles and in students.Regard-
ing the role of the teacher, control will be in the hands of the teachers responsible
for the subjects addressed. In the student role, the person in charge must be a leader
agreed upon by their peers, empowering the group to make its maximum effort and
to see the effort in the quality of the business plans presented.
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For the development of the proposal, it was decided to divide the investigative process
into the following phases to be addressed:

– Phase 1: Explicit background information that supported the development of the
framework.

– Phase 2: Definition of objectives in relation to the university training of computer
science students in practices consolidating their entrepreneurial talent.

Phase 3: Design of intervention activities to promote the entrepreneurial spirit, aimed
at achieving significant learning to contribute to professional training in a context of
agility.

3 Results

The results are presented considering the proposed framework and the Sect. 3.2. Par-
ticularly, the experiences with students in the 2019 and 2020 classroom cycles were
associated with Sprint 4 and described in Sect. 3.2.

3.1 Adapting the Framework Proposed

Based on the framework proposed in the previous section, the functions of the work
team were designed, related to:

– Management of the risk of deviations on a regular basis, through synchronous and
asynchronousmeetingswith themembers of theScrumTeamor organizing team.They
will try to prioritize, estimate and consolidate training in entrepreneurship within the
higher education sector.

– Planning Meeting: Organization of meetings for the planning and design of activities
aimed at consolidating entrepreneurial training through the construction of business
plans linked to technology-based companies. Presentations that reveal painstaking
work and market research will be socialized in a Product Backlog.

– Defining the Sprint: Each version of the different business plans is built based on
previous versions and validated based on the requirements of the responsible academic
team. Duration of three weeks of interaction is estimated to obtain a product eligible
for financing.

– Defining meetings. They will take place for the duration of the health emergency,
synchronously and asynchronously using institutional platforms such as Moodle or
Google Meet. Perhaps this strategy can be thought from now on, as definitive.

– Sprint Review: The responsible team (Scrum Team) will present the quantitative
instruments defined “ex ante”, to carry out the validation of the work presented. The
Scrim Team and each responsible student team participate in these activities.

Sprint 1. Background Information that Supported the Proposal Framework
Applied Economics and Final Degree Project are subjects of the study planwith perspec-
tives of developing entrepreneurial trainingwith an emphasis on ICT’s. These correspond
to the fourth- and fifth- year of the degree respectively.
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The articulation interventions aimed at entrepreneurship that contribute to profes-
sional training and with an emphasis on achieving significant learning that are described
were specified in the period 2017 and 2018 in the subjects “Final Degree Project” and
“Applied Economics”. As immediate antecedents, the joint organization was reflected
in the development of the seminars that were carried out simultaneously and were called
“La Acción Emprendedora” [22–24].

In this context, as basic didactic resources, we can cite the organization of semi-
nars aimed at fostering the entrepreneurial spirit in fourth- and fifth-year subjects and
dictated by professionals from the corresponding Agentia’s team [25]. These seminars
are considered the triggering element for the construction of a business plan or to com-
plete the idea-projects form, the basis for presentation in different programs to promote
entrepreneurial initiatives [21].

Sprint 2. Definition of Approach Objectives in Relation to Entrepreneurship
Since it is an intervention from academic areas, the didactic objectives were defined.
Thus, the inclusion of topics related to Entrepreneurship was aimed at providing skills
and abilities related to professional practice and providing the student with a broader
vision of their career and their potential contribution to the community from their own
ability to self-generate business plans.

From this perspective, following what was stated in [4, 21, 26] are mentioned as
objectives linked to the development of knowledge, attitudes and skills linked to this
intervention.

In particular, the objectives that are related to technical and cognitive knowledge that
is intended to be worked on during the proposal and include specific technical aspects
of the subjects in which the activity is applied and reflected in individual plans –as
mentioned in [4, 21], are mentioned below:

The development of specific skills (reading comprehension, evaluation of infor-
mation, use of information and knowledge of experts, roles, decision-making and
argumentation, anticipation of consequences, written and oral expression) among others.

The objectives linked to the development of attitudes try to get students to recognize
actions that allow the application of the specific knowledge dealt with in the career in
the space of a new company or in the process of creating it, and thus achieve effective
entrepreneurial role. Those exposed in [21, 26, 27] are taken up, namely:

Sprint 3. Design of Intervention Activities to Promote the Entrepreneurial Spirit
In this Sprint, activities were planned as indicated in [4], aimed at achieving significant
learning as a contribution to their professional training.

– Materials and equipment needed: they are adjusted to the circumstances. In the 2019
school year, it was carried out in person, considering the classroom and time in which
the classes of the subjects are usually held. In the 2020 school year, synchronous and
asynchronous virtual interventions were redefined in response to the Isolation decreed
at the national level and to which the University adhered.

– Total duration of the activity: They were adapted to conditions in each school year.
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– Schedule of the classes: in the 2019 school year, two interventionswere planned, in the
first and second semester. The results suggested feedback information for adjustment
and development in the 2020 school year, precisely at the end of May 2020.

– Intervening teachers: Teaching speakers responsible for the subjects involved and in
2019 there was a referent on the subject belonging to the AGENTIA team.

– Defining special logistical needs: Development of the planned activities in the usual
time and space in which the classes of the subjects involved take place, it should be
clarified that one day of the week they coincide.

– Other clarifications:

• A resolution of approval of the instance of articulation between subjects of the
Bachelor is processed.

• It is expected to replicate this activity in the next school years, including different
subjects and adjusting according to the feedback information resulting from the
analysis of previous implementations.

Also, implicates the definition and elaboration of a viable Business Plan. Carrying
out the intervention the definition and elaboration of a viable Business Plan to carry
out was addressed. It’s constitutes a preliminary instrument that could potentially guide
the student in defining a final degree project. Applied Economics was addressed with
intervention of the subject Final Degree Project, the target audience being the students
who take the first of these subjects.

Sprint 4. Evaluation of the Intervention
Once the activities were completed, the experiences were capitalized, that is, the gen-
eration of timely information for future interventions and decision making is relevant.
The following metrics were defined since the interventions specified in the Applied Eco-
nomics subject in relation to the Final Degree Project can be followed andmeasured over
time; it is proposed to apply the following monitoring indicators based on the didactic
strategies developed in the 2019 school cycles and 2020. Therefore, following what is
stated in [21], the following will be determined:

– Number of business ideas specified or generated in end-of-degree projects.
– Number of projects related to business ideas presented to the corresponding agency
of the university.

– Number of projects related to business ideas presented in the business incubator of
the University

– Number of students of the Bachelor’s degree in Information Systems who chose to
take the Free Chair for University Entrepreneurs.

– Number of students who, attending these seminars, chose to take the Free Chair for
University Entrepreneurs

– Number of business plans that obtained financing from different sources and are in
execution.

– Number of students attending the workshop: financing alternatives for technology-
based projects, organized by both subjects.
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3.2 Experiences of the 2019 and 2020 Cycle to Define Sprint 4

The experiences developed in the 2019 and 2020 school cycles allowed establishing,
as expressed in [4], approach strategies to strengthen the entrepreneurial profile in
university students. In the 2020 school year, the articulating intervention between the
aforementioned subjects was carried out in both semesters, and in virtual mode.

In the first four-month period of the 2019 cycle, a face-to-face meeting was held
with the intervention of a specialist in the entrepreneurial subject and member of the
AGENTIA’S teamwhodiscussed business plans in real contexts in a seminar. In addition,
the questionof the importance of how the ideas-projects to be elaborated in the framework
of AE was installed can be considered as a preliminary sketch that could alternatively
be reconsidered in the framework of the Final Degree Project, starting point for the
document presented [4].

During the second semester, the studentswho presented their Business Plan in theAE
subject were summoned. They were informed about lines of financing or non-refundable
financial assistance available in the market to implement projects or technology-based
business plans.

It was observed that very few students attend extra-curricular complementary activ-
ities, even though these would result in the construction and implementation of the
FDP. This feedback information implied carrying out the articulation activity during AE
subject, that is, in the first semester of the following year.

So, these results implied a redefinition of the actions. Educational environments were
transformed into virtual mode. As reported in [4], a didactic strategy was planned that
had to be modified due to the health emergency situation according to [28], the “Social,
preventive and compulsory isolation” is established.

This is how the articulation strategy was reformulated and materialized through
an intervention based on the use of synchronous and asynchronous tools. As an
asynchronous tool, the virtual classroom was used where material composed of:

– Project ideas form.
– Guidance material to transform a business plan in the FDP. In the interface of the
virtual classroom of the subject AE where the digital presentations elaborated by
respective subjects are displayed, and triggers of the proposed activities.

– Project of articulation of both subjects.
– Enabling a forum to reflect on certain issues related to the concept of entrepreneurship
that served as a trigger to reflect on the proposal.

Synchronous interventionswere carried out through video-conferences via the Zoom
tool. The potential to rethink the business plan presented as a requirement to regularize or
promoteApplied Economics was highlighted in an initial idea that could be reformulated
or deepened for the development of the Final Degree Project, as presented in [4].

These experiences allowed us to rethink in the construction of this proposal, the
potential of applying an agile work mechanism based on SCRUM. The contents devel-
oped during the articulation seminars were related to certain topics addressed by the
Applied Economics subject and were linked to: characteristics of the entrepreneurs:
Qualities and aptitudes. Entrepreneur and entrepreneurship concept. Identification of
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innovative ideas to satisfy unresolved needs. Identification of business ideas. Constituent
elements of aBusiness Plan.CashFlows. IncomeandCosts.Market Study andMarketing
Mix.

Of the total number of students attending, 11% would be in a position to develop
technology-based business projects. Therefore, these results would indicate a divergence
between the characteristics of the entrepreneurial spirit in the Faculty and the main
economic sectors of the City, so the curricular model proposes a series of spaces and
strategies to facilitate a dialogue between the university and the regional context and
an approach of the students attending to the realities and development needs of the
context. It is estimated that said indicator would improve substantially when applying
the proposed work methodology.

4 Conclusions

The article proposed an agile framework to establish entrepreneurial actions in students
of the Informatics discipline with a view to improving the process of consolidation of
the entrepreneurial profile in students of the Bachelor’s degree in Information Systems.

For this, face-to-face interventions were carried out in the 2019 period and syn-
chronous and asynchronous through video-conferencing via the Zoom tool and google
meet during the 2020 period. This initial plan could be reformulated or deepened for the
development of the FDP based on the work proposal presented at [4].

This experience allowed us to rethink in the construction of this agility proposal
based on SCRUMapplicable to the process of construction of technology-based business
plans oriented towards the structure of a Final Degree Project. The contents developed
during the articulation seminars were related to certain topics addressed by the Applied
Economics and may be applied to define them.

From the experience analyzed, it appears that of the total number of students
attending, 11% would be in a position to develop technology-based business projects.
Therefore, these results would indicate a divergence between the characteristics of the
entrepreneurial spirit in the Faculty and themain economic sectors of the City, so the cur-
ricular model proposes a series of spaces and strategies to facilitate a dialogue between
the university and the regional context and an approach of the students attending to
the realities and development needs of the context where the Scrum methodology can
constitute a process that transversely consolidates the training of entrepreneurial talent
in the computer science discipline, considerably improving the quantified indicators.

The methodology called Scrum was selected as it is a process in which a set of
good practices are applied on a regular basis, -Final Degree Project’s orientation to the
development of technology-based business ideas,with contributions and accompaniment
from heads of both chairs- to work collaboratively as a team, and obtain the best possible
result in your final degree project. Given its specific characteristics, it is expected to be
able to apply it in previous school cycles.

Thisway ofworking involvesmaking progress deliveries of the business plan through
partial and regular reports, prioritizing the relevant economic information based on the
context and the chosen market, mostly local with global projection, so it will require
the adaptability of the methodology to complex environments and it was required to
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obtain results in real time, where local and international contextual variables are highly
sensitive, and where innovation, competitiveness, flexibility and productivity will be
fundamental.

The choice of this process served substantially during the 2020 period, to overcome
the consequences of preventive andmandatory isolation on economic activity as a whole
since it had enough flexibility to resolve situations of contextual volatility extended to
the global market, and students were able to advance in their particular proposals, using
online marketing tools in an almost exclusive way, operating from Information and
Communication Technologies to supply and expand the chosen market segment.
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Abstract. The internal correlation of timing features inside word
boundaries of free text sessions are studied, together with the classifica-
tion performance in both authentication and identification tasks, using
three publicly available datasets. Increasing distance between keystrokes
was not found to be predictive of decreased correlation, even when indi-
vidual users are considered and not the dataset as a whole. Considering
five or more letter words, classification performance ranged 75%–90%+
for authentication and 60%–90%+ for identification tasks, with Random
Forest classifier performing the best, and the simple k -nearest neighbours
(k -NN) the worst. All the conclusions and observations generalised to
the three datasets and its subsets, and particularly to both Spanish and
English languages.

Keywords: Keystroke dynamics · Biometrics · User authentication ·
User verification · Second factor authentication · Information security ·
Man-machine interaction

1 Introduction

Keystroke dynamics is a subfield of behavioural biometrics and human—machine
interaction, which has studied how typing rhythms can be used to discover or
verify the identity of users since its inception in the late 70’s [7]. A plethora of
methods have been explored for feature extraction and later classification, both
for static passwords and free text, as any recent review like [19] can show.

But its techniques are not restricted to authentication. Several behavioural
and physiological states have been shown to modify, subtly but consistently and
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in a detectable way, how users interact with the keyboard and other peripherals
like computer mice [1]. Thus, the dominant hand [14], the latent progression
of neurodegenerative diseases [20], and even the coarse emotional states of the
user at the moment of typing can be identified [6], as well as whether the user
is composing original text or copying it verbatim [15], and even their stance
towards the entered text [2]. The reported accuracy of the latter classification
tasks is much lower than when authenticating users, yet the fact that they can
be performed, however limited, only with timing features and typing rhythms
is already a remarkable feat. Recently, keystroke dynamics has proved useful to
flag troll profiles spreading fake news about COVID-19 in social networks [17].

In this article a novel approach to keystroke dynamics analysis in free text
is presented. Instead of extracting global features from the typing session, or
splitting it in fixed-size letter arrangements—like n-grams—for further analysis,
we propose splitting the timing feature vectors at word boundaries and training a
set of classifiers based on individual words. To begin with, internal correlations
in timing features at word boundaries are analysed. Then, the error rate for
identification and classification tasks, based on the most frequent words for each
length in characters, as found in the source datasets, is explored. With the
objective of encouraging independent verification of our results, the word-split
dataset LSIA used for the experiment was made publicly available at [12].

This paper extends the article Exploración de las correlaciones internas de los
parámetros temporales generados en dinámicas de tecleo, presented at IX Work-
shop Seguridad Informática (WSI) of the XXVI Congreso Argentino de Ciencias
de la Computación (CACIC 2020) [11], organised by Universidad Nacional de la
Matanza. The supplementary contributions here presented include the evalua-
tion of results for authentication and identification over two additional evaluation
datasets, as well as the global characterization of growth with a word length of
the average distance between letters of maximally correlated features.

The rest of the article is organised as follows. Section 2 states the problem that
will be attacked and the chosen approach. Section 3 describes the experimental
setup, datasets used, and data processing. Section 4 discusses the results and
findings. Finally, Sect. 5 summarises the conclusions and suggests future lines of
research.

2 Problem Statement and Approach

Free text keystroke dynamics analysis has classically been conducted using all
the available information in a typing session, indiscriminately. For example, the
A and R metrics of [3,8] weigh all n-grams equally and independently of their
semantic context. However, pondering n-grams with a reasonable estimation of
their uniqueness for the considered user has been proven to increase the classifier
performance [9]. In particular, using semantic boundaries like word or sentence
spans, inasmuch those created by punctuation marks, to split sessions and to
weigh the contained n-grams accordingly seems like a natural strategy to follow.

The internal correlations in timing features inside word boundaries were stud-
ied by calculating the correlation matrices of hold times and flight times for each
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word in each dataset with at least ten observations, and extracting the position
of the maximally correlated feature. Averaging over all the words of the same
length, the growth of the average separation between letters of maximally cor-
related features with word length was determined.

Classification performance for authentication and identification tasks using
individual words was evaluated. An authentication task is understood here as
the verification of a user identity which is already known by other means; thus,
we are corroborating that the user is who they claims to be. Authentication is
a binary classification task where the two classes are legitimate and imposter.
In contrast, an identification task intends to discover the identity of the user
based on his typing behaviour without a priori knowledge. Thus, all enrolled
users have to be considered as potential candidates and the classification task is
no longer binary, but encompasses one class for each enrolled user.

Four different classifiers were compared (k -NN, Random Forest, SVM, and
neural networks) for the tasks at hand. No special efforts were made to optimise
the hyperparameters of the classifiers or for model selection, and as such the
results should be considered as a lower bound that proves the worth of using
words boundaries to split free text sessions for both authentication and identifi-
cation tasks. The choice of classifiers was based on genericity, out of the box avail-
ability, and widespread use. Surely, a careful selection of classifiers together with
hyperparameter optimization can further reduce the error rates but a detailed
inquiry of the improvements that can be achieved with model selection is outside
the scope of the present study.

3 Experimental Setup

3.1 Datasets

To ensure conclusions apply as generally as possible and not only for a hand-
picked set of data, three different datasets were used for the present experi-
ment. All of them have been used in previous studies in keystroke dynamics and
have been acquired in dissimilar environments, for different purposes, by non-
mutually-collaborating sets of authors. Two different languages are represented,
Spanish in LSIA and English in KM and PROSODY.

LSIA. For the present research, we employed a filtered subset of the dataset
LSIA [4], used before to evaluate the error rates of finite context modelling for
authentication [13], to replicate two well-known free text keystroke dynamics
experiments [10], and to optimize the p parameter of Minkowski distance for
verification [5]. It contains a large number of typing sessions, captured with
conventional keyboards. Further details about the source data can be found in
the aforementioned articles.

The most up to date version of our dataset includes free text entered dur-
ing the course of the daily work of many typists, in the Spanish language. The
sequence of virtual keys and timing parameters that comprise the session has
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been registered together with the identity of the user. Both hold times (the
interval between a key down and the key up events for the same key) and flight
times (the interval between successive key down events) were recorded with mil-
liseconds precision, though sometimes they were rounded to the nearest multiple
of eight milliseconds, or possibly other values, due to limitations in the record-
ing tool. As the software used to capture the text runs on a web page, the web
browser (as much as the platform of execution) restricts the precision with which
the key events can be timestamped.

Free text sessions of 158 typists, both male and female, were captured during
a time range spanning several years. To the best of our knowledge, our dataset
is the only one where the effects of long term changes in the keystroke dynamics
can be observed. The users were between 28 and 60 years old, and their typ-
ing proficiency varied from slow single finger typists to well-trained experts. Of
course, their accuracy also varies wildly and surprisingly not in a way correlated
with typing speed. The identity of the writers was verified before each session
started using a passphrase and possibly a second factor authentication method
in addition, thus rendering the chance of equivocal labelling very low. Typing
sessions can be as short as 50 keystrokes but extend above the thousand rather
often, with an average of around 250 keystrokes per session.

In comparison with a dataset captured in a quiet and predictable laboratory
environment, this one was captured in a demanding real-world environment.
Users moved around the organization, and as such, they might not necessarily
be using the same keyboard for every session. They are subject to interruptions
and distractions, and everyday stress. What is more, the text is not being copied
but elaborated by the users. Thus, the noise introduced by a decision process
while composing the text is added to the keystroke dynamics per se.

KM. The dataset KM was used to compare anomaly-detection algorithms for
keystroke dynamics [15], and made publicly available. It contains sessions by
twenty users of both free text composed on the fly and text transcribed verbatim,
inasmuch typing errors and involuntary mistakes allow, from another source. The
purpose of such distinction is to evaluate whether different typing tasks produce
interchangeable profiles for later use to train a classifier. As volunteers find it
easier to transcribe text than to come up with their own, and are more willing
to engage in a transcription task than a composition one, using transcribed text
as training seems to be a rewarding strategy.

The authors of [15] found that hold and flight times are two to three millisec-
onds slower on average during transcription session, enough to be statistically
significant and to allow the determination of the task being performed. However,
adding transcription sessions to the classifier training did not change evaluation
results. In view of this, we merged the different groups in which the users were
split into a single dataset for this study. The same filtering was used for dataset
LSIA.
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PROSODY. The dataset PROSODY, made publicly available by the authors
of [2], was used to find cues of deceptive intent by analyzing variations in typing
patterns. As in dataset KM, we also find free text composed on the fly and text
transcribed verbatim, but the tasks are further subdivided with the objective of
adding an emotional dimension. Three controversial topics were chosen (restau-
rant reviews, gay marriage, and gun control) and a set of 400 users was asked to
write two short essays, against and in favour of the proposed idea, and to copy
two other short essays, once again for and against.

As with dataset KM, the authors found variations in keystroke dynamics
that are statistically significant between dissimilar tasks, and which also show
differences based on the subjective reaction of the typist to the content being
composed or transcribed. Yet, as our purpose in the present study is to evaluate
classification errors and not the task being performed, we merged the different
groups in which the users were split into a single dataset for this study. It is
expected that in their everyday work and leisure tasks, any user will combine
text transcription and creation, with topics they both approves or disapproves
of; thus, a classifier used for authentication should be robust when trained with
such diversity of data. The same filtering was used as for dataset LSIA.

3.2 Data Preprocessing, Cleaning, and Filtering

The three datasets LSIA, KM, and PROSODY, were preprocessed with a custom
tool for keystroke dynamics experiments developed in-house, as each one comes
in a particular non-standardised format which requires to be converted to a
manageable unified format.

To reduce some sources of noise for this exploratory study, short typing ses-
sions were filtered out in order to keep only those exceeding 150 keystrokes.
Any timing parameter, whether hold time or flight time, exceeding 1500 ms was
considered as a natural or artificial pause, and used to split the sessions so the
classifiers would not be overwhelmed with values not representative of natural
typing rhythms. As typical values for flight times usual fall in a range between
100 ms and 500 ms when typing naturally, and larger values generally indicate
short pauses that must be considered as a part of a fluent typing streak, a sec-
ond filtering stage was applied. In it, values exceeding three times the moving
average of the latest values, even if below 1500 ms, were considered as pauses
and used to split the sessions before finding individual words.

The resulting filtered sessions were split at word boundaries, using spaces and
punctuation marks. Only alphabetic sequences were kept, discarding alphanu-
meric or combined sequences of keys like abc123 or #blue5ky. For each length,
the most frequent word was found and each instance of it in every user session
was extracted together with its timing parameters, hold time and flight time.
The result was a set of tabular CSV files with a fixed number of columns contain-
ing, for each observation of the most frequent word of length n in each dataset,
the user and 2n − 1 timing parameters, n for hold times and n − 1 for flight
times. We make these publicly available as part of this article at [12].
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3.3 Data Processing

Training sets for authentication tasks were generated using, for each most fre-
quent word of its length in each dataset, the instances of the user with the most
instances, flagged as legitimate, and a random sample (without replacement) of
the same size containing instances of all the other users, flagged as imposters.
In this way, the binary classification problem remained, by design, balanced. To
avoid dealing with the biases introduced by imbalanced classes in identification
tasks, the number of instances for each most frequent word of its length was cut
down so that every user had the same number of instances: as much as the one
with the lesser amount.

The Python package sklearn [18] was used for the classification tasks, using
a standard scaler and the cross-validation function cross val score with ten
folds to evaluate the accuracy that is shown in the Tables 2 and 3.

4 Results

4.1 Internal Correlations Inside Word Boundaries

The general structure of internal correlations inside word boundaries is better
illustrated with an example. Table 1 shows the correlation coefficients, in decreas-
ing order, for the timing features of the word EVOLUCION (Spanish for “evo-
lution”); flight time features have been labelled FT, together with a subindex
denoting the corresponding key, while hold time features have been labelled
HT. To avoid cluttering the table with spurious correlations, only those pairs
with a correlation coefficient above 0.5 are shown. Even though this threshold
value might seem too low, keystroke dynamics features are noisy and correlations
between features are never as high as in other domains.

Table 1. Timing features with correlation coefficient > 0.5 for the word EVOLUCION

Feature 1 Feature 2 Correlation

HTI HTO2 0,693

HTV HTC 0,681

FTE FTU 0,591

HTE HTC 0,551

HTO2 HTN 0,549

HTO1 HTU 0,526

HTI HTN 0,524

HTE HTV 0,510

FTC FTO2 0,507

Figure 1 shows this same information graphically, to emphasise maximally
correlated features. Empty circles between letters represent flight times while
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the letter themselves represent their own hold time, and edges indicate to which
feature of the lower row is the one the upper row maximally correlated. It is
not surprising that the strongest correlations tend to appear between hold time
features, as these tend to be more stable and more related to the average writing
speed than to flight times or other hold times.

E V O L U C I O N

E V O L U C I O N

Fig. 1. Maximally correlated features inside the word EVOLUCION

In this particular example, whose observations will be seen to generalise, the
influence of each feature is not necessarily local or restricted to adjacent features.
Maximal correlations between features four or even five keystrokes away (as
between E and C, or L and N) can be found. Thus, n-grams of size two or three
will probably be insufficient to represent accurately the biometric signature of
the user. Similarly, when using finite context modelling [9] the length of the
contexts should be at least five to adequately model this specific word.

Fig. 2. Correlation between flight times for E and U in the word EVOLUCION, for
several users



328 N. González et al.

Strong correlations of features between non-adjacent keys are also apparent
when the dataset is disaggregated. Figure 2 shows a scatter plot of flight times
of keys E and U , where the vertical axis represents the flight time of E and
the horizontal axis represents the flight time of U . For each user, the corre-
lation coefficient and the regression line are shown. For example, user 400150
has an r = 0.71. Most users follow the same trend of positive correlation, but
counterexamples exist as user 145264, with r = −0.25, reminds us.

The illustrated behaviour is not specific to the specific word considered above.
When evaluating the dataset as a whole, the average separation between letters
of maximally correlated features grows with word length as Fig. 3 shows for hold
times and flight times. As we are considering this value as a random variable,
the grey bands display a one standard deviation interval to better understand
how it is distributed; missing bands in some of the last points are not a mistake,
but an artifact due to the low number of samples.

4.2 Classification Performance for Authentication Tasks

Even though, as has been shown in the previous subsection, the two features
introduced by each letter are not completely independent, it can be expected
that the longer the word considered, the easier it will be for the classifier to
correctly flag it as belonging to an imposter or to the legitimate user. As shown
in Table 2, this anticipated behaviour is observed rather consistently throughout
all datasets with a general trend for decreasing accuracy with decreasing word
length. Following [16], the accuracy is considered a random variable and it is
reported with a 95% binomial confidence interval because the number of word
instances per user and the number of users who have typed that word varies
significantly among the datasets.

The accuracy of the different classifiers is commensurable, with k -NN regu-
larly scoring slightly lower than the rest and Random Forest more often than
not leading by a small margin. Once again, this observation generalises to all
datasets. It is interesting to note that although the training sets belonging to
datasets other than LSIA contain a comparatively small number of instances,
the classification performance is still comparable with those of the latter. This
is encouraging, as it shows that the amount of free text needed to build a user
profile does not need to be large, and deserves further consideration in later
studies.

Last but not least, the accuracy for most individual words of length five
or more is around 90% and higher, a promising exploratory result that can be
improved with scrupulous model selection. For those scoring lower, all but one
remain above 75%.

4.3 Classification Performance for Identification Tasks

Identification is a harder task than authentication, as the possible classes are
more than just legitimate user and imposter. Thus, we expect the classification
performance to be consistently lower than for the authentication tasks. Table 3
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Fig. 3. Average separation (Avg sep) between letters of maximally correlated (max
corr) features as word length grows for each dataset for hold (HT) and flight times
(FT).
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Table 2. Accuracy and confidence interval (CI) of k -NN, SVM, Random Forest (RFC)
and ANN (Artificial Neural Networks) classifiers for authentication tasks for each word
and dataset considered.

Word k-NN CI SVM CI RFC CI ANN CI

LSIA CARDIORRESPIRATORIA 96.4 94.9–97.6 97.7 96.5–98.6 98.8 97.9–99.4 96.8 95.4–97.9

CARDIORESPIRATORIA 90.1 85.8–93.4 92.2 88.3–95.2 97.4 94.7–98.9 91.4 87.3–94.5

HEMODINAMICAMENTE 95.9 95.0–96.6 97.0 96.3–97.6 97.4 96.7–98.0 96.8 96.1–97.5

PARTICULARIDADES 95.3 92.2–97.4 93.7 90.3–96.2 96.5 93.7–98.2 95.3 92.2–97.4

HIPOVENTILACION 92.8 90.8–94.5 91.7 89.6–93.5 93.7 91.9–95.3 90.6 88.4–92.5

POSTOPERATORIO 99.0 98.6–99.3 99.2 98.9–99.5 99.3 99.0–99.6 99.2 98.8–99.4

SEROHEMATICOS 98.9 98.6–99.2 98.8 98.5–99.1 99.0 98.8–99.3 98.9 98.6–99.2

CONSULTORIOS 98.9 98.4–99.3 99.5 99.1–99.7 99.7 99.4–99.9 99.7 99.4–99.9

LABORATORIO 95.2 94.7–95.7 95.3 94.9–95.8 96.5 96.1–96.9 95.4 94.9–95.9

DEPRESIBLE 92.3 91.5–93.1 90.5 89.5–91.3 93.1 92.3–93.8 91.9 91.1–92.7

EVOLUCION 93.5 92.5–94.3 92.1 91.1–93.1 96.7 96.0–97.3 96.2 95.4–96.9

PACIENTE 87.9 87.3–88.5 86.7 86.0–87.3 89.6 89.0–90.1 88.7 88.1–89.3

CONTROL 91.8 91.2–92.3 90.5 89.9–91.1 93.2 92.7–93.7 92.5 92.0–93.0

BLANDO 90.8 89.8–91.6 88.3 87.3–89.3 93.6 92.8–94.4 93.8 93.0–94.5

BUENA 91.3 90.6–92.0 88.8 88.0–89.5 92.5 91.9–93.1 92.2 91.6–92.9

PARA 88.5 87.9–89.2 87.8 87.1–88.4 89.9 89.3–90.5 89.7 89.0–90.3

CON 89.9 89.5–90.2 88.3 88.0–88.7 90.1 89.8–90.4 90.3 90.0–90.6

KM WEARING 86.7 73.1–94.8 90.0 77.4–96.7 95.0 84.4–99.0 92.5 80.8–98.0

THERE 82.5 68.5–91.9 95.0 84.7–99.0 92.5 81.1–97.9 92.5 81.1–97.9

WITH 92.5 81.1–97.9 97.5 88.7–99.7 97.5 88.7–99.7 97.5 88.7–99.7

THE 96.7 94.5–98.2 96.7 94.5–98.2 98.6 97.0–99.5 98.1 96.3–99.1

GAY RELIGIOUS 80.0 63.6–91.1 80.0 63.6–91.1 83.3 67.5–93.2 83.3 67.5–93.2

CHILDREN 87.5 73.7–95.4 89.2 75.9–96.3 91.7 79.2–97.6 97.5 88.0–99.8

MARIAGE 86.1 76.8–92.6 87.3 78.3–93.5 90.5 82.3–95.7 88.8 80.0–94.5

SHOULD 94.3 86.0–98.3 98.3 92.2–99.8 98.3 92.2–99.8 96.3 89.0–99.2

THEIR 70.0 53.2–83.5 75.8 59.5–87.9 88.3 74.3–96.0 75.0 58.6–87.3

THAT 79.9 71.0–87.0 87.3 79.6–92.9 81.9 73.3–88.6 85.1 76.9–91.2

THE 76.0 69.1–82.0 71.7 64.5–78.1 86.8 81.1–91.3 79.0 72.3–84.6

GUN GOVERNMENT 80.8 65.2–91.4 100.0 92.7–100.0 96.7 86.2–99.6 97.5 87.6–99.8

CRIMINALS 93.3 77.8–98.9 88.3 70.9–96.9 93.3 77.8–98.9 91.7 75.4–98.3

CITIZENS 74.2 59.1–85.8 75.0 60.0–86.5 92.5 81.1–97.9 72.5 57.3–84.5

CONTROL 73.5 60.1–84.3 76.0 62.8–86.2 82.0 69.6–90.8 78.0 65.0–87.8

PEOPLE 87.1 78.5–93.2 84.5 75.3–91.2 91.2 83.5–96.0 87.3 78.7–93.3

RIGHT 77.0 63.3–87.4 76.5 62.7–87.0 85.5 73.1–93.5 79.5 66.1–89.2

THAT 68.0 57.0–77.8 79.6 69.5–87.5 80.0 69.9–87.8 86.6 77.6–92.9

THE 73.0 66.1–79.2 69.0 61.9–75.5 73.5 66.6–79.6 74.2 67.3–80.2

REVIEW RESTAURANT 66.7 46.3–83.1 85.0 66.7–95.2 90.0 73.1–97.6 80.0 60.7–92.3

ALWAYS 92.5 81.5–97.8 92.5 81.5–97.8 97.5 89.1–99.7 95.0 85.1–98.9

PLACE 78.3 61.1–90.2 93.3 80.0–98.6 100.0 91.8–100.0 96.7 85.2–99.7

THEY 73.5 59.8–84.5 60.5 46.2–73.5 80.5 67.6–89.8 82.5 69.9–91.3

THE 85.8 79.7–90.6 69.8 62.3–76.5 84.0 77.6–89.1 84.5 78.2–89.5

shows that this is the case, with all classifiers performing worse for each word
throughout every dataset.

A similar trend of decreasing accuracy with decreasing word length is evident
also here, and for the same motives, but with a more pronounced downwards
slope that is consistent with the added difficulty of identification. The compara-
tive behaviour of classifiers is almost identical, with k -NN mostly underscoring
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Table 3. Accuracy and confidence interval (CI) of k -NN, SVM, Random Forest (RFC)
and ANN (Artificial Neural Networks) classifiers for identification tasks for each dataset
and word considered.

Word Usersk-NNCI SVMCI RFC CI ANNCI

LSIA CARDIORRESPIRATORIA 11 87.484.9–89.6 89.787.4–91.7 91.789.5–93.5 86.984.4–89.2

CARDIORESPIRATORIA 11 82.378.9–85.4 83.880.5–86.8 90.287.4–92.5 80.877.2–84.0

HEMODINAMICAMENTE 107 77.276.4–77.9 79.979.1–80.6 84.784.0–85.3 76.675.8–77.3

PARTICULARIDADES 26 71.868.5–74.9 75.772.6–78.6 83.480.6–85.9 71.167.9–74.3

HIPOVENTILACION 38 78.176.5–79.7 80.578.9–82.0 85.684.2–86.9 79.077.4–80.6

POSTOPERATORIO 24 94.693.7–95.3 96.495.7–97.0 97.296.6–97.8 95.494.7–96.1

SEROHEMATICOS 12 97.897.3–98.1 97.997.5–98.3 98.197.7–98.5 97.697.2–98.0

CONSULTORIOS 72 74.873.8–75.8 77.676.6–78.5 83.582.7–84.3 76.875.9–77.8

LABORATORIO 91 80.580.0–81.1 81.080.5–81.5 85.985.4–86.3 82.682.1–83.1

DEPRESIBLE 125 73.572.9–74.2 73.973.3–74.5 80.780.2–81.2 75.575.0–76.1

EVOLUCION 172 67.266.5–67.8 70.169.4–70.7 76.676.0–77.2 74.573.8–75.1

PACIENTE 244 67.066.6–67.3 66.666.2–67.0 74.273.8–74.5 70.870.4–71.1

CONTROL 199 67.967.5–68.3 67.767.3–68.0 75.375.0–75.7 71.771.3–72.1

BLANDO 153 54.253.7–54.8 51.651.0–52.1 64.463.8–64.9 59.258.6–59.7

BUENA 211 51.550.9–52.0 48.247.7–48.7 58.758.2–59.2 56.055.5–56.5

PARA 180 46.946.4–47.4 45.845.3–46.2 53.853.4–54.3 51.250.8–51.7

KM WEARING 5 83.373.2–90.7 90.782.1–95.9 92.184.0–96.8 83.373.2–90.7

THERE 15 73.367.0–79.0 72.966.6–78.6 76.370.2–81.7 61.755.0–68.1

WITH 15 77.171.1–82.4 78.672.7–83.7 77.671.6–82.8 66.760.1–72.8

THE 20 59.657.6–61.6 58.756.7–60.7 63.461.4–65.4 60.658.6–62.6

GAY RELIGIOUS 2 100.091.8–100.0100.091.8–100.0 96.785.2–99.7 96.785.2–99.7

CHILDREN 10 84.877.6–90.4 89.983.6–94.4 95.090.0–97.9 82.474.9–88.4

MARIAGE 202 49.647.8–51.3 56.554.8–58.3 66.364.7–68.0 52.650.8–54.4

SHOULD 62 62.759.3–66.1 66.362.9–69.5 73.870.6–76.8 62.258.7–65.6

THEIR 12 57.549.4–65.3 57.649.4–65.4 70.062.3–77.1 55.547.3–63.4

THAT 202 29.828.3–31.5 29.528.0–31.2 39.237.5–40.9 34.632.9–36.3

THE 373 15.014.3–15.8 13.713.0–14.4 21.320.5–22.2 18.217.4–19.0

GUN GOVERNMENT 4 92.783.4–97.5 100.095.5–100.0100.095.5–100.0 98.091.4–99.8

CRIMINALS 2 100.089.3–100.0100.089.3–100.0100.089.3–100.0100.089.3–100.0

CITIZENS 2 93.380.3–98.6 93.380.3–98.6 100.092.0–100.0 96.785.5–99.6

CONTROL 70 62.158.9–65.2 66.663.4–69.6 77.374.4–79.9 57.654.3–60.8

PEOPLE 84 53.951.0–56.7 56.854.0–59.7 69.767.0–72.3 56.453.5–59.2

RIGHT 22 57.651.6–63.4 57.951.9–63.7 66.160.3–71.6 49.643.7–55.6

THAT 177 30.929.2–32.7 30.428.7–32.2 40.238.4–42.1 35.733.9–37.5

THE 383 16.315.6–17.0 14.213.6–14.9 24.023.2–24.8 19.318.6–20.1

REVIEW RESTAURANT 3 100.092.5–100.0 96.786.0–99.6 100.092.5–100.0 96.786.0–99.6

ALWAYS 9 72.764.3–80.0 70.361.7–77.8 93.488.0–96.8 73.565.2–80.7

PLACE 14 84.778.7–89.6 87.281.4–91.6 90.885.7–94.5 79.773.1–85.3

THEY 57 33.930.4–37.4 34.431.0–38.0 41.838.2–45.5 33.029.6–36.5

THE 490 11.511.0–12.0 10.39.8–10.8 17.116.4–17.7 13.713.1–14.2

and Random Forest leading, but with the differences between the best and the
worst are more pronounced and neural network performing more erratically.

Once again, the accuracy for most individual words, although lower than for
authentication, ranges from around 60% to 90% for words of length five or more.
This is remarkable given the limited amount of information timing features of
typing rhythms provide, and that the number of classes in not small. Conversely,
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the accuracy for shorter words like THE diminishes sharply. Some of the happiest
results in Table 3 should be taken with a grain of salt, like RESTAURANT for
the REVIEW dataset and CITIZENS for the GUN dataset; the very limited
number of instances and different users contained in the training set does not
reflect the real-world difficulty of the task in an environment with many users.

5 Conclusions

In the present study, the internal correlation of timing features inside word
boundaries of free text sessions has been studied, together with the classification
performance in both authentication and identification tasks, using a filtered sub-
set from the dataset of [10] and two other publicly available and previously used
datasets. It was observed that each feature shows a meaningful correlation with
those of non-adjacent keys, ranging even further than the previously assumed
n-gram length of three or four keys. Inside word boundaries, increasing distance
between keystrokes was not found to be predictive of decreased correlation. This
conclusion still applies when individual users are considered, and not only when
a whole dataset is aggregated.

Classification performance using individual words turned out to be promising
(mostly around 90% for authentication and 60%–90% for identification tasks)
in spite of the reduced amount of timing features available and the generic,
unoptimised classifiers that were used for the evaluation. As expected, longer
words yielded better accuracy and identification was harder than authentication.
Random Forest performed the best, while the simple k -NN performed the worst.
All the conclusions and observations generalised to the three datasets and theirs
parts, and particularly to both Spanish and English languages.
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Abstract. Open data portals make a very important set of information available
to the community. Those interested in a particular topic, retrieve data on the topic
from different portals, but then, processing them together is difficult due to the
different publication criteria used by each portal. To assist in this process, a tool
called IndiMaker was developed, together with a framework that helps linking
these files to users with little technical experience in data analysis. Within the
framework, the tool allows applying different operations on the files, generating
graphics in a dashboard, whichmakes information analysis easier. The framework
was applied to the “environment” topic, in particular, to water and air quality and
energy generation.

Keywords: Open data · Data linking · Software engineering · Open
government · Environment

1 Introduction

A city thrives on the behavior of its citizens. Citizens, through different devices, are able
to register more and more information about the activities they carry out. Making intel-
ligent use of the information registered by government authorities to improve the lives
of citizens is a great contribution to the community itself. But the contributions that can
be achieved from the recorded data may come not only from the government – different
agencies or individuals, who are capable of analyzing the information, processing it and
proposing improvements, are also important factors in this cycle of city improvement.
This difference is what makes a city a smart, sustainable and participatory [1].

To achieve citizen participation in this type of process, organizations make large
volumes of open data available to their community, so that those interested in the subject
can process them and generate contributions in the process of improving the city [2,
3]. But when accessing the data, technical differences appear such as file formats, file
structure, column names, data types, magnitudes, etc., which make it difficult, and in
some cases impossible, to analyze the information.
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The proposed framework is aimed, on the one hand, at linking datasets obtained
from open portals and about a specific subject, and, on the other, at allowing a joint
analysis of these data in a simple way that does not require advanced technical expertise.
This framework is based on five steps: 1) Search, 2) Preliminary analysis, 3) Direct
loading, 4) Standardization, and 5) Linkage. This process is supported by the use of the
IndiMaker tool.

IndiMaker has the potential to process files in various formats, apply different oper-
ations to their contents, and link the files, creating a dashboard of indicators that helps
the user visualize the operations performed on the files. This article incorporates a more
detailed description of the tool presented in [4].

To validate the process, the framework was applied to open data related to the envi-
ronment, in particular, to data sets obtained from different public portals on air quality,
water quality and energy consumption.

The second section presents the concepts of sustainable smart cities and open data.
Then, in the third section, the general concepts about the indicator dashboards and
the IndiMaker tool are discussed. The fourth section introduces the open data linking
framework. In the fifth section, the framework is applied to environment-related data,
and finally, in the sixth section, our conclusions and future work are discussed.

2 Sustainable Smart Cities and Open Data

Cities thrive on the participation of their communities. Citizens constantly generate
information that can later be used in making decisions about the development of that
city and, after a while, will affect the lives of those citizens. Achieving that citizens have
access to data and being allowed to participate in their analysis, thus contributing to the
development of the city is an important contribution in order to turn a city into a smart
city.

2.1 Smart Sustainable Cities

In general, the concept of smart cities is related to the use of technology to carry out city
activities, but, in reality, it is much more than that. According to [1], Smart Sustainable
Cities represent the last stages of progression through digital cities and smart cities,
and are considered as a continuous transforming process, based on the collaboration
and commitment of different actors, building different capacities (human, technical and
institutional) in away that improves quality of life, protects natural resources, andpursues
socio-economicdevelopment. The InternationalTelecommunicationsUnion (ITU)of the
United Nations established one of the pioneering definitions of a smart sustainable city:
“A Smart Sustainable City is an innovative city that uses information and communication
technologies (ICTs) and other means to improve quality of life, efficiency of urban
operation and services, and competitiveness, while ensuring that it meets the needs of
present and future generations with respect to economic, social, environmental as well
as cultural aspects”.
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2.2 Open Data

Society expects increasingly more from its government and government officials. These
demands include transparency and an efficient management of public goods, as well as
collaboration with different sectors of society and participation in the decision-making
process [5]. Based on these requirements, and assisted by new technologies, a new type
of government with greater citizen inclusion came to be, allowing citizens to contribute
to public policies and participate in the decision-making process [6, 7].

The implementation of an open government resulted in data opening, which consists
in making available to society data about common citizen interests so that, in any way,
they can develop new ideas or applications that will deliver new data, knowledge, or
other services that the government is unable to deliver [3, 8, 9].

The data that made available to society are very diverse, and this sharing process
is not only carried out by government agencies – international organizations, NGOs,
and other organizations promote various measures to make gradually more data sources
available to society, not only related to government management, but also to other areas,
such as the rational use of resources and the protection of the environment.

3 Using Open Data to Create Dashboards

The data are used to generate indicators that are in turn used to build dashboards. For
the generation of these dashboards, data sources and datasets must be analyzed, and
tools that allow establishing relations among data must be available, which is used to
build relevant information that becomes an indicator that allows improving the decision-
making process.

3.1 Data Sources

The new paradigms, developed by the different organizations, coordinate actions to
improve quality of life for society through data opening and the improvements proposed
in city infrastructure. Various applications and tools were generated, from multiple sec-
tors, to provide support and automate, or improve, the process of publishing, searching
and, sometimes, processing information for the different sectors of society. Among these
tools, catalogs and open data portals stand out. Organizations use these to publish data
on different aspects of their activities and the environment in which they operate. For
example, some countries, provinces, municipalities or organizations have portals where
they unify data from the different regions or topics in which they specialize. Those that
are most advanced in the area publish their data and describe them using data schemes,
which helps make data more descriptive in terms of content.

A tool that uses this information to allow data to be searchedmore globally is Google
Dataset Search,which is a search engine specialized in finding datasets stored on theweb,
through keywords, as long as they use schema.org dataset tags or equivalent structures
represented in the Data Catalog Vocabulary (DCAT) format [10].
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3.2 Datasets

A dataset is a collection of data that is usually tabulated, that is, it corresponds to the
contents of a single database table or a single data matrix, where each column of the
table represents a specific variable and each row represents a specific member of the
data set.

Datasets are the backbone of data portals and catalogs. They group one or more
data resources and, for their publication, they require prior preparation in order to be
processed and reused by third parties. According to [11], this includes three activities: 1)
Documentation: this activity consists in defining the metadata that each of the datasets
to be published will have. Metadata describe the basics of the dataset, and are used to
organize, classify, relate, and find the necessary data (e.g., title, description, institution,
license, category, publication date, etc.). 2) Structuring: it consists in preparing the
dataset to be published with a structured format, without inaccurate or empty fields,
which allows reusing and processing in any software. 3) Data loading: it consists of
publishing the data on a platform that allows organization and easy access by those who
are going to reuse the data.

3.3 Dashboards

An indicator can be defined as a piece of data, or a set of data, that helps to objectively
measure the evolution of a process or an activity corresponding to any organization.
Indicators can be organized and connected to form a dashboard. These dashboards allow
a more exhaustive monitoring and evaluation of the process or activity. In addition, they
generally allow visualizing their evolution graphically, which helps interpret the results.

3.4 Tool for Dashboard Generation - IndiMaker

IndiMaker is a system that can be accessed from any web browser and allows connecting
datasets to build custom indicators in dashboards.

To start using the tool, a username and password are required. When you open the
login screen, you will be asked for these credentials to begin.

Before building an indicator, it will be necessary to generate a dashboard, which will
contain a set of indicators that will generally have common objectives to measure.

In addition to the set of indicators mentioned above, dashboards also have a name
that identifies them, a description of their purpose, and a set of datasets that must be
loaded by the user when building each dashboard. It should be noted that datasets can
be removed if they are no longer necessary, and new ones can be added. This tool allows
importing datasets in various formats (.xls, .xlsx, .xml, .ods and .csv).

An operation that is very interesting is the combination of datasets. This operation
can be done using columns with common content between the datasets. The result of
this operation will be a new dataset with richer information.

It can also be used to homogenize all this information and store it in the database; then,
the user can perform operations on the data stored and build indicators. The indicators
must be generated appropriately; otherwise, they can generate inaccurate, incorrect or
subjective information, which would hinder data analysis. One of the great virtues of
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this tool is its simplicity when generating indicators, since it is designed to make use of
the information in a way that makes it easy for the user to perform complex operations
between the different data, avoiding a priori the generation of inaccurate indicators.
Therefore, the indicators that are generated will allow developing a quantitative measure
that will have meaning for those who analyze it.

At the same time, the tool can be adapted to different devices, like a desktop computer,
a tablet or a smartphone, and it can also be used in both Spanish and English.

The tool has a role management system, which means that there will be different
users in the system with different permissions and, thus, different operations available
to them.

When accessing the tool, there is a menu on the left of the screen with all the options
available to the user. These options include:

• General dashboard: This will be where, based on the different charts, the results of
the indicators from the different dashboards can be viewed.

• Dashboards: Here, users can manage their dashboards, add new dashboards and
remove or edit existing ones. This view will show a paginated list with all the dash-
boards for the logged-in user. The number of records to display per page can be
configured, results can be sorted by name, and dashboard searches can be sorted by
name, which improves access speed and favors simplicity if there are many results.

To build the indicators, their name, type of indicator, owner, measurement frequency,
description, and reference levels must be indicated, in addition to the operation on which
the corresponding indicator is based. The operations that can be performed on data
include addition, subtraction, division, percentages, data grouping, and various logical
comparisons, including the ability to use regular expressions for more advanced users.
Users can build indicators by combining these operations.

The name field is used to identify the indicator.
The type field allows selecting a type from those already loaded in the system, and

it will be used to classify the indicator.
The owner is the person responsible for defining the different roles associated with

the indicator:

• Who is responsible for generating information
• Who gathers the information
• Who analyzes the information
• Who reports or presents the information obtained with the indicator

The frequency field allows selecting how often the indicator will be recalculated.
Calculation frequency should not be confusedwith information collection frequency.

For example, to analyze the work of a supplier, it may be convenient to calculate the
indicator every six months. However, is the information on the work of that provider
going to be gathered after they have been working for six months? The answer is no. It
will be more convenient to have a supplier control sheet where their weekly management
is tracked.
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The description field, optional but recommended, can be completed with free text
by the user, and it is used to describe the objectives of the indicator.

Within a section called “Indicator formula” there are some fields that will allow
carrying out operations on the data belonging to the sources in the dashboard. This is
the process used to create the calculation for the indicator, known as its “formula”.

An example of formula construction can be seen in Fig. 1. In this example, the
“USA_Air” dataset was used, which contains information about the air in different cities
of the United States for different years. This formula allows knowing the total number
of days in 2020 for each of the cities in which air pollution is considered acceptable.

Fig. 1. Building the formula for an indicator

Finally, both the “Critical Level” and “Satisfactory Level” fields are optional.
These fields allow entering reference values for the user when calculating the indi-

cator. These entered values will be represented when creating the chart for the indicator,
and will allow alerting the user about possible deviations from the objectives established
by the indicator.

It should be noted that, at all times, the user can search for a particular indicator.
To do so, there is a search button located in a top menu bar that, when clicked on, will
display a text field to be completed, where users can enter the name of the indicator (or
part of it) that they want to search for.

The indicators in each dashboard can be represented in various ways, including
different charts, which allows users to easily be alerted to potential deviations from
previously established objectives. Figure 2 shows a sample representation for an indicator
as a line graph.
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Fig. 2. Representation of an indicator as a line graph.

4 Open Data Linking Framework

When analyzing the data from the different catalogs or portals, there are incompatibility
issues between the data formats used by the different providers. Given this situation,
to achieve successful data linking, it is essential to analyze data sources and formats
beforehand. Consequently, progress was made in generating a five-step data linking
framework: 1) Search, 2) Preliminary analysis, 3) Direct loading, 4) Standardization,
and 5) Linkage.

1. Search: Searching for datasets related to the area of interest, through organizations’
data portals or catalogs, or using the Google Dataset Search tool.

2. Preliminary analysis: Analyzing the datasets obtained, verifying that information is
in a format supported by the tool and that all the columns have a header. Also, check-
ing content format (completing rows and columns, transposing rows by columns in
any of the datasets, etc.) for a successful linkage.

3. File loading: Loading the file into IndiMaker. When loading the file, the tool will
perform a series of checks on the content. If validated, the comparison instance will
begin. In the event that inconsistencies are detected, the content will be standardized.

4. Standardization:The standardization process can be donemanually or automatically
(using an external tool), depending on the size of the file. In this instance it is verified:

a. The data in the columns of the datasets are of the same type.
b. The data in the columns have some value.
c. The max amount of data in each row is not exceeded.

5. Linkage: Consolidating the tables based on a common parameter, if necessary, to
obtain more information and to be able to relate the data to analyze them in a simple
and direct fashion.
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5 Environment Open Data Linkage – Case Study

Governmental and non-governmental agencies make available to the community numer-
ous sets of environmental data from their geographic region. When analyzing the infor-
mation as a whole to obtain regional values, there are incompatibility issues between the
data formats used by the different organizations. Data sources and their formats should
be analyzed to make the process of information linkage possible.

Below, the five steps of the framework will be applied:

Search. The environment was selected as a case study. Among the different aspects that
are relevant for this topic, it was decided to limit data to the aspects that affect society
every day, such as water and air quality, which are essential for society and its future.
Also, energy generation was included, which is often related to quality of life.

Data searches were carried out using the following terms: Drinking water quality,
Energy generation, Air quality. In Table 1, below, shows the datasets selected among
those obtained from the different countries.

Table 1. Datasets obtained per country.

Country Water Air Energy

USA ✓ ✓ ✓

Chile ✓ ✓ ✓

Brazil ✓ ✓ ✓

Uruguay ✕ ✓ ✓

Paraguay ✕ ✕ ✓

Bolivia ✕ ✕ ✕

Peru ✕ ✕ ✕

Colombia ✓ ✓ ✕

Argentina ✓ ✕ ✓

Preliminary análisis. From the data obtained, data type, format and structure were
analyzed in each case, so as to be able to link them using the proposed tool to carry out
a more in-depth analysis of the environmental situation in the different regions.

Air and Water Data. In the case of air and water quality, it was possible to identify
a certain standard to analyze existing magnitudes for different characteristics. It was
observed that almost the same tests are carried out on different samples to analyze
different characteristics and determine if they are within healthy margins for human
consumption.

Energy Data. In the case of datasets regarding energy, the difference between the data
published by the different organizations is greater. It was observed that some countries
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simply publish an annual percentage and the type of energy production on which the
different published energy generation plants are based, while others simply publish the
percentages of their energy generation sources without plant-level granularity, and yet
others publish totals corresponding to each energy plant capacity, energy plant types,
and even the companies that own them.

Direct Loading. After collecting the data, a direct loading process was carried out, as
a starting point, to analyze whether the untreated data met tool requirements. It was
found that not all files had the data in an orderly manner and without errors – only 35%
of the datasets passed this minimum control, indicating that the data published by the
organizations required further standardization before they could be processed. If the data
are analyzed by area, it can be seen that, based on this standardization, progression is as
follows: Water: 80% direct loading 20% indirect loading; Energy: 66% direct loading
and 33% indirect loading; Air: 50% direct loading and 50% indirect loading.

Standardization. In all three areas, it was observed that, beyond the standardization of
certain published data, data are in a very “raw” format that makes optimal processing
impossible. In many cases, they have empty spaces, or even have more data in the rows
than is declared. In each case we can see:

Air and Water Data. There are differences in the structure of the datasets, the units used
for the different quantities that are analyzed, and how these are stored in the datasets. For
example, variations in columns to rows or one field split into several ones. This makes
datasets mapping difficult.

Energy Data. In this case, it was observed that the measurement units used in the dif-
ferent datasets vary greatly, which makes a linear comparison of the data impossible.
At the same time, due to the great difference in terms of the data published by each
organization, a selection of certain common fields to all datasets is required, based on
their type, so as to be able to represent them in a typified way. This is difficult due to the
existing dispersion.

Linkage. Once the data are standardized, it is possible to link different datasets that have
data in common, allowing a regional analysis of the information. With these datasets,
the tool allows selecting columns to perform operations and obtain values with which
various charts can be generated for a linear analysis of magnitudes of interest. Then, the
analysis carried out with each of the data sets can be made visualized.

Water Data. Among the information collected on water quality, data from Colombia
and Brazil were selected, as an example. The number of measurements carried out in
both countries were added up, and the vertical bar charts that can be seen in Figs. 3 and
4 were generated. As it can be seen, the information published by Colombia is split by
state and, on the other hand, the information from Brazil is split based on the different
natural effluents in the country. The tool allows, in any case, visualizing this information
regardless of these differences.

In a further analysis, effluents could be mapped to their corresponding Brazilian
states and data could be compared by geographic region.
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Fig. 3. Number of water quality measurements in Colombia

Fig. 4. Number of water quality measurements in Brazil

Air Data. As regards the information collected on air quality, suspended particulate
values from the cities of Bogota in Colombia and Montevideo in Uruguay were selected
to show how the tool can be used. Annual average values were calculated for Bogotá
(this step was not necessary with Montevideo data because this city already records
average values), and the horizontal bar charts shown in Figs. 5 and 6 were generated. In
this case, the information published by Colombia was more detailed based on multiple
measurements per year, so it had to be processed further to obtain a format similar to
that published by Uruguay. The tool allows, in any case, visualizing this information
regardless of these differences, for the same yearly periods.

Energy Data. Among the information collected on energy production, data from
Paraguay and New York City were selected as an example. Beyond their differences in
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Fig. 5. PM10 measurements in Bogota.

Fig. 6. PM10 measurements in Montevideo.

size and population, a comparison was made with these data to observe the differences
in terms of energy production values, in GWh. In this case, the information published by
both sources was very similar, although NYC also specified energy production plants.
With this information, the line charts presented in Figs. 7 and 8 were generated, showing
that NYC produced, in the period analyzed, more energy than all of Paraguay.
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Fig. 7. Energy production per year in Paraguay

Fig. 8. Energy production per year in Paraguay

6 Conclusions and Future Work

Throughout the article, the basic concepts of Smart Sustainable Cities, Open Data, Data
Sources, Datasets and Dashboards were introduced. Emphasis was placed on how these
concepts can be combined to generate a higher level of information for society, which
is achieved by linking already available data using the IndiMaker tool.

The tool was briefly described and a five-stage framework was generated to link the
data made available by various organizations and compare them easily.

As a case study for the application of the framework, open data sources on water
quality, air quality and energy production from 10 countries were downloaded, obtaining
information in 8 of these data portals.

The information obtained was processed using the framework, standardizing the
informationwhere necessary, and then IndiMakerwas used. The tool allowed performing
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operations on the data and easily generating indicators. The differences found in the
information published on the same topic were notable; however, with the application
of the proposed framework, the tool was able to process the information, generating
indicators in a user-friendly way and various charts that facilitated data analysis. It
should be noted that the model can be extended to any area of interest.

In the future, we expect to connect the tool with APIs from various data portals from
several organizations and expand the range of operations offered by the tool, including
the possibility of displaying various indicators on the same chart.
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Abstract. The purpose of this work is improving the functionality and usability
of a low cost commercial surveillance system. The original system provides sim-
ple motion detection and sends alert messages by means of FTP or email. The
modified system adds a software layer to the original system for implementing
desirable image processing features. Particularly, people detection functionality
was implemented by means of Oriented Gradient Histograms. The modified sys-
tem also adds the use of Telegram messaging service for sending alerts. When
the camera detects motion, the modified system improves the alert information
with the results of the intruder detection algorithm. System Usability Scale (SUS)
was used to compare the usability of both systems and the results showed that the
modified system improved the original one in terms of usability.

Keywords: Computer vision ·Motion detection · People detection · Video
surveillance systems · Computer vision

1 Introduction

Monitoring and control in public places, banks, shops, airports has become a growing
need in these times. There is a lot of work done in video surveillance systems in different
environments and with different purposes. There are many tasks in surveillance mon-
itoring such as object detection, person identification, activity and action recognition
etc.

Recent proposals like Dong et al. [1] present methods for automatic object detection
and tracking that can deal with object occlusion, with high real-time performance and
robustness, suitable in long time video surveillance. Traffic surveillance helps detect
incidents automatically. In the field of autonomous driving vehicles, the identification
of vehicles and pedestrians minimize accidents. Many algorithms have been developed
to improve efficient real-time detection of incidents. Sri Jamiya and Rani [2] present a
survey on vehicle detection and tracking algorithms in real time video surveillance.

Face recognition is a challenging task for video surveillance, criminal investigations,
and sports applications. Ennerhar Becheriet [3] presents a fast detection of multiple
faces in complex backgrounds such as variation in illumination, human skin tone and
facial expression, pose, and background. Alcanhal et al. [4] present person identification
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based on a deep learning-based super resolution system that aims to enhance the faces
images captured from surveillance video in order to support suspect identification. Also
there are computer vision based approaches to age, gender and expressions prediction in
surveillancevideo. In thisway Ijjina et al. [5] approach leverages the effectiveness ofwide
residual networks and deep learning models to predict age and gender demographics of
the consumers. The system can also detect customer facial expressions during purchase
in addition to demographics, that can be utilized to devise effective marketing strategies.
Recently many deep neural network based approaches have been proposed to automate
Human Action Recognition in different domains Alturki and Ibrahim [6] perform real
time action recognition in surveillance video using machine learning. Rashmi et al. [7]
proposed a system for recognition and localization of student actions from still images
extracted in a learning environment. Recently Zitouni and Śluzek [8] implemented social
distancing monitoring related to the COVID-19 pandemic.

With technological advances in the area of security and the availability of low-cost
hardware the use of security systems has become common in homes. Based on the devel-
opment of embedded network technology and intelligent mobile phones used widely,
the design for home security is put forward. Among the home systems that can be cited
is the work of Zai-Ying and Liu [9] that use a microprocessor as the hardware core of
embedded system whose function is coding and compressing the real-time image for
transmitting data, and an intelligent mobile phone is used as the monitoring terminal,
whose function is receiving and displaying data. Shete [10] proposes a monitoring sys-
tem which includes a motion detection algorithm that is implemented along with some
alarming features. The system proposed is an IOT based image processing unit with
internet connectivity so that data can be transferred to any remote server. The main idea
behind this system is to detect the presence of any moving object, especially a human,
and then start recording a video from the motion being detected.

It is possible to acquire, at a low cost, fixed security cameras with embedded motion
detection function, but a problem with these devices is that the algorithm used to be
very sensitive to changes in the environment, such as changes in lighting conditions and
shadowsprojections. In our previous relatedpublication [11]wepresent the improvement
of a low-cost camera-based surveillance system that implements motion detection based
on background subtraction. We add a post processing of the image the camera sends
when detecting motion. Particularly, we apply a people detector to determine based on
the results of the algorithm, if it is a true alert in which a person is detected or if it is
a warning when the algorithm does not detect people. In addition, since the original
system uses a web application to activate and deactivate the alarm system, and on the
other hand it uses the sending of alerts through email, it was proposed using Telegram
both to activate and deactivate the alarm system, and to receive the alerts.

In this work we review the proposed system, as well as the usability tests to compare
the proposed system with the original are detailed.

The rest of the article is organized as follows: in Sect. 2 we describe the algorithms
used for motion and people detection. In Sect. 3 we describe the proposed system that
improves a low cost commercial system. Section 4 shows the tests carried out to evaluate
the usability of both original and modified surveillance systems. Finally, Sect. 5 presents
the conclusions and future work.
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2 Intruder Detection

It is possible to acquire fixed security cameras at low cost, but a problem that these
devices can present is that the embedded motion detection algorithm is very sensitive
to changes in the environment, such as changes in lighting conditions and shadows
projections [12]. In general, cameras implement motion detection based on background
subtraction techniques [13–18] and difference between frames [19–21].

2.1 Background Subtraction

In the background subtraction technique, the difference between the current frame and
a frame representing the image background is used to detect moving objects. In this
method, it is necessary to maintain a model that represents the background of the image.
A background model could be obtained, for example, from the average image over a
certain training period. Moving objects are easy to detect using this technique, but the
background model must be updated regularly.

Wide variety of algorithms have been proposed to segment foreground objects from
the background of a video sequence. Sobral et al. in [16] perform a review and evaluation
of several of the algorithms, to detect movement by means of background subtraction,
available in the bibliography. In general, all these algorithms share the same scheme,
which consists of background initialization, foregroundobject detection, andbackground
model maintenance. The authors classify the different algorithms, according to the tech-
nique used to initialize and update the background model, into basic models, statistical
models, blurred models, neural and neuro-blurred methods.

Background subtraction is the most commonly used technique in fixed security cam-
eras. The statistical model based on background subtraction is flexible and fast but the
cameramust be stationary. Figure 1 shows background subtraction used tomotion detec-
tion of a person. This technique is simple to implement but has the disadvantage of being
very sensitive to changes in the environment, making it difficult to isolate the interfer-
ence of the real movement of objects in the image. In Fig. 2 it can see examples of false
positives of the background subtraction based motion detector of the camera.

Fig. 1. Background subtractionOpenCV algorithm applied to a video stream formotion detection
of a person (own source)
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Fig. 2. Examples of false positives informed by the background subtraction basedmotion detector
of the camera: a) during daylight; b) at night, generated by brightness reflected on any of the objects
in the image; c) at night (Source: own)

2.2 People Detection

Molchanov et al. [22] point out that more than 80% of video surveillance systems are
used for monitoring people.

On the other hand, there are different techniques or algorithms in the bibliography
to detect people in images or video streams. Viola et al. in [23] proposes to use cas-
cade classifiers, a method widely used in real-time applications. This method has been
extended to employ different types of characteristics and techniques, but fundamentally
the cascade concept has been used to achieve real-time detection. Hamdoun in [24] pro-
posesKeypoints-based, such asi SIFT andSURF, combinedwith background subtraction
to detect pedestrians. Molchanov et al. [22] remarks that human detection algorithms
based on background and foreground modelling could not even deal with a group of
people or a crowd. Based on modern approaches in deep learning robust and highly
effective pedestrian detection algorithms are a recent milestone of video surveillance
systems. These algorithms produce very discriminative features that can be used for get-
ting robust inference in real visual scenes. They deal with such tasks as distinguishing
different persons in a group, overcome sufficient enclosures of human bodies by the
foreground, and detect various poses of people. In their work they combine detection
and classification tasks into one challenge using convolution neural networks. While
Angelova et al. in [25] combines the efficiency of cascade classifiers with the accuracy
of neural networks.

2.3 Oriented Gradient Histogram

In our work we choose to work with one of the most popular features used for human
detection, the Oriented Gradient Histograms (OGH) developed by Dalal and Triggs, for
people detection [26].

TheHOG technique counts the occurrences of the orientation of the gradients located
in an area of an image. The essential rationale behind HOG descriptors is that the appear-
ance and shape of objectswithin an image can be described by the distribution of intensity
gradients or edge directions. The image is divided into small regions called cells, and for
the pixels within each cell, a histogram of gradient directions is compiled. Descriptors
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are the concatenation of these histograms. To improve precision, local histograms can be
normalized in contrast, by calculating the intensity in a larger area of the image, called
a block; and then use this value to normalize the cells within the block. In general, this
normalization results in obtaining better invariants to changes in brightness and reflec-
tions that may appear in the images. HOG descriptors have some advantages over other
types of descriptors, since they operate on local cells, they are invariant to geometric
(for example: mirror the image) or photometric (example: increase contrast or convert
to grayscale) transformations. Furthermore, as Dalal and Triggs describe, wide spatial
sampling, finer orientation sampling, and localized photometric normalization allow
individual body movements of people to be ignored as long as they maintain a position
closest to being upright. For this reason, this technique is very effective for detecting
people in images. Figure 3 shows a visual representation of the HOG descriptors of an
image and can be noticed that, in the image area where a person is, the orientation of
the gradients is different from the rest of the image.

Fig. 3. Visualization of the descriptors of histograms of oriented gradients in images with people
a) Original image b) Oriented gradients of the original image c) Superposition of the gradients on
the original image d) Detail of the orientation of the gradients in the area where a person is viewed
(Source: own)

HOG descriptors are used in conjunction with a classifier trained to determine if an
image contains people, such as Least Square Vector Machine (LSVM). When working
with object detection in images, it is very likely to run into the problemof gettingmultiple
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frames on the object to be detected. Basically, a procedure is needed to remove these
redundant boxes and get the box that best represents the area of the detected object.
There are different techniques to accomplish this task. Rosebrock A in [27], proposes to
use the non-maximum suppression method that aims to eliminate the multiple detected
boxes and merge them into one. Figure 4 shows the results of people detection on an
arbitrary video stream obtained from YouTube.

Fig. 4. Detection test of people with HOG+ LSVM in OpenCV, on a video stream obtained from
YouTube (Walking tour around Times Square in Midtown Manhattan, New York City https://
www.youtube.com/watch?v=u68EWmtKZw0&t=108s)

3 Proposed Home Video Surveillance System

3.1 Original System

We analyze a TP-LINK model NC220 camera1 which has the following features: low
cost; wireless connectivity and Wi-Fi signal amplifier; night vision; motion and sound
detection that can be enabled and disabled; sending alert notifications by email or FTP;
application for live video streaming for Android, IOS, Windows platforms or through
the TP-LINK cloud platform2. The camera is connected to a Wi-Fi internal network
through which an integrated web application is accessed that allows enabling/disabling
alerts. Motion detection alerts are sent to an email or to an FTP server which can be
accessed directly to inspect the attached images.

In our previous related publication [11]we show the tests carried out with this camera
where the results of the evaluation show 35.60% false positives from the total of alerts
that were sent during the experiment.

3.2 Modified System

With the objective of improving the original commercial system we proposed:

– Processing the images resulting from the motion detection provided by the camera to
detect the presence of intruders, and then to emphasize the alerts;

1 https://www.tp-link.es/products/details/cat-19_NC220.html.
2 https://www.tplinkcloud.com/.

https://www.youtube.com/watch%3Fv%3Du68EWmtKZw0%26t%3D108s
https://www.tp-link.es/products/details/cat-19_NC220.html
https://www.tplinkcloud.com/


356 M. J. Abásolo and C. S. Castañeda

– Use Telegram notification system as the interface to activate and deactivate the alarm
system, and the notification of alerts every time the camera detects motion.

The new proposed architecture can be seen in Fig. 5.

Fig. 5. Proposed architecture system that interacts with the TP-LINK nc220 security camera [11]

The original system sends to an FTP server the corresponding image when a sound
or motion detection event occurs. The sent images are processed with an added image
processing module. The code was structured in such a way that it is possible to add new
detection algorithms. Particularly, our objective was to implement an intruder detector
and we use the HOG-SVM implementation in Opencv by Rosebrock [28].

The alert is then classified according to the results of the processing as a true or a
false positive, depending on whether or not the algorithm detected people respectively.
The image is sent jointly with a text notification indicating if it is a true alert where
the intruder was detected, if it is only a warning since no intruder was detected. In true
positives images the detected people are highlighted.

Telegram is used as the notification application, and the alerts can be read fromalmost
any current mobile device. From the instant messaging program it is also possible to
send a command to enable/disable the reception of notifications.

The system was implemented with DJANGO3 framework. The project consists of
four modules: Django Admin, FTPserver, Image processing, and Notifications (see

3 https://www.djangoproject.com.

https://www.djangoproject.com
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Fig. 6). More details of the implementation were included in [11] and the code can
be downloaded from GitHub4.

Fig. 6. Organization of the django project (own source)

Figure 7 shows four types of images that were found in this test: true positive is an
alert; false negative is a missing alarm that was sent just as a warning; false positive is
a false alarm; and true negative is a true warning.

Fig. 7. a) True positive is a true alarm; b) False negative is a missing alarm; c) False positive is a
false alarm; d) True negative is a warning.

4 https://github.com/seba3c/scamera.

https://github.com/seba3c/scamera
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In [11]wedetailed the test carried out of the intruder detector algorithm.Weclassified
the received images into true or false positives with an accuracy of 76%. There were
6% of false alarms where a false positive is treated as true alert. There were also 18%
of missed alarms where a true positive was treated just as a warning. The 87% of the
alerts corresponds to true alerts and the remaining 13% are false alerts that should be
just warnings. The 65% of the warning notifications corresponds to true warnings, and
the remaining 35% are warnings that should be alerts.

4 Usability Evaluation

4.1 System Usability Scale

Usability is the degree to which software can be used by a set of specific users to
achieve specific objectiveswith effectiveness, efficiency and satisfactionwithin a context
of specific use [29]. There are a wide variety of methods and techniques of varying
complexity to evaluate the usability of a software system, among them it is the System
Usability Scale (SUS) usability test [30]. SUS is a simple and fast usability test consisting
of ten questions, which accept as a response a value within a scale that can range from 1
to 5. Odd questions correspond to positive questions in which a high score means high
satisfaction. For calculating SUS final score the value of odd questions is the score minus
one. On the other hand, even questions correspond to negative questions in which a high
score means high dissatisfaction. The value of even questions is the absolute value of the
score minus five. To calculate the final score the values of each question are added, and
a factor of 2.5 is applied. SUS final score varies between 0 and 100. This score allows
obtaining a global vision of the subjective usability ratings of a system and it is used to
compare two or more systems.

4.2 Evaluation Description

The usability of both the web application of the original commercial system and the
proposed Telegram based application were evaluated. The tests were performed with six
users between 20 and 30 years old, with familiarity in the use of mobile devices and
computers, and instant messaging and email applications both desktop and mobile. In
the evaluation, each user is asked to carry out two tasks with each of the two systems:

T1. Activate and deactivate the alert system.
T2. Visualize an alert notification.

In the original system T1 has to be done by means of the web application that is
embedded in the camera, meanwhile in the proposed system the Telegram application is
used. Table 1 shows the actions that a user must carry out to activate and deactivate the
alarm system (T1), using each of the compared systems. Figure 8 shows the interface of
each system to complete T1.
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Table 1. Actions that a user must carry out to activate and deactivate the alarm system

Original system (web application) Proposed system (telegram bot)

Preconditions Be connected with a computer or mobile device to
the same WIFI where the camera is installed and
be within the range of the WIFI network signal

Have a mobile device with an internet connection
and telegram application installed and registered
to operate with the chatbot@scamerabot

Actions 1 Open a WEB browser Open telegram

2 Type the IP address of the camera Search and select the chatbot @scamerabot
within the contacts

3 Enter username and password to access the web
application embedded in the camera

Click on the command list [/]

4 Click in login Click “/activate” to activate and “/deactivate” to
deactivate alerts

5 Go to the advanced section

6 Go to motion detection section

7 Select between the enabled and disabled options
to activate or deactivate the alerts respectively

8 Click save option

Fig. 8. Activating and deactivating alarms a) original system (Source: P-LINK User Guide -
NC220 Day/Night Cloud Camera, 300 Mbps Wi-Fi) b) Telegram based proposal

In the original system T2 has to be done by means of e-mail application, meanwhile
in the proposed system the Telegram application is used again. Table 2 shows the actions
that a user must carry out to visualize a received alert (T2), using each of the compared
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systems. Figure 9 shows the interface to complete T2 in the original system, both desktop
and mobile version of email. Figure 10 shows the alerts received in the proposed system,
and can be seen that a message is received categorizing the alert in warning or a true
alert, according to the results of the intruder detector algorithm.

Table 2. Actions that a user must carry out to visualize an alert notification

Original system (email) Proposed system (telegram bot)

Preconditions Have a device with an internet
connection with access to the email
box configured to receive alerts from
the camera

Have a mobile device with an
internet connection and telegram
application installed and registered
to operate with the
chatbot@scamerabot

Actions 1 Open email application Open telegram

2 Find the alert email in the inbox Search and select the chatbot
@scamerabot within the contacts

3 Open the email View the last messages received in
the chatbot in which the images
sent by the camera will be seen

4 Open the attachments in the email to
see the images sent by the camera

Fig. 9. Visualizing alert notifications sent by email in the original system: a) desktop; b) mobile

4.3 Results of the Usability Evaluation

After completing the tasks with each system, each user was asked to complete the SUS
usability questionnaire with values on the scale from 1 to 5. Table 3 shows the average
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value assigned for each question in the questionnaire and the average SUS score for each
system. The scores assigned to the proposed system in each question are significantly
better than those of the original system. It should be noted that in the even questions a
lower score is a better result.

Regarding ease of use (question 2), the proposed system has a perfect score, and the
original system was found unnecessary complex (question 3). On the learning time to
learn to use the system by anyone, users assigned a score twice better for the proposed
system than for the original (question 7). Also the users found that the functions in the
proposed system are much better integrated than in the original (questions 5 and 6). In
both systems the users indicated that theywould not need the support of a technical person
to be able to use this (question 4). In relation to confidence when using both systems the
users assigned similar scores, being the score of the proposed system slightly higher. A
SUS final score of 95 was obtained for the proposed system against 57.08 for the original
system. According to these results, the users that test the system think that the proposed
system noticeably improves usability of the original commercial system.

Fig. 10. Interface to visualize alert notifications in the Telegram based proposed a)Warning when
an intruder is not detected and b) True alert when intruder is detected and highlighted
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Table 3. Final average score of SUS usability test

SUS questionnaire Original system scores Proposed system scores

1 I think that i would like to use this system
frequently

3.5 4.83

2 I found the system unnecessarily complex 4.0 1.5

3 I thought the system was easy to use 3.0 5.0

4 I think that i would need the support of a
technical person to be able to use this system

1.33 1.0

5 I found the various functions in this system
were well integrated

3.33 4.83

6 I thought there was too much inconsistency in
this system

3.0 1.33

7 I would imagine that most people would learn
to use this system very quickly

2.16 4.33

8 I found the system very cumbersome to use 3.66 1.0

9 I felt very confident using the system 4.0 4.83

10 I needed to learn a lot of things before i could
get going with this system

1.16 1.0

SUS final score 57.08 95

5 Conclusions and Future Work

In this work, we presented the improvement of a low-cost commercial security camera
system which can be useful for monitoring homes. We attended some problems such
as the mechanism to activate and deactivate alerts, and the reception of many false
alarms by email. We implemented a software level that interacts with the commercial
system, adding an image processing module. We particularly implemented the detection
of intruders using a people recognition algorithm based on OGH. This allows to enhance
the notifications sent separating them into alerts and warnings. Also we add a Telegram
based communication between the user and the system, both to activate and deactivate
alerts, and to receive the notifications every time the system detects motion.

The results showed that the proposed system improved the notifications, and the
usability tests showed that the proposed system improves the usability and interactions
of users with the system.

As potential future work, it is proposed to add other different functionality by other
image processing algorithms. Particularly, methods of detecting people based on neural
networks or onmachine learning are being incorporated.Also it is intended to incorporate
detection of other particular objects, such as vehicles and people identification.
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