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Abstract Videos are rich information sources than individual images, they are
considered asmost influential communicationmedia compared to others. The amount
of video data produced and dispensed are growing exponentially day by day with
the availability of electronic media such as smart phones, handicams etc. and broad-
band services at cheaper rates, as well as easy accessibility of those media in the
market. Video data storage and access founds its applications in different fields such
as digital libraries, video on demand, entertainment etc. and these applications are
popular and needs regular access of videos from the libraries. All the above said
compound reasons demanded the need of development of efficient video manage-
ment and retrieval systems which can efficiently retrieve videos similar to the query
as well as with a less response time. Video retrieval is made possible by searching
of the desired video through a user demanded query. The user inputted query may
be in the form of representative keywords or a single image or group of images.
The video retrieval systems are classified as text based or content based, according
to the query inputted by the user. In a text based video retrieval system query is in
the form of representative keywords and the database videos are tagged with appro-
priate text. An example of concept based search and retrieval system is YouTube.
The principal drawback in concept based system is mapping of high level or rich
semantics to low level features, which is known as semantic gap. Another drawback
in concept based video retrieval systems is intention gap, which denotes gap between
query at querying time and intention of the search. Several researchers found content
based video retrieval (CBVR) system as solution to the drawbacks of a concept based
video retrieval system. The main objective this chapter is to provide comprehensive
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outlook on content based video retrieval (CBVR) system and its recent develop-
ments and a new content based video retrieval system that is going to be developed
by feature fusion. The generalized algorithm of CBVR and its individual stages such
as keyframe extraction and feature extraction also will be described elaborately. This
chapter focuses on a brief overview ofCBVR, keyframe extraction, feature extraction
and feature fusion.

Keywords Content based video retrieval (CBVR) · Keyframe extraction · Feature
extraction · Feature fusion · Semantic gap · Intention gap

1 Introduction

Video is considered as rich powerful and effective way of communication source
among all the other communication resources such as text, audio, image etc. In
this technological era vast availability of high quality video capturing devices at
cheaper rates and internet services even in remote locations made several videos
stored on one’s personal devices. At one point of time manual search of desired
video among the several stored videos becomes a tedious task. Furthermore, cheaper
storage devices and high speed web services made lot of video data stored and shared
on web. Video is quite popular since it embeds textual, visual and audio embedded in
it through which we even convey our emotions along with the information. Different
category videos such as sports, e-lectures, traffic, entertainment, surveillance etc.
owes their own different in built characteristics. For example, traffic videos contain
large movement of vehicles, e-lecture videos contains a stationary background with
little bit foreground object movement. Foreground object movement is very less e-
lecture videos compared to traffic videos. Based on visual information human can
easily understand and interprets about the video. However, for a computer organizing
or arranging such all categories of several videos and retrieving those videos later for
usage is not such an easy task and involves group of several complex tasks such as
spatial/temporal segmentation [1–6], feature extraction [7–10] etc. A video retrieval
system is designed for storing, organizing and retrieving videos.

The goal of video retrieval system is to retrieve videos similar to the user defined
query. Similarity can estimated through feature extraction andmatching. Features can
be low level features or high level semantics [11–13] describing the video content.
Video retrieval algorithms accepts query either in formof text [11] or sample image or
sequence of sample images [14]. Video retrieval algorithms based on text is popular.
An example of text based retrieval system is YouTube. In a text based video retrieval
system, user inputs query describing about features of video. The algorithm searches
through the database and retrieves the videoswhich are taggedwith the user described
bag-of-words [15]. The principal drawback of text based retrieval system is the
presence of a huge semantic gap [16] in mapping the rich user defined semantics
with low level features of the video and thus results a lot of undesired content.
Manually annotating all the videos in the database and designing proper keywords to
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describe the video content is a complex tedious task. Another drawback is intention
gap [17] between the query at querying time and intention of the search.

To overcome drawbacks of text based retrieval systems researchers developed
Content based Video retrieval system (CBVR) [14] which does not need any manual
tagging of keywords with the database videos and retrieval accuracy also improved
more compared to text based video retrieval systems. The goal of CBVR is to retrieve
videos similar to the query on the basis of visual features present in the video. CBVR
systems accept query in formof a sample image or video clip. CBVRextracts features
of user inputted query and those features are matched with the features of database
videos for retrieving videos similar to the query. Figure 1 shows general CBVR
framework. CBVR systems do not require manual tagging and retrieves visually
similar videos and most of the CBVR techniques employ keyframe extraction tech-
niques [18–23] for representing video with less number of frames which reduces
computational complexity and time.

The above mentioned benefits of CBVR motivated researchers to further explore
in this field to improve accuracy even for complex videos.

The rest of the chapter is organized as follows. Section 2 discusses some of
the past works in the domain of content based video retrieval. Section 3 discusses
the proposed content based video retrieval and its individual stages along with the
experimental results. Section 4 discusses few applications of the domain content
based video retrieval. Finally, Sect. 5 concludes the chapter.

Fig. 1 Content based video retrieval system
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2 State-of-the-Art Techniques

Developments in multimedia technology brought vast usage of video data as infor-
mation or communication source. During recent days, smart phones equipped with
high resolution camera are easily available in themarket with affordable prices. Tech-
nological innovations made high speed web services available to people in cheaper
rates and even accessible through smartphones with the same high speed. Several
computer vision applications such as video on demand, e-learning, biomedical and
surveillance applications as well as availability of several videos on internet made
researchers attracted towards videomanagement retrieval. Lokoč et al. [24] presented
good review on a class of interactive video retrieval scenarios and their evaluation
methods to analyse performance of new interactive video retrieval approaches. Dong
et al. [25] presented video retrieval technique in which a text based query is inputted
by user and the algorithm searches for unlabelled videos which are tagged with
text similar to the user defined query. Their algorithm is dependent on dual deep
encoding network.Wu et al. [26] proposed a unsupervised deep video hashing frame-
work used for large scale video retrieval. They integrated video representation with
optimal code learning, with provision of an efficient alternative approach to opti-
mize the objective function. Lokoc et al. [27] presented an interactive video retrieval
systems using multi-modal search and convenient inspection of results and high-
lighted query modification statistics. Zhang et al. [28] developed a large scale video
retrieval system using a sample image query. They employed convolutional neural
networks and Bag of Visual Word for representing video, and a visual weighted
inverted index have been introduced by them to improve efficiency and accuracy of
the retrieval process. Kordopatis-Zilos et al. [29] introduced a Fine-grained Incident
Video Retrieval (FIVR) system aim of which is for a query video, the objective is to
retrieve all associated videos. Their method is a single framework containing several
retrieval tasks as special case. Rosetto et al. [30] presented a review and results anal-
ysis of few retrieval systems. Shen et al. [31] developed a video retrieval system using
Similarity-Preserving Deep Temporal Hashing (SPDTH) and their model captures
spatio-temporal properties of videos for generation of binary codes. Sauter et al. [32]
vitrivr multimedia retrieval stack prepared for participating in 9th Video Browser
Showdown (VBS) 2020. In this they presented extra add on facilities to the existing
system such as support for classical Boolean queries,metadata filters and added a new
object detection module. Zhang et al. [33] proposed a video retrieval system based
on query image. They employed keyframe extraction and feature aggregation for
retrieval. Sandeep et al. [34] introduced a video retrieval algorithm using hash func-
tion generated by tucker decomposition. Thomas et al. [35] proposed a synopsis based
video retrieval algorithm usingmetadata of video such as background, moving object
centroid trajectory. Araujo and Girod [36] developed video retrieval algorithm using
multi features to retrieve videos from large repositories using query image. Shekar
et al. [37] used Local Binary Pattern Variance (LBPV) to retrieve videos. LBPV is a
variant of Local binary pattern (LBP), which is LBP augmented with local contrast
variation in texture content. Mounika and Khare [38] employed super-resolution and
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HistogramofOrientedGradients (HOG) for content based video retrieval. Their algo-
rithm applies super-resolution to database video frames at interval of 60 to eliminate
any degradations in the frame and for the same frames HOG features are extracted
and are used for matching with query HOG features and finally to retrieve videos
similar to the query.

3 Content Based Video Retrieval (CBVR)

Content based video retrieval algorithm employs keyframe extraction techniques
and several feature descriptors for the purpose of retrieval videos similar to the user
inputted query. In this section we will discuss several keyframe extraction tech-
niques and the proposed method of keyframe extraction, several feature descriptors
available, the proposed method of CBVR and its performance analysis.

3.1 Keyframe Extraction

Video is a rich source of information with lot of redundancy present in it. Processing
entire video for any application is complex, tedious job. Instead of processing entire
video we can process few frames which are capable of together combinely repre-
senting the entire video. Group of such frames is known as keyframes. For devel-
oping an efficient keyframe extractionmethod, it is essential to choose distinguishing
features. Statistical features are popular due to their simplicity. Statistical feature
vector define statistical distribution of pixels in a frame. Keyframe extraction tech-
niques can be categorized into four types: sequential, clustering, optimization and
shot based. Sequential algorithms [39] calculate difference between features of two
consecutive frames i.e. current and previous. When the difference is greater than a
preset threshold then the current frame is declared as keyframe. The drawback of
this algorithm is that the keyframes selected may fail to cover the entire information
of video clip efficiently.

In clustering algorithms [40], frames of the video are clustered according to
feature similarity using some clustering procedure and the cluster center is chosen as
keyframe. Optimization based algorithms [41] select the keyframes by optimizing a
desired objective function. Computational complexity and time complexity are high
in optimization based algorithms. Shot detection based algorithms [18–20] group
similar frames of the video into shots and then extracts keyframes from each shot.

In the present article, we propose a new method of keyframe extraction based on
shot boundary detection approach which employ gradient as a statistical feature to
calculate dissimilarity and threshold of shot boundary establishment is also designed
using statistical parameters mean and standard deviation. The proposed method
involves two stages:
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Fig. 2 The proposed method of Keyframe extraction using Gradient

i. In the first stage, shot boundaries are established by calculating gradient.
ii. In the second stage, the last frame of shots identified in the stage (i) are selected

as keyframes.

The proposed methodology is attractive due to properties of its high efficiency,
less computation and no supervision. The proposed methodology is based on the fact
that the difference between the features of consecutive frames varies at the boundary
of a shot. Block diagram of the proposed keyframe extraction method is shown in
Fig. 2.

Unlike color-based feature, the gradient feature is less susceptible to local illumi-
nation changes and camera operations such as- zoom in, zoom out etc. The proposed
shot detection method is described below—

Gradient magnitude and direction for each and every frame of the video are
extracted. Then, for a video V comprising of N frames let GMi, GDi, GMi+1, GDi+1

are the gradient magnitude and direction of two consecutive frames Fi and Fi+1

respectively. Then, the difference in magnitude and direction of ith and i + 1th frame
is given by the following expressions

DM (i, i + 1) =
√
√
√
√

m
∑

j=1

n
∑

k=1

|GMi(j, k) − GMi+1(j, k)|
2

(1)

DD(i, i + 1) =
√
√
√
√

m
∑

j=1

n
∑

k=1

|GDi(j, k) − GDi+1(j, k)|
2

(2)

where, DM (i, i + 1) and DD(i, i + 1) are dissimilarity between two consecutive
frames Fi and Fi+1 along gradient magnitude and direction respectively.

The dissimilarity in both the magnitude and direction of gradient, as above, is
calculated for the entire video sequence. The threshold for establishment of shot
transition boundaries is calculated as follows

TM = μM + (α ∗ σM ) (3)

TD = μD + (α ∗ σD) (4)
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where TM and TD are thresholds for dissimilarity matrices DM and DD respectively.
μM ,μD, σM and σD aremean and standard deviations ofDM andDD respectively.
α is a constant in the range [0, 1].
Now, the shot transition boundaries are established by comparing the dissimilar-

ities with threshold values obtained using Eqs. (3) and (4). The last frame of each
shot is taken as keyframe of that particular shot.

The advantages of the proposed keyframe extraction are due to the incorporation
of statistical features, which have proven to be effective feature vectors, it offers ease
of computation and approximately robust to noise.

3.2 Feature Vectors for CBVR

Feature descriptors describe visual properties of the video. several broad classifica-
tions of features exists such as based on the information employed global and local,
Low level andHigh level. Low level features based on the applications used for, based
on the mathematics employed for computation, statistical, Local invariant, textural
and transform domain etc. Features such as shape, colour, texture etc. are low level
features. High level features are used to define semantic content of the image and they
depends on human visual perception. A global feature vectors constructed by taking
information present in the entire image into account and global features are used
for high-level applications. Features such as invariant moments, shape matrices etc.
are examples of Global descriptors. Local feature descriptors are constructed from
inform information present in localized portions of the image and local features are
used for low-level applications. Features such as SIFT [42], SURF [43], LBP [44],
BRISK [20] etc. are examples of local features. Local features offers several benefits
such as—

(i) Invariance to scale, rotation, translation, illumination and occlusion.
(ii) They are distinct in nature.
(iii) Even though they captures rich information they are highly compact and

efficient.

No matter, whether it is local or global if features are extracted from statistical
distribution of pixels present in the frame then they can be said as statistical features.
The principal advantages of statistical features are their ease of computation and
approximately robust to noise. Several statistical features are available in the liter-
ature and some of them are- gradient [45], Color Moments [18], Pearson Correla-
tion Coefficient [18], Histogram of Oriented Gradients (HOG) [38], Laplacian of
Gaussian (LOG) [46] etc. Local invariant features are the features that are invariant
to image rotation, scale and robust across a substantial range of affine distortion
and change in illumination. Many local invariant Features such as Scale Invariant
Feature Transform (SIFT) [42], Speeded Up Robust Feature (SURF) [43], Features
from accelerated segment test (FAST) [47], Binary Robust Independent Elementary
Features (BRIEF) [48] and Binary Robust Invariant Scalable Keypoint (BRISK) [20]
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etc. are developed in the past. Texture feature descriptor describes spatial arrangement
of pixel intensities or colors. The texture features does not depend on the object’s size,
shape, orientation, and brightness. Textures may employ local information or global
information. Examples of texture features that employ local information are Local
Binary Pattern [44], Uniform Local Binary Pattern [19], Weber Local Binary Pattern
(WLBP) [49], LBPVariance [37] etc. Examples of texture features that employ global
information are Log Gabor filters [50], GLOGTH [51] etc.

The efficiency of CBVR system depends on efficient feature vectors selection and
extraction. Wide number of feature descriptors are available in an image. Mostly low
level features are extracted. In following we will discuss few feature vectors used in
the proposed method of content based video retrieval (CBVR).

3.2.1 Laplacian of Gaussian (LOG)

To find rapid change areas in a frame Laplacian filters have been used. Noise sensi-
tivity is more in any derivative filter. Since, Laplacian is a derivative filter, to reduce
noise sensitivity, a Gaussian smoothing will be applied to the frame and then on
smoothed version of frameLaplacian filteringwill be applied. The process combinely
is known as Laplacian of Gaussian (LOG). The LOG filter is used to highlight edges
in a frame. The LOG filter detects or highlights edges in a frame through compu-
tation of second order spatial derivative. LOG yields a zero response for an image
with constant intensity. The filter response will be—

(i) Zero at spatial locations far away from the edge.
(ii) Positive at darker portions located side to the edge.
(iii) Negative at brighter portions located side to the edge.

3.2.2 Histogram of Oriented Gradients (HOG)

Dalal et al. [15] introducedHistogramofOrientedGradients (HOG).HOGdescriptor
gives us the number of times a particular gradient orientation appears in a localized
portion of an image. The theme behind HOG is appearance and shape of a local
object can be better described by the distribution of intensity gradients. The attractive
feature of HOG is that it is invariant to geometric and photometric transformation.
HOG efficiently captures the shape of object and foreground, structure of edge.

3.3 The Proposed Method

The block diagram of the proposed content based video retrieval algorithm is shown
in Fig. 3.

In offline processing, the videos stored in database are accessed one by one.
Each video of database undergo shot detection and keyframe extraction. Now the
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Fig. 3 The Proposed content based video retrieval system

features Laplacian of Gaussian (LOG) and Histogram of Oriented Gradients (HOG)
of keyframes are extracted. The LOG andHOG features of database video keyframes
together are used to represent the database videos. In online processing, user inputs
query which is a sample image along with the text describing the category of the
video. Then, LOG and HOG features of query image are extracted, used to represent
the query image and these features are searched to find a matched features in the
database. The database videos whose LOG and HOG features of keyframes matched
with query frame’s LOG and HOG features are retrieved separately to get final
retrieval result.

The LOG and HOG features of the query frame are matched with the features
of database keyframes by performing matching. For the purpose of matching we
employed euclidean distance in the proposed retrieval algorithm. Let Kd= [K1,
K2…KN ] denote the keyframes of a database video Vd . Then euclidean distance
is calculated between the features of query frame Qi and features of each Ki, iε [1,
N] of database video Vd to perform matching and its mathematical equation is given
as—

ED =
√
√
√
√

M
∑

i=1

N
∑

j=1

(Fq(i, j) − FK (i, j))2 (5)

where,

ED Euclidean distance
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Fq(i, j) LOG/HOG feature of query frame q at spatial location (i, j)
FK (i, j) LOG/HOG result of keyframe K at spatial location (i, j).

Euclidean distance between both the LOG and HOG features of query frame and
database video keyframes are calculated separately. Then corresponding database
videos for which the euclidean distance of either LOG/HOG is less considered as
matched one.

3.4 Performance Analysis

The proposed method have been experimented on the entire dataset developed by
Mounika and Khare [38] which is publicly available at https://sites.google.com/site/
mounikabrv3/research-profile. Quality of any proposed algorithm will be judged by
analyzing performance of the method. Performance analysis can be done either qual-
itatively or quantitatively. Qualitative performance analysis is a subjective way of
measuring quality and it depends on user and varies from user to user. Quantita-
tive performance analysis is an objective way of measuring quality and it does not
depend on user and so leads to impartial judgment. Performance of the proposed
retrieval algorithm is evaluated both qualitatively and quantitatively and their results
are compared with other state-of-art methods [34–38].

3.4.1 Qualitative Performance Analysis

In this section for an example query frame of dataset, top ten retrieved results
extracted by the proposed method when only HOG feature used and only LOG
feature used and when both the features used have been presented in Figs. 4, 5, 6 and

Fig. 4 An example query
frame of serials category
video of dataset

https://sites.google.com/site/mounikabrv3/research-profile
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Fig. 5 Representative frames of top ten retrieved video results obtained by the proposed method
when only HOG employed for query in Fig. 4

Fig. 6 Representative frames of top ten retrieved video results obtained by the proposed method
when only LOG employed for query in Fig. 4

7 respectively. For the same query, top ten retrieved results extracted by the other
methods the other methods [34–38] have been presented. The proposed retrieval
method has been compared with five different state-of-art methods namely-Sandeep

Fig. 7 Representative frames of top ten retrieved video results obtained by the proposed method
using LOG and HOG feature fusion for query in Fig. 4
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et al. [34], Thomas et al. [35], Araujo and Girod [36], Shekar et al. [37] andMounika
and Khare [38]. The above methods are well known, recent feature based methods of
this field and all the methods employed different features, which made us to choose
these methods for comparative analysis of the proposed method. The top ten retrieval
results obtained by the methods- Sandeep et al. [34], Thomas et al. [35], Araujo and
Girod [36] and Shekar et al. [37] and Mounika and Khare [38] have been presented
in Figs. 9, 10, 11, 12 and 13 respectively.

From Figs. 5, 6 and 7, we can observe that when only HOG feature is used only 4
videos similar to query are retrieved, when only LOG feature is used only 6 videos
similar to the query are retrieved and when both the features used then 8 videos
similar to the query are retrieved as result. The performance is improved with fusing
two features namely HOG and LOG. From Figs. 8, 9, 10, 11 and 12 we can clearly
observe that the method by Sandeep et al. [34] retrieved 4 videos, the method by
Thomas et al. [35] retrieved 3 videos, the method by Araujo and Girod [36] retrieved
5 videos, the method by Shekar et al. [37] retrieved 5 videos, the method byMounika
and Khare [38] which is base of the proposed retrieval method retrieved 5 videos
relevant to query either in sense of object or in sense of background or even both
with slight changes of illumination.

Fig. 8 Representative frames of top ten Retrieved video results obtained by Sandeep et al. [34]
method for query in Fig. 4

Fig. 9 Representative frames of top ten Retrieved video results obtained by Thomas et al. [35]
method for query in Fig. 4



Content Based Video Retrieval—Methods, Techniques … 93

Fig. 10 Representative frames of top ten Retrieved video results obtained by Araujo and Girod
[36] method for query in Fig. 4

Fig. 11 Representative frames of top ten Retrieved video results obtained by Shekar et al. [37]
method for query in Fig. 4

Fig. 12 Representative frames of top ten Retrieved video results obtained by Mounika and Khare
[38] method for query in Fig. 4

On an overall the proposed method given good qualitative results. The benefit
comes from two reasons one is fusing multiple features. In any case, if one feature
fails another feature may success and the other is addition of one more field in query
describing the category of the video searched for. The representative frame of the
retrieved video clip in all Figs. 5, 6, 7, 8, 9, 10, 11 and 12.
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3.4.2 Quantitative Performance Analysis

To analyse performance of the proposedmethodwe chosen five different quantitative
performancemeasures. All the chosen five performancemeasures are designed based
on reference of ground truth. For our work, we have built ground truth manually. The
proposed method performance is evaluated with five parameters they are- Precision,
Recall, Jaccard index, Accuracy and Specificity. They are mathematically given as—

P = TP

TP + FP
(6)

R = TP

TP + FN
(7)

J = TP

TP + FP + FN
(8)

Specificity = TN

TN + FP
(9)

Accuracy = TP + TN

TP + FP + TN + FN
(10)

where,

True Positive (TP) Number of videos that are identified as relevant to query by
both the ground truth and the algorithm.

True Negative (TN) Number of videos that are identified as irrelevant to query by
both the method and ground truth.

False Positive (FP) Number of videos that are incorrectly retrieved as relevant by
the method but not present in the ground truth.

False Negative (FN) Number of videos that are relevant to query as per the ground
truth but not present in the retrieved result of algorithm

From results furnished in Table 1 and Fig. 13 we can clearly observe that the
proposed CBVRmethod with incorporation of feature fusion with HOG and LOG is

Table 1 Performance
comparison of the proposed
CBVR method with single
feature and with feature
fusion with other state-o-art
CBVR methods [34–38]

Performance
parameter

Only HOG Only LOG The proposed
CBVR method

Precision 32.01 25.4 59.91

Recall 32.03 25.20 59.65

Accuracy 25.65 20.67 58.56

Jaccard index 23.35 23 82.79

Specificity 22.12 15.8 37.97



Content Based Video Retrieval—Methods, Techniques … 95

Fig. 13 Average Value of Performance Measures Versus the feature set for the proposed CBVR
method

performing far better compared to incorporation of a single feature either only HOG
or LOG in terms of Precision, Recall, Accuracy, Jaccard Index and Specificity.

From results furnished in Table 2, Fig. 14,we can clearly observe that the proposed
CBVR method given better performance than the other methods [34–38] in terms of
Precision, Recall, Accuracy, Jaccard Index and Specificity.

Table 2 Performance comparison of the proposed CBVR method with other state-of-art CBVR
Methods [34–38]

Method Precision (%) Recall (%) Accuracy (%) Jaccard index
(%)

Specificity (%)

Sandeep et al.
[34] method

16.73 23.33 15.17 11.00 12.50

Thomas et al.
[35] method

4.42 4.42 7.62 2.42 11.04

Araujo and
Girod [36]
method

20.83 20.83 22.22 14.61 36.10

Shekar et al.
[37] method

32.65 37.07 26.91 23.68 25.44

Mounika and
Khare [38]
method

37.20 37.20 29.88 25.74 25.21

The proposed
CBVR
method

59.91 59.65 58.56 82.79 37.97
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Fig. 14 Average Value of Performance Measures Versus the state-of-art methods [34–38] and the
proposed CBVR method

4 Applications

Content based video retrieval founds its applications widely in several computer
vision tasks such as innovative smart city applications such as surveillance, traffic
monitoring, crowdmonitoring, activity recognition etc. educational applications such
as e-learning, biomedical applications such asmonitoring different health conditions
MRI Scan, surgeries to improve health care services and entertainment application
such as Video-on demand etc.

5 Conclusion

This chapter discussed concept of feature fusion for content based video retrieval.
Feature fusion is beneficial since, if one feature fails in capturing query content and
matching it with database, another feature may success. The effectiveness of feature
fusion was explained with the help of the proposed Content based video retrieval
(CBVR) method. The proposed method two different features namely HOG and
LOG.The proposedmethod’s performance improvedmore compared to the proposed
method’s performance with a single feature. The application of feature fusion is not
only limited to CBVR domain only. Recent advancements lead to the application of
fusion concepts in several different computer vision fields. Since, different categories
of videos own different properties. A single feature cannot hold the characteristics of
those different videos. Hence, feature fusion finds well applicable for different video
processing fields especially to CBVR and the CBVR domain founds its application



Content Based Video Retrieval—Methods, Techniques … 97

in wide range of computer vision fields. Hence, the CBVR combined with feature
fusion proven to be an effective research in the domain of video processing.
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