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Preface

It is a matter of great pleasure for us, as the editors, to share some of our experience in
the form of a preface in relation to the proceedings of the Third International Con-
ference on “Computational Intelligence in Communications and Business Analytics
(CICBA 2021)”, held during January 7–9, 2021. What indeed is an instance of pride, is
that the papers appearing in this proceedings meet all the stringent technical filter
mechanisms befitting an edited volume published in Springer’s prestigious Commu-
nications in Computer and Information Science (CCIS) series. Needless to say, com-
pliance with all the requirements as laid down in the publication policy is a highly
challenging task, which the authors of these papers fulfilled. No doubt it is an
admirable achievement on their part. As the editors of this volume, we wish to avail
ourselves of this opportunity to express our heartfelt congratulations to them all.

When the conference was planned about one and half years back, we primarily took
it as a challenge because the CCIS approval was not easy to garner. From the begin-
ning, the approval was conditional, and there was every possibility that the publication
might never come to fruition. Only after thorough scrutiny, until the last phase of
camera-ready submission of all accepted papers, was Springer, as our publishing
partner, in a position to unconditionally approve this CCIS series publication.
Throughout this time we were apprehensive as to whether we, as editors, would be able
to see our initiative through successfully. What further complicated the situation was
the COVID-19 pandemic, which impacted researchers and practitioners across the
globe and, perhaps, made it more challenging to produce contributions of good tech-
nical merit. We sincerely appreciate that our Call for Papers was able to attract no less
than 84 submissions, out of which 20 stood up to our rigorous review process for
inclusion in the proceedings. We feel particularly moved by the submissions from the
prospective authors because unfortunately we could not guarantee publication, and yet
they still made the effort to share their work.

Coming to the composition of the papers appearing in the proceedings, we cate-
gorized them broadly into four domains: (i) Computational Intelligence (six contri-
butions), (ii) Intelligent Data Mining and Data Warehousing (six contributions),
(iii) Computational Forensic (Privacy and Security) (four contributions) and (iv) Data
Science and Advanced Data Analytics (four contributions). It is goes without saying
that all of these papers are highly commendable in a technical sense.

We were particularly impressed by the way that Springer, as our publishing partner,
took a principled stand to ensure the high quality of this proceedings, knowing full well
that a delayed CCIS approval would, in all likelihood, hinder the interest of prospective
authors. We feel gratified that they put quality over and above commercial



considerations. We are proud to have them as our publishing partner. We also hope that
in the months and years to come, our collaboration will be further enhanced.

Happy reading!!!

April 2021 Paramartha Dutta
Jyotsna K. Mandal

Somnath Mukhopadhyay

vi Preface
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Abstract. Storing data in the Blockchain is indeed one of the good security mea-
sures for data. However, blockchain itself could be under different types of security
threats. The mining of the block into the longest chain is a constrained task. Typ-
ically, the nodes having high investments are selected as potential miners in the
blockchain. A miner or a pool of miners is assigned for this mining job. The
challenge lies in working with the honest miners against the continuous negative
influence of dishonest miners. There have been considerable efforts in the existing
literature that tries to overcome such security threats. Game theory is used and
incorporated towards this by many researchers. This manuscript aims to analyze
different security threats of blockchain mining and the possible approaches that
have claimed to overcome these. We also analyzed and correlated some of the
selected well-cited solution approaches that uses game theory and presented a
comparative performance analysis among those.

Keywords: Block-chain · Smart contract · Data security · Security threat · Game
theory

1 Introduction

Security and transparency of data are among the primary aspects behind introducing
the blockchain (BC) technology. Using the blockchain technology the distributed, pair
to pair ledger is made available to all the authorized users within the network in a
secured manner. Blockchain technology is used by blending multiple technologies like
pair to pair network, distributed and decentralized network technology, cryptography,
etc. [3]. A blockchainmay be public or private. The transactions are generated as a block.
Subsequently, the blocks are verified before these are appended to the longest chain in the
network. Each block contains a block header. The block header contains a hash function.
This hash value is the main building key-window of blockchain technology. The hash
value of the block itself is one of the main security issues as well as a solution to the
network. Transactions done by the users are stored within the blockchain. The writing

© Springer Nature Switzerland AG 2021
P. Dutta et al. (Eds.): CICBA 2021, CCIS 1406, pp. 3–19, 2021.
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responsibility of the block is normally assigned to the selected nodes of the network
called miners or set of miner pools. The miners are selected depending upon the various
protocols and consensus algorithms. Theminers are also interested towrite the block into
the blockchain for their incentives. The transaction fees paid by the transaction blocks
are the main incentives of the miner blocks [12]. The security issues of the blockchain
are quite much dependent on the performance of the miners. The question arises that at
what extent the miners are trustable. Different protocols and consensus algorithms, used
in blockchain, are indeed quite matured to identify any dishonest miner, at the instant of
any mining process. However, the major threat to blockchain security could be due to
the selection of a dishonest miner pool for the process of mining.

The intensive and the deep study give us a specific idea about the security attack
experienced by the blockchain at the time of mining of the block. In this particular
paper, we analyzed a different kind of security threats faced by the blockchain and
also different approaches to overcome this threat using game theory. We also tried to
correlate the result of paper [4] and paper [6] and also analyzed the possible outcomes.
The comparative analysis of both the paper is presented at the end.

2 Existing Security Issues in the Blockchain

The prime objectives of blockchain technology are the security, transparency, and trust-
worthiness of transactions and data. Based on the detailed and intensive study on the
blockchain, we infer that blockchain is still suffering from various security issues that
are presented below.

2.1 Security Issues

2.1.1 51% Vulnerability Issue

The mining power is assigned to the selected nodes in the blockchain network, based on
a consensus mechanism called Proof of Work (PoW). If the strength of a mining pool
increases more than 50% of the entire selections, then the said pool becomes the miner
controlling pool of the chain. If the dishonest miners achieved a majority of 51%, then
the hashing control would be a serious security threat for the chain [6, 9].

2.1.2 Double Spending Issue

The mining process (PoW based) is time-consuming. In case of bitcoin, the average
mining time of a transaction block is 10 min or more. The dishonest users of the network
generally used the same currency (or cryptocurrency) for multiple transactions. This
double-spending attack has a fairly high probability of chances due to the short time
interval between the two transactions and a long time interval between the receiving of
mining acknowledgment of the transactions [11].

2.1.3 Mining Pool Attack Issue

This kind of attack increases the time interval of assigning mining control to the selected
miners. The internal pool is attacked by dishonest miners to collect more rewards. The
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miner then functions maliciously. In case of an external mining pool, the dishonest miner
applies higher hashing power to organize a double attack [7, 8].

2.1.4 Distributed Denial of Service Attacks (DDoS) Issues

In the blockchain, the target of theDDoS attack is to retardate the efficiency and activities
of theminer pool so that their operation can be disturbed or made to function at a reduced
level [4, 5].

2.1.5 Client-Side Security Threats

Theblockchain networksmaintain public andprivate keyvalues tomanageuser accounts.
The loss of private keys is also a threat to client-side security [7].

2.1.6 Forking Issue

The software that supports the blockchain framework usually requires system up-
gradation from time to time. The upgradations may be in terms of hardware, change
in the policy of software, or may change in rules of the blockchain. The existing nodes
in the network adopting the new upgraded policy and rules form a new blockchain.
The nodes that did not upgrade themselves remain in the old chain. There is a lack of
compatibility, mutual agreement, and stability between the old and new versions of the
chains. That is also a threat to the entire blockchain system [2].

2.1.7 Private Key Security Issues

The private key of the users is one of the security measures in blockchain technology.
It describes the credibility of the user. The loss or theft of private keys is a threat to the
user as well as the blockchain, as it is not possible to recover the private key by any
alternative measure [2].

2.1.8 Criminal Activity Issues

Blockchain suffers from so many criminal threats like bribing, hacking transactions, and
extortion money by incorporating “Ransomware” etc. [2].

2.2 Game Theory

“A game is any situation in which players (the participants) make strategic decisions
- i.e., decisions that take into account each other’s actions and responses” [1]. All the
strategic decisions have connected pay-offs that result in rewards or benefits for the
players. The players are the decision-makers of their own and always choose strategies
towards optimization of payoffs by utilizing the available sets of strategies. In-game
theory, it is also considered that the players are rational and their decisions are also
rational. Some of the well-known game types are mentioned below.
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1. Non-Cooperative Game    2. Cooperative Game 
3. Splitting Game       4. Mean-Payoff game 
5. Stochastic Game      6. Cournot Game 
7. Stackelberg Game      8. Sequential Game 
9. Repeated Game       10. Coordination Game 

3 Literature Review

In paper [3], a dynamic Bitcoin (BTC) mining process is proposed. The mining powers
(electricity) are invested by respective miners. In this paper, one block is mined by a
particular miner. The proposed process is described by incorporating the game theory.
The miner writes the block into the chain wins the game among all miners. The co-
operative and non-cooperative strategies are used by the miners for the mining process.
Three dynamic components of game theoretical models are proposed to find the solu-
tions. These three components are Social optimum, Nash equilibrium, and myopic Nash
equilibrium.

a. Social optimum
The co-operation strategy is taken by each miner separately or in the pool to consume
the energy to compute. The incentive (pay-off) is distributed equally among each miner
in the pool.
b. Nash equilibrium
The non-co-operation (selfish mining) strategy is adopted to maximize the gain of each
miner and the pay-off is calculated accordingly.
c. myopic Nash equilibrium
Multiple players (miners) can participate in this dynamic game tomaximize one’s pay-off
with the negligible influence of the present state of the miners.

The consumed electric power is invested jointly by all the miners to participate in
the mining process. The wasting of the electrical power by all the miners excluding the
miner that owned the game and writes the block into the longest chain. The wastage of
electricity (power) consumed is the main problem definition in this paper during mining
as the main threat. The proposed solutions claimed that the profit of the miners at an
optimum level in case of a cooperative game strategy.

The miner nodes in the mining pool increase their outputs either by cooperating with
the mining pool or by investing additional resources and the addressing of the threat of
DDoS in the blockchain is done in paper [4]. How the dishonest mining pools stimulate
to degrade the efficiency of the actual mining pools to build the confidence of the next
PoW has been analyzed. This is done either by increasing the resource of dishonest
minor pool or in some other menacing ways. To analyze the fact, non-cooperative game
theory has been chosen. Two different sized mining pools are considered as the two
players - S (small) and B(big) pool respectively. The strategical pay-off matrix has been
calculated and the best strategy is described through Nash Equilibrium. The result of
the paper states that the incentive is much more for attacking B-pool by removing one
or more miners from the pool than by attacking the S-pool. (Large pool attack = 63%,
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Small pool attack = 17%), i.e. the S-pool makes a higher gain by attacking the B-pool
than the gain B-pool makes by attacking S-pool. This paper describes the primary focus
of to reduce the performance and hampered the effectiveness by DDoS attack.

1. The operation of the computing mining pool slower down.
2. Encourage individual miners to associate with the dishonest mining pool.

In the proposed model the baseline cost of failure the attack in blockchain mining
has been discussed. The impact of the miners of the choice of different investment has
also been analyzed.

In paper [5], a long term mining strategy of blockchain through repeated games has
been introduced. The objective is to give incentive to an honest miner and simultaneously
penalize a dishonest miner. After each iteration of the game, the “reputation” of the
miners are measured. This paper primarily addresses the DDoS attack of the type.

1. Block withholding attack: where the dishonest miner provides a partial solution
of verifications. The total solution is provided to the entire pool with a partial
contribution to each and earns the incentive without effective investment.

2. Selfish mining or Stubborn mining: a miner (or group of miners) increases their
revenue by strategically withholding and releasing blocks to the network. Typically,
we expect aminer to announce a block as soon as theyfind it. If the block is confirmed,
they will get the block reward.

3. Eclipse attack: the attack aims to obscure a participant’s view of the peer-to-peer
network, to cause general disruption or disturbed the performance.

A concept of aminer manager is introduced in this model. Theminer manager invites
the subset of the miner pool for mining. The Nash equilibrium is reached by eliminating
the strictly dominating strategy.

In paper [6], a model of sequential game theory is developed to address the DDoS
attack on the mining pool. The model describes the short term as well as the long term
attacking effects of mining pools. The threshold value of non-attacking incentives and
the passive intensive of partial attacking is calculated. The conditions of no-incentive
(attack) and incentive (no-attack) are calculated accordingly. This model is calculating
the cost (fixed cost as well as variable cost) of the attack. A defensive mechanism is
incorporated to calculate the unit cost of attacking. After each round, the miner can
migrate from one pool to another according to its regaining strategies. In each round,
the miner can go for the attack to lose its incentive as a short term effect. The miner
can go for a long-term migration effect to give consistency for the next round, to reach
a steady-state of Nash equilibrium. On violating that when one miner is attacking the
other one, the Nash equilibrium deviated.

In paper [7], a punishment mechanism is proposed to the devices of edge networks
rather than the miner pool of Blockchain. When a request or DoS attack on the server is
encountered by a device of edge network, the server may give the output of the request
or punish the device. Amodel is developed for this punishment mechanism through non-
cooperative game theory. Both the device and the server can adapt its strategy depending
on the history recorded in the blockchain. This model states that to achieve themaximum
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gain both the players (edge device and server) will not attack each other, because of the
extensive punishment mechanism. This non-attacking response brings the game to the
horizon of the Nash equilibrium.

In paper [8], a decentralized protocol of mining is proposed where the validator
does not consider the Proof of Work (PoW). The validator is chosen from a random set
and size to overcome Benzamine 1/3 (one-third) fault tolerance to minimize the attack.
Game theory has been used to resolve the problem. The validators were not selected
previously. The efficiency of the transaction is enhanced by allowing some of the miners
to mining work among the group of selected validators. Most of the emphasis has been
given on the selection procedure of the miners to a trade-off between the efficiency and
security of the chain.

In paper [9], a bribing aspect of a smart contract using the electronic voting system is
analyzed. The incentive (gain) is achieved by themining nodes bymining the transaction
of the smart contract of cryptocurrency. The transfer of bitcoin from one user to another
user in a smart contract is considered as bribes. The game theory used here is the “Smart
contract bribe game”. The type of risks are handled through a proposed election voting
model in two ways.

1. The identification of honest and dishonest bribers (mining nodes) function as the
miner of transactions of the smart contract.

2. The threshold budget value of bribers to achieve more than 50% vote is only possible
if the bribers control more than 20% of the Nash equilibrium.

In paper [10], the incorporation of the evolutionary game has been done. This paper
has explored the sharingmechanism tomaintain an optimumsecurity level in datamining
in smart contract applications. The strategy of handling of sharing of data (data mining)
using evolutionary game theory. The proposed model handle three situations.

1. Neither of the player sharing the data or not taking part in mining.
2. Both the player taking part in data sharing.
3. One player taking part in data sharing and the other user is not involving in data
sharing.

In paper [11], the Game theory is applied to Smart contract security enhancements.
This model proposed to make it decentralized under the strict vigil of its validator to
combat the challenger of validation. The paper analyzes and validates “Differentiated
Services Code Point (DSCP)” using the tool of smart contract “BITHALO’. The tool
has been designed by applying traditional mathematical methods and game theory. The
double-spending attack is primarily countered in this paper using game theory. This
protocol is used to the vigil at the time of deposit. It verifies the pre-requisite payment
amount exceeds the value of the goods to counter the double payment threat.

Authors in paper [12], have proposed to analyze the participation of the miner.
It analyses where the incentives are high for participating miners and marginally low
incentives for non-participants in the mining process. In a real sense that affects the
security measures of the blockchain. The analysis mechanism done here aims to find
out the gap in the mining process by incorporating “Gap Game”. The game contributes
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to finding out the average time quantum required for a miner to become active for the
honest mining process. The average incentive is assigned to the mining block. It assumes
a quasi-static system in which no miner can join or can go out of the respective pool
to reach the equilibrium system. The fixed set of miners controls an individual rig (the
mechanism used for the mining process, requires electrical power for its function). The
start of the rig is determined with a timestampmarking the point of time of conversion of
the status of the miner from inactive to active. This paper mainly deals with the mining
gap of the blockchain. The gap model considers only the operational expenses. The
block size in the blockchain is unbounded; the mining process includes all the pending
transactions in the process. When a block is generated, there would not be any pending
transactions and unclaimed fees. However, there would not be any incentive due to
the mining of the previous block, as there is a gap between the generation and mining
between the previous and next block of the blockchain. The findings of papers 3 to paper
12 are illustrated in the tabulated format in Table 1 below.

The Proof ofWork (PoW) is a complicated consensus algorithm, used for the mining
process of blockchain. It is used for data validation of legitimate transactions to avoid
security threats like DDoS and double-spending. In the selfish mining process, the com-
plicacy and energy-consuming amount of PoW is for hash generation. The miners are
competing with each other for their incentives. The complicacy and energy consumption
of the PoW system is much greater. The minimum time required to generate a block in
the PoW system is more than 10 min. That causes security threats as well.

4 Open Research Issues on Blockchain Security for Data Mining

The Blockchain uses the successful PoW consensus algorithm to secure the blockchain
network. Several new consensus algorithms have already been proposed and developed
meanwhile. Every algorithm has its own merits and demerits. The aspects are important
to understand which consensus algorithm is to be chosen for a specific case.

The study finds that each proposed model has merits and demerits. Our objective is
to propose such amodel where themaximum identified disadvantages can be eliminated.
The blockchain still has the following open research issues related to its security and
data mining concerned:

4.1. The security threats are regulated by honest and dishonest mining. Therefore there
is always a tussle between secure and insecure environments. Game is also a
competition of winners and losers. There may be a zero-zero status in between.
Hence a suitable game form needs to be proposed for suitable solutions. Therefore
we can explore avenues to sort out the maximum security issues of blockchain
through suitable game forms.

4.2. Themodelmaybe consideredwithout PoW.Alternately, theProof of Stake (PoS) or
Delegated Proof of Stake (DPoS) or Proof of Capacity (PoC) or Proof of Authority
(PoA) or Proof of Elapsed Time (PoET) or Proof of Importance (PoI) or some other
factor may be considered for future research work.

4.3. The blockchain contains multiple nodes in the network. The game form that will
be considered to overcome the security threats needs to be a multiplayer (nodes)
game.
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Table 1. The findings of the literature review

Ref no. Observations

[3] In reality, the miner has to work under security threat and the pay-off is much less in
this proposed model. In dynamic systems, past record PoWs are considered. The
model is silent about the present state action of the dishonest miner. The difference
between Nash equilibrium and Greedy Nash equilibrium in the non-cooperative
method is kept silent.

[4] In this proposed model, a player will use those strategies which are in binary mode.
The player either goes for mining or for DDoS attack to reduce the performance. The
model does not discuss the case where any player keeps silent without selecting any
strategy and hence does not conclude about how the Nash equilibrium will be affected
for the silent players. In case if the value of R is large enough the computational

pay-offs for both for the big(B) and small(S) miners ( B
(B+S+R)

and

S
(B+S+R)

respectively) will be reduced. So another problem is to determine the value

of R and how the Nash equilibrium will be maintained in respect to R. In the best
response strategies, if S goes for the DDoS attack then B’s best strategy also will be
the DDoS attack, that contradicts the actual mining interest of the blockchain.

[5] The introduction of a mining manager is also a good concept for extra vigilance. The
introduction of a mining manager will increase mining timing. What strategy will be
taken if the mining manager becomes dishonest; how it will affect the Nash
equilibrium have not been discussed. The result through any experimental setup or
simulation has not been stated for any set of data.

[6] The concept of the model that the big pool(B) will ways go for mining and the small
pool(S) always goes for the attack. This concept contradicts the denial attack of 51%
dishonest nodes. Migration from S to B increases the size of the mining pool, B.
When the migration happens from B to S the rate of DDoS will increase. In the case
of B becomes the dishonest pool then also the security threat will increase. What
strategy will be taken in this situation to combat security issues?

[7] The figures in Theorem-2 and Theorem-4 (fig-a and fig-b) show that the utilities or
actions of the server process also diminish along with the diminishing of the
performances of the device when the device is punished. In that case, the other read
operations of the server for miming will be affected (due to the reduction of
performance of the server). How this could be mapped with the security measures of
the blockchain? In the case of a multiple payer environment, the Nash equilibrium
may be violated.

[8] The type of risk or the threat that can be combated using the proposed algorithm is
also not cleared in the paper. What will be the criteria of a selection of actual miners
among the honest mining pools?

[9] In case of a successful smart contract less than Pj (bribing price), no solution is
provided. However, it is not clear how the figure of more than 20% control of the
overall budget is reached for a briber to conduct a 51% attack and how Nash
equilibrium will be affected.

(continued)
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Table 1. (continued)

Ref no. Observations

[10] There may be another case of threat to the system where both the players participate
either with one player as honest and the other as dishonest or with both the players as
dishonest.

[11] The mechanism of addressing the double payment issue is silent in this paper.

[12] The equilibrium point in the quasi-static system cannot be maintained. Joining or
leaving cannot be restricted in a real scenario. The inclusion of the time component in
the incentives of the miner is a positive contribution to enhancing the security
mechanism in mining.

4.4. The introduction of a miner manager or validator leader in a mining process
increases the security measures [4, 8]. A suitable alternative also needs to be
considered in case of the dishonesty of the miner manager or validity leader.

4.5. Among the honest mining pools, some selected nodes will be allowed for mining
work [8] by applying a suitable strategy. This will increase mining efficiency.

4.6. A suitable methodology needs to be adopted so that the honest miners can gain
some incentives and the dishonest miner can get the punishment. It also needs to
record the silent player who is not taking part in miner voting and consider such a
player as a partially dishonest miner.

4.7. To increase the mining efficiency only some miners within the mining pool need
to be allowed for mining.

4.8. A strategy needs to be determined that allows threshold limit of the attack and to
determine a strategy in case the limit is crossed

4.9. The findings of other mining gaps and the introduction of time constraints can
enhance the security features and mining efficiency in blockchain technology. The
inclusion of time constraints also strengthens the desired model.

The authors feel that there’s a strong need for an efficient security model that
addresses, if not all, then most of the issues identified above. In Sect. 5, we have taken
two interesting existing models for further study.

5 Analysis of Simulation Result

After a thorough study,we try to analyze the result outputs of the above-mentioned papers
with their respective outcomes. In particular, we have considered two models proposed
by B. Johnson, A. Laszka and that are described in [4] and [6]. We have analyzed using
simulation and tried to present a critical comparison of these two models [4, 6]. A brief
definition of these models is included in Annexure 1 for the sake of completeness.

We recapitulate some of the definitions used in the two models [4, 6] for better
understanding of the simulation and for proper interpretation of the results. The big
and small size mining pools are represented by B and S respectively. R represents the
rest of the bitcoin mining market. The rate of increase in computation power is ε. The
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probability of an attack is σ and γ and λ are two arbitrary constants such that λ < γ. The
notations a(k)

B , a(k)
S represent the attack pools at any iteration k.

Let, M ∈ [0, 1] be the rate of migration and C ∈ [0, 1] is the unit cost of attack. AB
and AS are the relative attractiveness of the pool B and S respectively.

Here, AB, AS ∈ [0, 1]∧ AB +AS ∈ [0, 1]. S(k)
B and S(k)

S are the relative size of the

pool at any iteration k, where S(k)
B , S(k)

S ∈ [0, 1] and S(k)
B + S(k)

S ∈ [0, 1].

5.1 Discussion on Simulation Result

The payoffmatrix of Table 3 [4] is converted into the corresponding data value for further
analysis. Figure 1a and Fig. 1b shows the graphical representation of the corresponding
data (Shown in [13]). It can be stated that in the Nash equilibrium strategy both B and
S will attack each other. However, the best strategy obtained whenever the ratio of B
and S is 80:20,70:30, 60:40 and even 50:50. The mining cost is best either S involved
in computing or B involved in computing. The value of mining incentive is much better
for B:S is 90:10 when the value of ε changes from 0.1 to 0.2.

a: Mining cost of B and S with  ε=0.1  b: Mining cost of B and S with  ε=0.2
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Fig. 1. a.Mining cost of B and S with ε = 0.1. b.Mining cost of B and S with ε = 0.2

In the enhanced model of [4] as stated in pay-off in Table 4, it is seen that (Fig. 2a,
Fig. 2b and Fig. 2c) the highest rate of attack incurredwhen the S go for computing and B
go for the attack. The attack in the enhanced approach is reduced in the CDs component.
However, the DCB component of mining of B is get reduced. In general concept, the
tendency of attack is increased in the respective areas of DDs and DDB which was nil
in the previous case. The computation value of S is decreasing for each size of S with
the increasing probability of attack (σ = 0.1, 0.2, and 0.3) respectively.

In the peaceful equilibrium in the proposed model [6], the unit cost of attack due to
migration has been shown in Fig. 3a (where, As = 0.2, AB = 0.3, as = 0, aB = 0 and
using Eq. 3a). The attacking cost is maximum (near about .6) when the migration rate is
0.1. The rate of the cost of attack reduces with the increased rate of migration until the
migration rate is 0.7. After this threshold value (0.7) of the migration rate, the attacking
cost remains the same.
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a : Imperfect DDoS and Linear Costs b: Imperfect DDoS and Linear Costs
of B and S, ε=0.1, σ=0.1, λ=0.001, γ=0.002 of B and S, ε=0.1, σ=0.2, λ=0.001  
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c: Imperfect DDoS and Linear Costs                        
of B and S ε=0.1, σ=0.3, λ=0.001 and γ=0.002 
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Fig. 2. a. Imperfect DDoS and Linear Costs of B and S, ε = 0.1, σ = 0.1, λ = 0.001, γ = 0.002.
b. Imperfect DDoS and Linear Costs of B and S, ε = 0.1, σ = 0.2, λ = 0.001. c. Imperfect DDoS
and Linear Costs of B and S ε = 0.1, σ = 0.3, λ = 0.001 and γ = 0.002.

In the case of one side attack equilibrium, the unit cost of attack slightly increases
with both the cases whether the attacker size as = 1(where As = 0.2, AB = 0.3, aB =
0 and using Eq. 3b) or the attacker size aB = 1 (where As = 0.2, AB = 0.3, as = 0 and
using Eq. 3c) shown in Fig. 3b and Fig. 3c respectively.

The value of C is remained equal in Fig. 3a and Fig. 3c after the migration rate is
0.7. The value of C is slightly higher in Fig. 3c (aB = 1) than that of Fig. 3b (aS = 1)
for the same set of values of As = 0.2, AB = 0.3, and M (i.e., migration rate is same in
both the figure).
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Fig. 3. a. The C vs M (for As = .2, AB = .3, as = 0, aB = 0). b. The C vs M (for As = .2, AB =
.3, as = 1, aB = 0). c. The C vs M (for As = .2, AB = .3, as = 0, aB = 1)

5.2 Comparative Analysis of Model

(See Table 2).
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Table 2. Critical comparison of models proposed in [4] and [6]

Sl. No Descriptions Proposed model [4] Proposed model [6]

1 Addressing issue(s) DDoS (by slowing down the
performance or motivating
the minor to be dishonest).

DDoS attack on the mining
pool is addressed.

2 Type of Game Theory
incorporated

A non-cooperative game is
used.

A sequential Game is used.

3 Mining Strategy PoW (increases either by
cooperating with other
miner or investing extra
power).

The computation utility

value U (k)
B and U (k)

S are
used after each round of k by
B and S respectively shown
in Eqs. 1a and 1b.

4 Pool Size of mines Arbitrarily chosen Big
honest pool (B) and small
dishonest pool (S). The
variation of size is not
reflected in the proposed
model.

The relative size of the

honest pool (S(k)
B ) and

dishonest pool (S(k)
S ) is

considered after each
iteration(k).

5 Cost incurred It is assumed that the cost to
invest or cost to attack is
negligible with respect to
the revenue of bitcoin.
The pay-off cost of B and S
is shown in Table 3.

The unit cost of the attack is
calculated.
The cost of an attack, non-
attack and partial attack are
also calculated.

6 Migration of B to S or
S to B pool

The migration or the
attraction of migration is
not considered distinctly.

After each round, the miner
can migrate from one pool to
another pool. At a particular
round k, the size of the miner
B and S are defined by
Eqs. 2a, 2b, 2c, and 2d after
migration.

7 Attacking cost or other
evaluations

The attack is assumed to be
negligible concerning the
revenue of bitcoin.

The unit cost of an attack is
calculated in terms of fixed
and variable costs

8 Nash Equilibrium (NE) NE is both B and S will
attack each other.

NE is expressed through
Eq. 3b and 3c.

9 Efficiency The enhanced proposed
model reducing the overall
mining efficiency by
introducing DDoS attacks in
a different stage of mining.

The efficiency can be
achieved through a peaceful
equilibrium where there is no
size of the miner in attacking
strategy.

(continued)
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Table 2. (continued)

Sl. No Descriptions Proposed model [4] Proposed model [6]

10 Comparative issues 1. Assumption of no cost of
attack or investment.

2. The theoretical
background of the
assumption value of R, ε,
σ, λ, and γ.

3. The attraction of
incentives of migration
the miner from one pool
to another pool.

1. The basis of the
assumption of AS and
AB.

2. The calculation of the unit
cost of incentive and also
the threshold value of the
incentive to get initiated
the mining process.

3. The silent miners are also
taken into consideration.

6 Conclusions

In this paper, we have analyzed some of the security solutions for blockchain mining
that have used different game theory approaches. We have presented graphical results
for simulation. We have also changed the values for the rate of increase in computation
power, ε from 0.1 to 0.2 (in case of the model represented in [4]) and the probability of
attack σ from 0.1 to 0.2 and 0.3 (in case of the model represented in [6]) to find out the
change in the behavioral response of the said models. The results are evident in Sect. 5.
With the increase of investment of mining resources, the profit increases up to a certain
limit before it saturates In a process of the non-cooperative game theory approach, we
have seen that the cost of computation is high when B goes for computing and S go for
attack for all combinations of B and S (80:20,70:30, 60:40, 50:50) excepting 90:10.With
the introduction of the probability of attack the mining value decreases. The introduction
of the pool manager and its invitation to the set of potential miners provide the extra
vigil to the mining security. It is shown that the unit cost of an attack decreases with the
increasing rate ofmigration to the attacking pools. In fact, after crossing a threshold value
of migration, the cost of attack does not change. In case of increasing the punishment
rate to the dishonest miner, the utility rate does not change. In future, we plan to focus
on the policy of selection of miners using game theory and also shall put an effort to find
out the threshold mining and attacking cost to eliminate the security threat of blockchain
mining in an improved way.

Annexure 1

Formalism in the Model Proposed by B. Johnson, A. Laszka et al. [4]

The payoff is defined for B and S of DDoS attack and computation is



Quantified Analysis of Security Issues and Its Mitigation in Blockchain 17

Table 3. The pay-off matrix of mining of B and S

Player B

Computation DDoS

Player
S

Computation B
B+S+R , S

B+S+R B
B+R(1+ε)

, 0

DDoS 0, S
S+R(1+ε)

0, 0

Table 4. Payoff Matrix for B and S with Imperfect DDoS and Linear Costs

Player B

Computation DDoS

Player S Computation B
B+S+R − γB,

S
B+S+R − γS

B
B+(σS+R)(1+ε)

− λS,

σS(1+ε)
B+(σS+R)(1+ε)

− γS

DDoS σB(1+ε)
S+(σB+R)(1+ε)

−γB,

S
S+(σB+R)(1+ε)

− λB

σB
σ(B+S)+R(1+ε)

− λS,

σS
σ(B+S) R(1+ε)

−λB

Formalism in the Model Proposed by B. Johnson, A. Laszka et al. [6]

The Short term policy The calculated utility function of B and S are U (k)
B and U (k)

S
respectively in kth iteration are given by the equn

U (k)
B =

S(k)
B ·

(
1 − a(k)

S

)

1 − S(k)
B · a(k)

S − S(k)
S · a(k)

B

− C · a(k)
B (1a)

U (k)
S =

S(k)
S ·

(
1 − a(k)

B

)

1 − S(k)
S · a(k)

B − S(k)
B · a(k)

S

− C · a(k)
S (1b)

The Long term policy The calculated size of B and S are S(k+1)
B and S(k+1)

S
respectively in kth iteration are given by the equn

a) Migration of miner into B pool

S(k+1)
B = S(k)

B + AB · [
(
1 − S(k)

B

)
· M + S(k)

S · a(k)
B (1 − M) (2a)

b) Migration of miner out of B pool

S(k+1)
B = S(k)

B − S(k)
B · (1 − AB) ·

[
M + ·a(k)

S (1 − M)
]

(2b)
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c) Migration of miner into S pool

S(k+1)
S = S(k)

S + AS · [
(
1 − S(k)

S

)
· M + S(k)

B · a(k)
S (1 − M) (2c)

d) Migration of miner out of S pool

S(k+1)
S = S(k)

S − S(k)
S · (1 − AS) ·

[
M + ·a(k)

B (1 − M)
]

(2d)

In case of peaceful equilibrium where (aS, aB) = (0,0)

C ≥ ABAS

Min(M, 1 − AS , 1 − AB)
. (3a)

In case of one side attack equilibrium where (aS, aB) = (0,1)

C ≤ ABAS

(1 − AS)
2 · Min(M, 1 − AS) (3b)

C ≤ ABAS

(1 − AB)2
· Min(M, 1 − AB) (3c)
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Abstract. In compressed sensing a signal is sampled using random non-
linear incoherent measurements which is a dense subspace from a sparse
vector space. The reconstruction from the measurements is based upon
some nonlinear optimization algorithms like l1 minimization. Such recon-
struction can be improvised by tuning the various resource requirements.
The color image compressed sensing suffers from requirement of high
physical resources as signal size increase for small dimension images due
to three color channels. In this paper an efficient methods has been pro-
posed for minimizing resource requirements. An approach for selecting
coefficient for three channels in parallel and using partial circulant matrix
as sensing matrix. The simulation shows the better performance of the
proposed technique over existing method.

Keywords: Compressed sensing · Color image · Stagewise orthogonal
matching pursuit

1 Introduction

The conventional signal acquisition employs Nysquist sampling rate. The
required sample data is huge even for the moderate size of signals. The signal
like images, represents redundant information content in some canonical basis.
The redundant property is not exploited in conventional sampling methods. The
compressed sensing methods use this redundant information to generate sparse
representation of signal which inherently reduces the required number of sam-
ples using random sampling with non-adaptive incoherent measurements. The
random sampling reduces number of sample at considerable level. The complete
random sampling methods has been evolved based upon ground breaking theory
of Candes et al. [2] and Donoho [5]. The reconstruction of the original signal is
depended on specific models used in signal acquisition. The general compressed
sensing model can represented as in Eq. (1):

y = Φx (1)
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where x ∈ Rn, y ∈ Rm and m << n. In this model signal x can reconstructed if
it is q-compressible in some canonical basis if it follows power law decay, i.e.

|ci| < C1i
−q (2)

where ci is sorted coefficients in descending order and q,C1 are constants.

Definition 11. Coherence
Coherence of any sensing matrix is defined as the maximum of correlation
between any two columns as

μ = max
i�=j

{| < ai, aj > |} (3)

where ai is the column of matrix A.

Definition 12. Reduced Isometry Property
Any sensing matrix is said to have Reduced Isometry Property (RIP) δs of order
s if following inequality holds:

(1 − δs)||x||22 ≤ ||Ax||22 ≤ (1 + δs)||x||22 (4)

A few random matrices with elements from identically independent Gaussian
distribution, Radematcher sequence, Bernoulli distribution are said have such
property. The RIP ensures that the energy of the signal varies only in factor of
δs.

The signal reconstruction using measurements obtained from Eq. (1) is con-
vex optimization problem where the prior knowledge about signal is, it is sparse.
This prior information is used all the reconstruction algorithms for example-
Basis Pursuit (based on linear programming), Orthogonal Matching Pursuit,
Stagewise Orthogonal Matching Pursuit (Greedy techniques) etc.

There are very wide applications of compressed sensing on 1D and 2D signals.
Recently 3D signal like color images has been also used in compressed sensing
methods. The major problem of 2D as well 3D signals like images is-i) the input
data size increases many folds even for moderate size of the data, second ii) the
computational burden increases as well. However, there are few solution to these
problems like block based processing [6], but it comes with unwanted blocking
artifacts issue which has be manages using different filters. There are frequency
domain block based processing implementations alleviating use of filters. The
color images based compressed sensing has to deal with a massive surge of data
handling as it contains three color channel-red, green and blue resulting a three
fold increase of data size for a single image. In group sparse based [7] compressed
sensing three color channel has been treated separately with same sensing matrix.
The problem with such approach is the measurement length becomes high. In
tensor based [3] compressed sensing for higher dimension data such as images has
been implemented and group of non local similar blocks are treated as tensors,
processed using higher order singular value decomposition (HOSVD). The find-
ing of nonlocal similar patches along with HOSVD is hard to compute large size
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blocks. Even for the small size blocks it becomes too much cluttering for large
size input signal. In this paper color images has been used as group sparse data
but measurement is not separate for each color channel thus reducing number
of measurements. As the input signal length increases the sensing matrix size
increases as well. This issue is resolved using partial circulant matrix as it does
not require keep full matrix at any instant. Along with that the searching of
correct indices is done for three color channel at the same time thus optimizing
computational time.

The rest of the paper are arranged as Sect. 2 contains literature review, Sect. 3
contains proposed method. The results and simulation has been discussed in
Sect. 4. The comparison has been discussed in Sect. 5 and conclusion is given in
Sect. 6.

2 Literature Review

In compressed sensing the general objective is to reconstruction sparse signal
represented in some canonical basis from its dense representation i.e. recover
x from y as in Eq. (1). The structure of the data is different for 1D, 2D, 3D
signals respectively. The major challenge is to manage these different structured
data in smooth fashion. The major issue is to manage the sensing matrix as it
requires massive physical resources compared to compressed sample and the sig-
nal itself. In group sparse signal based [7] compressed sensing for color images,
the image is represented as group sparse signal but processed separately for each
color channel. There are high order representation [3] of color images as ten-
sors and sparse representation is performed through High Order Singular Value
Decomposition (HOSVD) to learn the dictionary followed by group formation
using similar non local patches collection. The reconstruction is performed using
weighted lp-norm minimization. The color and near infrared (NIR) images [8] is
also managed by separating green from RGB color space and NIR and mosaic
image is constructed. In other RGB color based compressed sensing [9], RGB
color transformed to YUV color channel. The Y color channel has been divided
into blocks and transformed whereas UV is kept intact. In reconstruction phase
saliency regions are considered for perfect reconstruction followed by collabora-
tion with UV channels and then reversed back to RGB color channel.

The block based processing [3,9] manage computation time for large size
input signal, but involves other processing like finding non local similar patches
or saliency regions to avoid the block artifacts. In tensor based approach [3], the
blocks size maintains the performance of the method as the large size blocks as
well as large number of patches in single element in the group, increases process-
ing time. In this paper these problems have been addressed. The input signal is
considered as the collection of three color channels. The sensing or measurement
matrix is partial circulant matrix whose first columns is constructed using ele-
ments drawn from identically independent Gaussian distribution. The complete
physical storage of such matrix is not needed during processing and any required
column can be generated at any instant. The indices for the signal coefficients
of three color channels is obtained at the same time.
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3 Proposed Method

The signal x = {xi}n
i=1 is represented in some canonical basis Ψ ∈ R

n×n with
coefficients c = ci

n
i=1 which can be formulated as in Eq. (5):

c = Ψx (5)

The sparse representation of c is obtained keeping only 10% of largest coefficients
as in Eq. (6):

c̄ = τ(c) (6)

here, τ is hard thresholding operator.
For the RGB color channel the input signal xRGB = {xR, xG, xB} is sparsified

each channel separately using Eq. (6) before merging into single input signal
cRGB = {cR, cG, cB}.The measurement vector y is obtained according to Eq. (7):

yRGB = AxRGB (7)

The measurement or sensing matrix A is constructed using partial circulant
matrix [4]. The first column of the matrix a1 = {a1j}n

j=1 is obtained from iden-
tically independent Gaussian distribution.

Φ = {aij} (8)

where,

aij =

{
aij if j = 1
a((i−1)%n)j otherwise

(9)

For the construction of the sensing matrix A, m random rows are selected from Φ.
The sensing matrix is completely created for the proposed method, the columns
are generated when needed. Due to construction of the sensing matrix the mea-
surement vector is generated as

yRGB =
n∑

j=1

ajxj (10)

where aj is obtained from Eq. (9). The operations used to temporary vector x̄
in each iteration of StOMP is given in Eq. (11):

x̄ = ∪n
j=1A

T
j yRGB (11)

The indices obtained in each iteration using Stagewise Orthogonal Matching
Pursuit (StOMP) are calculated for the three color channel at the same time
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which save computational time considerable level. The algorithm for the pro-
posed methods is as given in Algorithm 1:

Algorithm 1: Color Image StOMP
Input: Color Image ImgRGB,t = 4.2,ε = 1e − 5
Output: Reconstructed sparse Image

1 Set x = 0n×1,i = 0, r = yRGB ,p = n/3,λ = {};
2 while i ≤ maxIter and ||r||2 ≥ ε do
3 set threshold = 1√

m
||r||2 ∗ α;

4 Set tR = x̄R using equation(11);
5 Set tG = x̄G using equation(11);
6 Set tB = x̄B using equation(11);
7 for j=1 to p do
8 if |tR[j]| > threshold then
9 λ = λ ∪ j;

10 end
11 if |tG[j]| > threshold then
12 λ = λ ∪ (p ∗ j);
13 end
14 if |tB | > threshold then
15 λ = λ ∪ (2 ∗ p ∗ j);
16 end
17 end
18 xλ = min ||yRGB − Ax̄Λ||2;
19 Set r = yRGB − AxΛ;
20 end
21 x is transformed to three color channel image.

3.1 Complexity Analysis

The Eq. (11) takes O(p) where p = n/3 to compute the x̄C where C = R,G,B
and total time taken for three color channel is O(3p) ans for state S it is O(3Sp).
The searching for indices takes same amount of time for all three channels is O(p)
and after S stages it is O(Sp). The least solution after stage S is O(2mK2− 2

3K3)
where K is the sparsity of the signal. Therefore, the total time complexity of the
proposed method is O(3Sp + p + 2mK2 − 2

3K3).

4 Results and Simulations

The simulations for the proposed methods have been carried out for four images-
Couple, Female belllab, Girl, pepper [1] with dimension 128 × 128. The images
used in proposed technique are given in Fig. 1:

The simulation results for Fig. 1 images is consolidated in Table 1 and for
quality assessment Peak Signal to Noise Ratio (PSNR),measure in Decibel (dB),
has been used in proposed technique:
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(a) Couple (b) Female bellab

(c) House (d)Pepper

Fig. 1. Images for simulations

Table 1. Simulation data for selected images

Image PSNR between originad and
reconstructed image (dB)

Execution time (sec.)

Couple 30.86 638.623

Female bellab 33.57 634.371

Girl 31.87 591.936

Pepper 28.09 602.303

In Table 1 the first column represents images name for selected image of
Fig. 1. The second column represents PSNR (dB) between original image and
reconstructed image. The third column represents the execution time (sec.) for
simulation of each selected image. In Table 1 the PSNR for Female bellab image
is 33.57 (dB) which the high PSNR obtained. The minimum PSNR, 28.09 (dB)
is obtained for the image Pepper and rest of the image has PSNR around 30
(dB). The graph plot of the simulation result is given in Fig. 2:

In the Fig. 2, x axis represents image names and y axis represents PSNR
(dB) between Original Image and reconstructed image. It is prominent from the
figure is that the Female bellab possesses maximum PSNR among the selected
images.
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Fig. 2. Graph plot of the simulation for selected images

5 Comparison

The proposed technique has been compared with two existing methods- group
compressed sensing based method [7] and tensor based compressed sensing
method [3] for the four selected images given in Fig. 1. The comparison data
is given in Table 2:

Table 2. Comparision Data for existing methods along with proposed method

Methods Sl. No. Image PSNR

Group CS 1 Couple –

2 Female bellab –

3 Girl 30.69

4 Pepper 26.11

Tensor Based 1 Couple 26.96

2 Female bellab 23.18

3 Girl 31.45

4 Pepper 27.26

Proposed 1 Couple 30.86

2 Female bellab 33.57

3 Girl 31.87

4 Pepper 28.09

In Table 2, the first column represents existing along with proposed method
name, the second column represents serial number for images, third column rep-
resents the image name for each methods and the last column represents PSNR
(dB) for each method of respective images. The PSNR for proposed methods is
observed to see better than all the existing methods even for keeping only 10% of
data coefficients. The PSNR for girl image in tensor base CS is close to proposed
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method but for the rest of the images it is much better than other methods.
All the results simulated for selected images has shown a better performance for
proposed method over existing method. The comparison data is shown in Fig. 3:

Fig. 3. Compared data plot for exiting method along with Proposed method in terms
of PSNR (dB)

In Fig. 3, the x axis represents images- Couple, Female bellab, Girl, Pepper
respectively. The y axis represents the the PSNR for different methods of respec-
tive image in Fig. 1. The Fig. 3 validates the claims of the proposed method as
it can be seen that PSNR for all images is better that rest of existing methods.

6 Conclusion

In this paper an improved color image based compressed sensing technique has
been proposed. The stagewise orthogonal matching pursuit has been used for first
selection of indices and it has been modified as to obtain indices for three color
channels at the same time to speed the computation along circulant matrix to
optimally use the physical resource to have better performance which is validated
by simulation.
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Abstract. This paper presents a method that can detect multiple frame
duplication in forged videos. In this kind of forgery, a number of frames
are copied and placed somewhere in a video for hiding or highlighting
some incidents and/or objects. It becomes very challenging to identify
the duplicated frames in such digital videos, as it is difficult to detect by
the human eyes as well as by computer program. In past works, various
methods have been proposed so far to detect the same. Despite that,
there are very a few methods which can determine frame duplication in
the video with both static and non-static background. To this end, this
work proposes a simple yet effective method to detect the frame duplica-
tion forgery found in the videos. In this method, the structural similarity
index measure (SSIM) is used to assess the resemblance between the con-
secutive frames. Finally, to detect and localize tampered frames, a search-
ing algorithm is used. For experimental need, we have collected original
videos from Urban Tracker, derf’s collection and REWIND databases,
and then prepared the forged videos using frame duplication. Experimen-
tal results on these videos confirm that the present method detects such
forgery with an impressive average frame duplication detection accuracy
of 98.90%.

Keywords: Frame duplication forgery · Video forgery detection ·
Sequence matching · LCSC · SSIM

1 Introduction

Digital videos are becoming an integral part in different sectors of our society
such as bank, office, home, railway station, airport and many more to ensure
security. Ongoing events can be presented live or recorded through a surveil-
lance camera, and such videos can be used to establish security in those sectors.
Thus, the demand for surveillance systems is increasing day by day. Besides,
surveillance video footage is considered as important evidence in the court to
judge criminal activity. However, due to the advancement of technology and
freely available tools for video editing, it becomes easier to modify or hide some
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activity by frame duplication in the same video. Thus, to ensure the authenticity
and integrity of a video, we must need a suitable method.

Existing video forgery detection techniques can be categorized as active and
passive video forgery detection techniques. Active video forgery detection tech-
niques require prior information (e.g., fingerprint, digital watermark etc.) that is
embedded with the video during its generation which helps to check its authen-
ticity. In contrast, techniques which use passive video forgery detection approach
do not require such kind of embedded information to verify the authenticity of
a video. As a result, passive approach is proven to be expensive in terms of cost
and hardware requirements. In the present work, we propose a passive approach
to be used for forged video detection.

Among the different video forgery techniques, copy-move video forgery is the
most popular type of video tampering techniques. In this tampering, the viewers’
perception of an event in a video is changed by insertion and/or removal of
objects and/or frames from the video (see Fig. 1). Creating the copy-move forged
videos is relatively easy. Hence, it causes much damage to the trustworthiness
of the video footage. However, it is very difficult to detect by the bare human
eyes. Thus, a suitable computerized method is required to detect the copy-move
forgery which is the main focus of the current work.

Here, we propose a method which can detect frame duplication, which is
a type of copy-move video forgery detection technique, in videos with both
static and non-static background. The basic difference between the static and
non-static background videos is that one is created with non-movable cameras,
whereas the other one is created with movable cameras. In our method, at first,
we measure the similarity between every two consecutive frames in the video
frame sequence. Then, we estimate an automatic threshold value to partition
the similarity score sequence of the video frame pairs into multiple parts. In the
last step, to detect and localize the copied frames in the query video, we use
longest common sequence checker (LCSC) searching algorithm.

The rest parts of this work are organized as follows: in Sect. 2, we summa-
rize the related works that describe several state-of-the-art frame duplication
detection methods. Section 3 presents the current frame duplication detection
technique. We discuss our experimental results in Sect. 4, and finally, in Sect. 5
conclusion and future research directions have been described.
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Fig. 1. Diagram showing the frame duplication process: (a) shows the original video
frame sequence. (b) shows the forged sequence (to hide the sitting posture of the man,
duplicate frames are inserted)

2 Related Work

In the past decades, many copy-move video forgery detection methods have been
introduced by the researchers to detect different types of copy-move forgery in
the surveillance videos. In the proposed method, we deal with frame duplication
video forgery which is a kind of copy-move forgery. Hence, in this section, we
discuss some of the existing methods used to detect frame duplication forgeries
in the digital videos.

Yang et al. [8] calculated features for each frame using singular value decom-
position (SVD) to perform detection of duplicate frame in digital video. It mea-
sures the distance between each frame and the reference frame using Euclidean
distance. They calculated the correlation coefficient of different sub-sequences
and compared them with other methods to find out the matching similarity.
In another work, Zhao et al. [9], introduced a video shot selection strategy to
group the similar looking frames in a single video. For the detection of duplicated
frames in a video shot, they first calculated color histograms of every frame in
a video shot and then compared the similarity between the histograms of the
frames under consideration. In this work they made use of speeded-up robust
features (SURF) feature descriptor having a fast library for approximate near-
est neighbours (FLANNs) matching. Sing et al. [6] detected frame duplication
by calculating nine features like mean, ratio and residue from four sub-block of
each frame of the video. Root mean square error (RMSE) is calculated between
the feature vectors of adjacent frames to detect suspected frames. They were
able to detect frame duplication in videos with static background and non-static
background with satisfactorily.

Lin and Chang [4] used a histogram difference method where the red-green-
blue (RGB) channel intensities of overlapping clips of consecutive frames were
used as a feature vector. Their method is computationally high and also not
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suitable for static scene videos. Kharat et al. [3] proposed a two-step algorithm
in which the suspicious (i.e., duplicated) frames were identified first and then
features from these frames were extracted to compare with other frames of the
test video. They used scale invariant feature transform key-points features for
the same. The random sample consensus algorithm had been used to locate
duplicate frames in the video. Fadl et al. [1] developed a method for the same
purpose. First, they used edge change ratio to partition the input video sequence
into variable length smaller clips instead of using fixed size for clips. It uses
the temporal average of each clip as a discriminating frame instead of entire
frames, which is invariant to frame order. Afterward, gray level co-occurrence
matrix (GLCM) was used to extract angular second moment, contrast, entropy
and correlation of textural features of each temporal image. These features were
used to investigate in frame duplication detection. The limitation is that it might
fail in detecting frame duplication at multiple positions. Singh and Singh [5]
proposed a two-step approach for detecting duplicate frame(s). The first step was
used to detect different forms of frame duplication. It computed the correlation
coefficient between the consecutive frame sequences of the entire video. Whereas,
in the second step it detected region duplication which was performed by locating
the erroneous position that was decided by a user defined threshold value. This
method can detect both the regular and irregular duplicated region(s).

From the literature review, it has been observed that most of the existing
methods concentrate in detecting frame duplication only in surveillance video
forgery. However, our proposed method has dealt with videos having either static
or non-static background to detect the copy-move forgery. Another issue is that
the performance of a system can be affected by the external noise found in the
video. This is also handled in the present work. In a nutshell, the highlights of
the proposed method are as follows.

– Proposed a frame duplication detection method in video having either static
or non-static background

– Introduced technique, called LCSC, to detect and locate duplicate frames in
a video

– Obtained reasonably satisfactory accuracy on a dataset containing 37 videos
– Method performed well on noisy videos as well.

3 Proposed Methodology

The proposed work is used to detect duplicate frames in a surveillance (static
background) and non-surveillance (non-static background) video that is affected
by copy-move forgery. In this method, we first calculate a sequence of SSIM
values by comparing each successive pair of frames in the input video. After
that, the sequence of the similarity indices is broken into multiple sub-sequences
using automatically set threshold values. Application of SSIM returns lesser value
when the current frame is relatively different from its preceding frame. If this is
occurred then we cut the sequence at the points where SSIM values are lesser
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than the automatically calculated threshold value. We call these parts of the
entire video as shot. Initially, we assume these points as starting or ending posi-
tion of the copied frame set. Later, a LCSC algorithm is applied to all possible
pair of shots in order to search the longest common identical frame sequence.
The key modules of the present work, as shown in Fig. 2, are presented in the
below subsections.

Fig. 2. Key modules of the proposed method used to detect duplicate frames in the
forged videos

3.1 Measuring Similarity Between Two Frames

In the proposed work, we use the concept of SSIM index for calculating the
similarity between two frames. The SSIM index can be viewed as a similarity
measurement of two frames by comparing their luminance, contrast and struc-
ture. It can also be said that SSIM index represents the perceptual difference
between two similar frames and it cannot judge which of the two is better. SSIM
looks for similarities within pixels of two frames i.e., it checks whether the corre-
sponding pixels’ intensity values in the two frames are similar or not. When we
compare two frames by calculating the SSIM score, its value lies between -1 and
1. A score 1 represents they are very similar and a score -1 denotes that they are
very different. Here, we briefly discuss the steps to calculate the SSIM index.

In image analysis to measure the quality of image or to compare between two
images, the SSIM [7] is used. Given a reference grey-level image R and a test
image T, both of size M × N , the SSIM between R and T is defined by

SSIM (R, T ) = l(R, T ) ∗ c(R, T ) ∗ s(R, T ) (1)

where

l(R, T ) =
2μRμT + C1

μ2
R + μ2

T + C1
, c(R, T ) =

2σRσT + C2

σ2
R + σ2

T + C2
, s(R, T ) =

σRT + C3

σRσT + C3

(2)
The first term l(R, T ) in Eq. 1 denotes the luminance comparison operation

and it calculates the proximity of the two images’ mean luminance. The second
one i.e., c(R, T ) measures the contrast between two images and it is known as
the contrast comparison function. The third term s(R, T ) measures the correla-
tion coefficient within the two images R and T and is termed as the structure
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comparison function. C1, C2 and C3 are small constants designed to characterize
the saturation effect of the visual system in low brightness and contrast areas.
It also ensures numerical stability when the denominator is close to zero.

3.2 Detection of Shots in a Video

A video is composed of a number of frames. Let us denote the frames in a video
by V F1, V F2, ..., V FN where N represents the entire frames number in a video.
Before any processing, we convert them into gray scale image. To calculate the
harmony among two consecutive frames, the SSIM is calculated using the Eq. 1.
Let the similarity between V Fi and V Fi+1 is Si and it is defined by

Si = SSIM(V Fi, V Fi+1) (3)

Here, i = 1, 2, ..., N − 1.
Now, we break frames in the video into a number of parts whenever Si

index becomes lesser then a threshold value τ . We call each such part as shot.
According to Zheng et al. [10] the human eye and brain cannot process less than
10 frames per second having very minor differences. Hence, we put a constraint
i.e., minimum length of a shot should be at least of length 10 to avoid false shot
detection. If the length of a shot is less than 10, it is added to the previous shot.
The threshold value (τ) is calculated by

τ = μS − σS (4)

where μS , σS represents the mean and standard deviation of all Si values, and
which can be present mathematically as

μ =
1
N

N∑

i=1

si (5)

σ =

√√√√ 1
N

N∑

i=1

|si − μ|2 (6)

After partitioning of the frame sequence of a video, we get a number of shots
(say, SHOT 1, SHOT 2, ..., SHOTP ) of variable lengths (say, L1, L2, ..., LP and
P < N) where P is the number of shots detected.

3.3 Detection of Frame Duplication

From the previous step, we obtain a number of shots of variable length. In this
section, we try to search whether there exists any frame duplication between
any two shots, which is done by searching the largest common identical frame
sequence between the shots under consideration using the LCSC technique,
described in Algorithm 1. The similarity of the frames from two different shots
can be determined by calculating the SSIM score using Eq. 3. However, this
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would increase the computational cost of the searching process since SSIM func-
tion will be called L1*L2 times if we try to find the largest common identical
frames between two shots of length L1 and L2. Therefore, to minimize this
computational cost, we use the previously calculated SSIM scores of consecutive
frames in the entire video as described in Subsect. 3.2. Let, Smi and Snj represent
the SSIM scores of ith frame of SHOTm and jth of frame SHOTn respectively.
Now, we call ith frame of SHOTm and jth of frame SHOTn are identical if
|Smi − Snj | < MC , where MC is a threshold value that is decided experimen-
tally. The LCSC method is described in Algorithm 1 returns the indices of the
duplicated frames. Multiple common sequences can be detected when we com-
pare any two shots. We ignore a common sequence if its length is less than 10.
We summarize our entire method in Algorithm 2.

Algorithm 1. Pseudo code for LCSC search method
1: procedure LCSC(SHOTm[1..p], SHOTn[1..q])
2: SHOTm[x] : xth frame of SHOTm

3: A : array(1..p, 1..q)
4: L : L is used to hold the length of the longest common sequence found so far
5: for x ← 1 to p do
6: for y ← 1 to q do
7: if (SHOTm[x] is identical to SHOTn[y]) then
8: if x = 1 or y = 1 then
9: A[x, y] := 1

10: else
11: A[x, y] := A[x − 1, y − 1] + 1
12: end if
13: if A[x, y] > L then
14: L := A[x, y]
15: Store start and end indices of the first matched

sequence from both SHOTs
16: else if A[x, y] = L then
17: Further detected sequence of the same length as first one

and stores new indices also with the previous
18: end if
19: else
20: A[x, y] := 0
21: end if
22: end for
23: end for
24: return All indices of the matched sequence
25: end procedure
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Algorithm 2. Algorithm of proposed frame duplication detection method
1: C: minimum numbers of frames a shot must contain and duplicated in a forged

video
2: N := Number of video frames
3: for i ← 2 to N do
4: Si := SSIM(V Fi−1, V Fi)
5: end for
6: τ := μS − σS

//Frame sub-sequence generation
7: Count := 1
8: k := 1
9: for i ← 1 to N − 1 do

10: if Si < τ and Count > C then
11: Break at position i
12: SUBk := [Store all the SSIM values from previous break point]
13: Count := 1
14: k := k + 1
15: else
16: Count := Count + 1
17: end if
18: end for

//Matching of sub-sequences
19: for i ← 1 to length(SHOT ) − 1 do
20: for j ← i + 1 to length(SHOT ) do
21: matched := LCSC(SHOTi, SHOTj)
22: return with index if length(matched) ≥ C
23: //Detected copied sequence
24: end for
25: end for

4 Experiment Results and Analysis

4.1 Dataset Description

Although a standard dataset is required to assess the performance of an algo-
rithm, however, we could not found any such video dataset. Therefore, we
have selected some original videos from derf’s collection1, REWIND2, Urban
Tracker [2] and YouTube, and prepared our dataset. It contains videos with
static background (19 videos) as well as non-static background (18 videos) with
variation in terms of video format like uncompressed avi and compressed mp4.
The highest and lowest resolutions found in these videos are 626 × 352 and
320 × 240 pixels respectively. All videos in this dataset are compressed using
libx264 and libavcodec libraries of ffmpeg3. This dataset contains 10 videos
which have no frame duplication, 10 videos with one-time frame duplication, and
1 https://media.xiph.org/video/derf/.
2 https://sites.google.com/site/rewindpolimi/downloads/datasets.
3 https://ffmpeg.org/.

https://media.xiph.org/video/derf/
https://sites.google.com/site/rewindpolimi/downloads/datasets
https://ffmpeg.org/
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3 videos with multiple time frame duplication. Our dataset contains another 14
videos (9 videos have one-time frame duplication and 5 videos have no frame
duplication) that has been modified using operations such as change in sharpness,
vintage, blurring and noise. These operations have been performed to experiment
the result of the proposed method in noisy environment. Therefore, we have a
total of 37 videos in the current dataset; each of which approximately is 6–18 s
long and frame rate varies between 25 to 30 fps. Table 1 shows summary of the
forged videos used in the current experimentation.

Table 1. Details of the forged videos in present the current dataset. Last three videos
contain multiple time frame duplication while the first 10 are having single time frame
duplication

Video Original length Tampered length Forgery operation

V1 forged.avi 300 335 185:220 copied at 60:95

V2 forged.avi 300 430 0:130 copied at 170:299

V3 forged.avi 235 335 220:320 copied at 0:100

V4 forged.avi 250 350 60:160 copied at 180:280

V5 forged.avi 180 300 170:290 copied at 20:140

V6 forged.avi 360 470 10:120 copied at 320:430

V7 forged.avi 321 447 180:300 copied at 320:440

V8 forged.avi 209 286 10:87 copied at 200:277

V9 forged.avi 317 417 316:416 copied at 80:180

V10 forged.avi 130 250 5:125 copied at 130:250

V1 Multiple copy.avi 300 350 10:35 copied at 50:75 and 100:125

V2 Multiple copy.avi 300 350 155:180 copied at 70:95 and 210:235

V4 Multiple copy.avi 250 320 135:170 copied at 40:75 and 215:250

4.2 Evaluation Metrics

To measure performance of our proposed system, we use three statistical mea-
sures: detection accuracy (DA), true positive rate (TPR) and true negative rate
(TNR), which are denoted as

DA =
TP + TN

TP + FP + FN + TN
, TPR =

TP

TP + FN
, TNR =

TN

TN + FN
(7)

TPR and TNR are also called sensitivity and specificity. TPR illustrates how
good is the system in detecting the actual forged frames. On the other hand,
specificity (or TNR) estimates how likely the real frames can be predicted as
real. TP, TN, FP and FN denote true positive (number of correctly predicted
forged frames), true negative (number of correctly predicted real frames), false
positive (number of incorrectly predicted forged frames), false negative (number
of correctly predicted real frames).
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4.3 Results and Discussion

In Subsect. 3.3, we have mentioned that to decide whether two frames are same
or not, we have relied on a threshold value (i.e., MC). To decide the value of
MC we have studied the absolute differences in two SSIM scores in a video, and
we have found that this absolute difference never goes beyond 0.300 if no frame
duplication takes place and hence, we have choose this value as the threshold for
the current experimentation. Figure 3 shows three such cases where consecutive
SSIM score difference never goes higher than MC except when frame duplication
takes place.

Fig. 3. Illustration of SSIM score difference which is high at copied position, in other
cases, it is below MC (a) 180:300 copied at 320:440, (b) 185:220 copied at 60:95, and
(c) 135:170 copied at 40:75 and 215:250

All videos are grouped into four major categories to analyze performance
of our system in a better way. The categories are Category 1 (contains only
video with no forgery), Category 2 (contains only one-time frame duplication
forged videos), Category 3 (containing only videos with post-processing oper-
ation (both original and forged)) and Category 4 (containing only videos with
multiple time frame duplication forgery). Table 2 shows category-wise average
DA, TPR and TNR as well as the overall average performances obtained by the
proposed method.

Table 2. Shows category-wise as well as overall performances of proposed frame dupli-
cation detection technique

#videos DA TPR TNR

Category 1 10 0.989 1.0 0.989

Category 2 10 0.985 1.0 0.978

Category 3 14 0.990 1.0 0.988

Category 4 3 1.0 1.0 1.0

Average 37 0.989 1.0 0.987
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After analyzing the results shown in Table 2, it is found that for all these
categories of videos TPR values are 1.0 which means our system is capable
in detecting forged frames correctly. But, while identifying the forged frames,
our system identifies few real frames as forged frames and that is why TNR
values are low in case of first, second and third categories of videos. However,
the videos with multiple time frame duplication operation, our system performs
best. Figure 4 shows three examples of detected duplicate frames by the proposed
method taking one example from each of the last three categories of the videos.
We have also tested the performance of our system while the background of the
videos is either static or non-static. In this case also proposed system performs
satisfactory (refer to Table 3). Present method detects forged as well as original
frames while tested on videos with non-static background with accuracy 100%.
However, present method produces some errors in the cases when videos are
having static background. After analyzing the errors, we have found that real
frames of shots having no object movement are detected as forged.

Table 3. Duplicate frame detection results for the videos with static and non-static
background

#videos DA TPR TNR

Static background videos 19 0.979 1.0 0.974

Non-static background videos 18 1.0 1.0 1.0

Fig. 4. Localization of frame duplication for (a) Category 2, (b) Category 3, and (c)
Category 4 videos

In addition to these, we have also tested the performance of the present
method on videos (both original and frame duplication videos) that are affected
by some distortion operations as mentioned earlier. In this case also the proposed
method performs well. Table 4 shows the detection performance of our method
on post-processed videos.
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Table 4. Shows the frame duplication detection performances on the videos that are
affected by distortion operations like adding noise, vintage and contrast change

#videos DA TPR TNR

Category 3 (Original
videos with
post-processing)

5 0.989 1.0 0.989

Category 3 (One time
frame duplication videos
with post-processing)

9 0.991 1.0 0.987

Average 14 0.990 1.0 0.988

5 Conclusion

This paper presents a method to detect frame duplication forgery in digital
videos with static as well as non-static background. Structural similarity between
frames and a simple search algorithm are used to perform the task under con-
sideration. Experimental results show that the average TPR and TNR scores
regarding frame duplication detection of this method are 100.0% and 98.66%
respectively. The average accuracy for the proposed method is found to be
98.90%. In spite of the success of the current method, there are still some rooms
for improvement. Although our method detects the duplicate frames with 100%
accuracy but it detects few real frames as forged. Therefore, in future more
sophisticated features are to be used to overcome this problem. Besides, we have
experimented the present method only on 37 videos that include both forged and
real videos. Therefore, in future experiments on more videos could be executed
to increase the accuracy and establish the robustness of the current system.
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Abstract. A simple method, for image encryption using 1D discrete
chaos and DNA encoding, is proposed in this article. Here, chaotic maps
are used to encode the secret image as DNA sequence and also to dif-
fuse the encoded image with DNA operations and finally a cipher image
is obtained. Additionally, hash function SHA-256 is employed to plain
image and this makes the current method more robust. The result of the
present method is studied and analyzed to established the aptness of the
proposed method.

Keywords: Image encryption · Cryptography · Tent map · Renyi
map · DNA encoding · Security analysis

1 Introduction

Information was always considered as a valuable possession. After the age of
the internet dawned upon us, the value of information has surpassed any other
material in existence. Information is also susceptible to corruption, theft and
illegal exposure and images are no different in this regard. So, it is utmost
important that the information should be protected so that an authorized person
only has the permission to access that information. With respect to images,
the process of making meaningless data out of a plain image is called image
encryption. Conventional encryption algorithms like, DES [5] and AES [14] they
don’t work well in image domain. Usually, an image encryption algorithm has
two phases, namely, confusion and diffusion. The position of the pixels is altered
in the first phase and intensity value of the pixels is modified in the last phase.
Chaotic system is well used for encryption purposes due to its sensitivity, pseudo-
randomness, ergodicity and reproduction [15] to initial value of the parameters.
In recent years, because of these strengths of chaotic systems, many studies
have implemented in image encryption algorithms [3,9,20,22,24]. In [21], S-boxes
are formulated using chaotic systems for encryption. A method for encrypting
an image is proposed in [12] where a 5D multiwing hyperchaotic system has
employed. In [17] hyperchaos-based image encryption technique is implemented
that uses a 6-dimensional hyperchaotic structure.

Besides the chaos based image encryption many other techniques are also
studied for image encryption. In [7], different sine waves have constructed and
c© Springer Nature Switzerland AG 2021
P. Dutta et al. (Eds.): CICBA 2021, CCIS 1406, pp. 42–56, 2021.
https://doi.org/10.1007/978-3-030-75529-4_4
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using these random sequences are generated to confusion and diffusion phases. In
[4], a polynomial interval bisection method is applied to obtain random sequences
and these are used for arranging pixels of rows/columns of the plain image. To
change the pixels value, in the diffusion phase, value Substitution and itera-
tive XOR operation are applied. Another non-chaotic cryptosystem is developed
using the cyclic group in [11]. Here, the cyclic group is employed to get permu-
tation sequences and pixels and bits of the original image are permuted with
the help of these permutation sequences. In [8], to get permutation some points
are selected using certain distance on the perimeter of a defined circle with user
defined radius depending the image size. In both the phases, the generated per-
mutation is employed to get an encrypted image. In [13], a new technique for
image encryption is proposed and for this purpose fibonacci transform is used.
The pixels are permuted and also the pixel values are changed using this fibonacci
transform.

Due to the some features of DNA encoding like parallelism of coding, con-
sumption of low power and high density of information, it is attracted by var-
ious researchers in image encryption domain. For enhancing the security of
the encryption method, many researchers have studied hybrid techniques using
DNA encoding and computing with chaotic system. A chaotic map with DNA
sequence based image encryption method is designed in [19], where bitwise XOR
is executed among the pixels of the plain image and then DNA encoding is
applied on the confused image and finally row/column are permuted to obtain
the encrypted image. Using DNA permutation another scheme is proposed in
[18] for color image encryption. In this scheme Lorenz map is also applied for
random sequences generation and this step is used to increase the security level.
A cryptosystem [23] is developed using 2D Hénon-Sine map (2D-HSM) and the
DNA encoding. Here, only DNA XOR operation is defined to diffused image pix-
els. A hybrid model is designed in [10]. The model is composed of DNA coding
and computing, SHA-2 and Lorenz map. Here, the DNA coding and operation
and the Lorenz chaotic system improve the security of the model. In [16], a
new image encryption system is introduced with permutations at pixel-level and
bit-level followed by DNA coding. Here, a hyperchaotic (5D) map is applied for
random sequence generation that is used in confusion. Then, DNA coding, XOR
operation is employed to diffused the permuted image. Based on chaotic system
and DNA coding another encryption technique is suggested in [2]. It is composed
of two rounds. In the first round keys are generated and the permutation, sub-
stitution and diffusion is carried out in the last round. Additionally, to generate
initial parameters for the chaotic map SHA-256 system is used.

In this article, a new method for image encryption, using 1D chaotic map
and DNA computing, is proposed. The parameter(s) of these maps are initialized
with the hash value of original image. To compute hash value, SHA-256 is used.
The present method is a private key crypto-system. The Renyi map is applied for
generating a key image (same size as the secret image). In this work, both images
are encoded as DNA sequence using Tent map and then these encoded image are
diffused to generate a diffused image. The proposed method has the provision
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to iterate the DNA encoding and diffusion a number of times. From the diffused
image, an encrypted image is earned through DNA decoding. The presence of
1D maps makes the present method useable in terms of power consumption and
computation aspects. The current method having no confusion step, it has only
diffusion process. Now, we describe the structure of the rest part of this article.
The basics of tools used in this method are discussed in Sect. 2. In Sect. 3 is
dedicated for the proposed image encryption technique. The performance and
its analysis of the proposed method are presented in Sect. 4. Section 5 highlights
the conclusion of the present work.

2 Preliminaries

In the proposed image encryption algorithm, we have used 1D Tent map, 1D
Renyi map and DNA encoding technique to encrypt a plain image.

2.1 Renyi Map and Tent Map

Tent map is applied to choose i) the rule of DNA coding and ii) the DNA
operation. On the other hand Renyi map is employed for key image generation.
According to [1] the randomness of the 1D Renyi system is very good. The 1D
Renyi Map is defined in Eq. (1).

F (xn, a, b) = tan(xn)(1 + xn) × b + (1 − xn)xn × a

x(n+1) = fraction(F (xn, a, b)) × α
(1)

where a, b ∈ [0, 10] and α ∈ (0, 12345]. We use the Renyi map as the ran-
domness of this map is very uniform and it has good bifurcation behavior. The
bifurcation diagram of the Renyi map is shown in Fig. 1. The Tent map is simple

Fig. 1. Bifurcation diagram of 1D Renyi Map.

and extensively applied in image encryption algorithms. The expression of Tent
map is offered in Eq. (2).

x(n+1) = r min{xn, 1 − xn} (2)

where x0 is the initial value, xi ∈ [0, 1] and r ∈ [0, 2]. The bifurcation diagram of
the Tent map is presented in Fig. 2. From the Fig. 2 it is clear that for r ∈ [1.4, 2],
the randomness is at its highest level.
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Fig. 2. Bifurcation diagram of 1D Tent map.

2.2 DNA Coding and DNA Operations

DNA is a molecule containing the genetic information of every living organism
and various viruses to evolve, create, function, and reproduce. In DNA sequenc-
ing, the basic block of genetic code is built upon four bases i.e. Adenine (A),
Thymine (T), Guanine (G) and Cytosine (C). According to the Watson–Crick [6]
principle, A and T are complement of each other (i.e., A ←−−−−−−−→

complement T), similarly
C and G are also complement of each other (i.e., C ←−−−−−−−→

complement G). Generally,
these four DNA bases are encoded by 2-bit binary numbers ‘00’, ‘11’, ‘01’, and
‘10’. So, there are 24 (= 4!) rules to encode these four DNA bases in binary
representation.

Suppose, ‘A’ is represented by ‘00’ and then due to complement relation
‘11’ is the code of ‘T’. For ‘C’, there are two options: i) ‘C’ =‘10’ (accordingly
‘G’=‘01’) or ii) ‘C’=‘01’ (and ‘G’=‘10’). So, for the particular choice of ‘A’ we
have i) ‘A’ ∼ ‘00’, ‘T’ ∼ ‘11’, ‘C’ ∼ ‘01’ and ‘G’ ∼ ‘10’ or ii) ‘A’ ∼ ‘00’, ‘T’ ∼ ‘11’,
‘C’ ∼ ‘10’ and ‘G’ ∼ ‘01’. Again, ‘A’ can be represented by any of the four options
{‘00’, ‘11’, ‘01’, ‘10’}. So, only eight rules out of 24 encoding rules satisfy the
complementary relationship within the bases. Inverse of the encoding rules are
the DNA decoding rules. The encoding rules for the DNA encoder is described
in Table 1. For example, 177 is gray value of a particular pixel of an image and
its binary representation is “10110001”. With respect to fifth encoding rule, the
pixel will be encoded as “ACGT”.

Table 1. DNA encoding rules.

Base Rules

1 2 3 4 5 6 7 8

00 A A G C G C T T

01 G C A A T T G C

10 C G T T A A C G

11 T T C G C G A A

Table 2. DNA Addition using first
encoding rule.

+ A T C G

(00) (11) (10) (01)

A (00) A (00) T (11) C (10) G (01)

T (11) T (11) C (10) G (01) A (00)

C (10) C (10) G (01) A (00) T (11)

G (01) G (01) A (00) T (11) C (01)
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Table 3. DNA Subtraction using first
encoding rule.

− A T C G

(00) (11) (10) (01)

A (00) A (00) G (01) C (10) T (11)

T (11) T (11) A (00) G (01) C (10)

C (10) C (10) T (11) A (00) G (01)

G (01) G (01) C (10) T (11) A (00)

Table 4. DNA XOR using fourth encod-
ing rule.

⊕ A T C G

(01) (10) (00) (11)

A (01) C (00) G (11) A (01) T (10)

T (10) G (11) C (00) T (10) A (01)

C (00) A (01) T (10) C (00) G (10)

G (11) T (10) A (01) G (11) C (00)

Binary operations like addition, subtraction and XOR are also applied
between DNA sequences to obtained an intermediate image. These operations
are actually executed on binary strings and here, the operands and result are
labeled by bases {A,B,C,D}. The result of labeling (i.e., binary string ←→
DNA sequence) depends on the DNA encoding rule. Hence, the DNA operations
are defined with an encoding rule. For example, addition and subtraction oper-
ations with the help of first encoding rule are given in the Table 2 and Table 3,
respectively. The XOR operation using fourth encoding rule is illustrated in the
Table 4.

3 Proposed Image Encryption Method

In this article, we have implemented a new approach for image encryption with
the use of DNA encoder and two linear chaotic systems. The encryption algo-
rithm is presented in Fig. 3. In the present method, unlike two conventional

Renyi mapSHA−256

DNA decoder

Tent map Key image

DNA operation

DNA encoder DNA encoder

Plain image

Encrypted image

Fig. 3. Proposed model: a schematic diagram.
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phases confusion and diffusion, we have implemented only diffusion phase. To
carried out the diffusion step, first the plain image and key image are encoded
by DNA encoder and then these two images are operated by DNA operations.
To perform the proposed technique, we have certain steps which are as follows:

3.1 Generation of DNA Encoded Images

From Fig. 3, it is clear that the current method handles two DNA encoded
images: i) one generated from the given plain image and ii) the other one is
derived from the key image. Now, we are describing the process of key image
generation and then the DNA encoder is presented. To generate the key image
Renyi map is used and the DNA encoder is defined with the help of the Tent
map. For any chaotic map, initial parameters are required to get the random
sequences. The initial parameters can be selected arbitrary, but should be within
the domain. In this method, we have generate the initial parameters from the
plain image. For this purpose SHA-256 function is applied on the plain image.
The reason to use the hash function is discussed later. The initial part of the
sequence generated using chaotic map may not be random in nature. For shake
of simplicity, we ignore first thousands elements of the sequence and then the
rest part is considered as the sequence (which will be used in the experiment)
generated by the map. In this implementation it is assumed that when a part of
a sequence is used for a particular purpose, then this part will be removed from
the sequence and remaining part will be used for future requirement.

Key Image Generation: In this step, we have constructed a key image
(KIM×N ) using Renyi chaotic map. The size of KI and plain image are same.
A sequence {Sr} generated using the Renyi map and elements of the sequence
is multiplied by a constant ‘Fact1’ which is large enough so that new value is
grater than thousand and so. Then, KI computed from new sequence using the
following algorithm.

Algorithm 1: Key Image

Input: Sequence {Sr}, image size M and N
Output: key image KIM×N

Step 1 x=1
Step 2 For p = 1 : M : 1
Step 2.1 For q = 1 : N : 1
Step 2.1.1 KI(p,q) = int(Sr(x) × Fact1, 255)
Step 2.1.2 x = x + 1
Step 3 Return KI

where ‘int (u, v)’ returns q when u = q.v + r.
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DNA Encoder: In this section we have converted the plain and key image into
DNA encoded images. To convert gray scale value of image into DNA sequence
we have to select a rule from the eight DNA encoding rules (which is already
illustrated in Sect. 2.2). In this work, each time we have randomly selected a rule
using sequences generated by the Ten map. Let, the sequence {Tm(r)} is gener-
ated using Tent map. Based upon the sequence value Tm(r), ith encoding rule is
selected where i = int(Tm(x)×Fact2, 8)+1. In the encoding process, we choose
pixel-wise encoding rule or row-wise/column-wise encoding rule. For simplicity,
in this method, we have fixed the same encoding rule for all pixels of a row.
Suppose, the encoding rules (given in Table 1) is stored in the matrix Rule4×8.
Also assume that a pixel ‘p’ is represented by ‘p1p2p3p4p5p6p7p8’ (binary repre-
sentation). Respect to tth rule (1 ≤ t ≤ 8), a particular pixel ‘p’ is encoded as
‘X1X2X3X4’ where Xi = Rule(dec(p(i−1)∗2+1pi∗2), t), for 1 ≤ i ≤ 4 and ‘dec()’
is decimal to binary converter. The algorithmic flow of the used DNA encoder
is as given below:

Algorithm 2: DNA Encoder

Input: IM×N , Tent sequence {Tm}
Output: Encoded image Ie

Step 1 x=1
Step 1 For r = 1 : M : 1 // rth row
Step 1.1 t = int(Tm(x) × Fact2, 8) + 1 // tth encoding rule
Step 1.2 For s = 1 : N : 1
Step 1.2.1 p = I(r, s)
Step 1.2.2 For k = 1 : 4 : 1 // for p = (p1p2)(p3p4)(p5p6)(p7p8)
Step 1.2.2.1 Xk = Rule(dec(p(k−1)∗2+1pk∗2), t)
Step 1.2.3 Ie(r, s) = ‘X1X2X3X4’
Step 1.3 x = x + 1
Step 3 Return Ie

3.2 Diffusion Using DNA Operation

From previous step, we have two DNA encoded images in hand and in the present
step these two images are diffused (see the Fig. 3). To diffuse the encoded images,
we have used base-wise (symbol-wise) addition, subtraction or XOR operations
as discussed in Sect. 2.2. In this work, three operations (addition, subtraction
or XOR) are defined and result of these operations are also depending on the
the encoding rule. Like previous, we can fix the encoding rule as well as the
operation pixel-wise, row/column wise (same for all pixels in that row/column).
Here, we fix them row-wise, i.e., for each pixel of the row same encoding rule
and same operation have used. Henceforth, we use the term ‘DNA Operation’ to
represent the diffusion of DNA encoded images with selection of encoding rule
and binary operation. In this step, sequence of the Tent map helps to find the
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diffused image. Suppose, Oper8×3×4×4 is used to store the ‘DNA Operation’,
eight rules, three operations and 4×4 operation table as given in Table 2, 3 and
4. The algorithmic structure of the DNA operation is described as below.

Algorithm 3: DNA Operation

Input: DNA encoded images I1, I2 of size M × N , Tent sequence {Tm}
Output: Diffused image Id

Step 1 x=1
Step 2 For i = 1 : M : 1 // ith row
Step 2.1 t = int(Tm(x) × Fact2, 8) + 1 // tth encoding rule
Step 2.2 r = int(Tm(x) × Fact2, 3) + 1 // rth operation
Step 2.2 For j = 1 : N : 1
Step 2.2.1 X = I1(i, j) //X ↔ X1X2X3X4

Step 2.2.2 Y = I2(i, j) //Y ↔ Y1Y2Y3Y4

Step 2.2.3 For k = 1 to 4
Step 2.2.3.1 Zk = Oper(t, r,Xk, Yk)
Step 2.2.4 Id(i, j) = ‘Z1Z2Z3Z4’
Step 2.3 x = x + 1
Step 3 Return Id

3.3 Generation of Encrypted Image

This is the last step of the proposed algorithm. In this step, diffused image is
coded into binary form using DNA decoder. The DNA decoder is the inverse
process of DNA encoder and may algorithmically presented as Algorithm 4:
DNA Decoder(). Due to the space limitation, this algorithm is not presented
here. Like DNA encoder, the DNA decoder needs the encoding rule convert the
encoded image into binary form. This binary image may be consider as the (final)
cipher image or may be consider as an intermediate image and iterated through
the DNA encoder, DNA Operation and DNA Decoder as shown as a loop in
Fig. 3. The proposed image encryption technique is algorithmically discussed
below.

Algorithm 5: Image Encryption

Input: IM×N : plain image, itr: # of iteration
Output: Ienc: encrypted image

Step 1 loop=1
Step 2 hash=SHA-256(I)
Step 3 key1 = f1(hash)
Step 4 key2 = f2(hash)
Step 5 {Sr} ← Renyi(key1)
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Step 6 {Tm} ← Tent(key2)
Step 7 KI ← Algorithm 1(Sr,M,N)
Step 8 KIe = Algorithm 2(KI, Tm)
Step 9 Ie = Algorithm 2(I, Tm)
Step 10 Io = Algorithm 3(Ie,KIe, Tm)
Step 11 Ienc = Algorithm 2(Io, Tm)
Step 12 If itr > loop
Step 12.1 loop = loop +1
Step 12.2 I = Ienc
Step 12.2 Goto Step 9
step 13 Return Ienc

The current method is a private key encryption system and the original image
can be retrieved by following the steps in reverse order with inverse operations
using same key.

4 Experimental Result and Security Analysis

Here, we have reported the performance of the presented method and also ana-
lyze the security of the present method. This method is implemented in MAT-
LAB environment.

4.1 Results

To demonstration the performance of this method, we have considered standard
grayscale images ‘Lena’, ‘Girlface’, ‘Barbara’ and ‘Cameraman’. Size of each
image is 512 × 512. The parameters of the proposed method are set up as: the
value of the parameter ‘itr ’ set to 10, ‘Fact1’ set to 2399 (a prime number),
‘Fact2’ is set to 151 (a prime number). To define the keys, we take the hash
value of given image and odd positions bit is considered as the key1 and even
positions bit form key2. The original images are displayed in Fig. 4(a) and the
cipher images shown in Fig. 4(b). In Fig. 4(c) and (d), the decrypted images
with exact key and different key are illustrated. We have noticed that decryp-
tion with incorrect key gives meaningless image and so the achievement of this
method is quite good and hence the proposed method can be applied in different
applications.

4.2 Security Analysis

Here, the robustness of the proposed method under different different attacks,
like differential plaintext attack, statistical attack, brute-force attack etc., have
studied.

Histogram Analysis: Histogram analysis measures the defense against statis-
tical attacks. An ideal encryption algorithm will distribute the pixel intensities
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Fig. 4. Result of the proposed method.

Table 5. Information entropy analysis

Image Lena Cameraman Barbara Girl face

Original Image 7.4455 7.0753 7.6321 7.0818

Encrypted Image 7.9994 7.9992 7.9993 7.9992

evenly. From an evenly distributed histogram of encrypted images in Fig. 5, we
can claim that our proposed algorithm will withstand against statistical attacks.

Information Entropy: The information entropy, which is expressed in bits
for given encryption algorithm, is ideally 8 for grayscale images. An encryption
algorithm with better information entropy will divulge lesser information to the
world. Basically, this is the factor which illustrates the randomness. In case
of an 8-bits gray-scale image (I) entropy is calculated with equation H(I) =
−∑255

p=0 f(p)log2f(p) bit, where the f(p) denotes the normalized frequency of
occurrences of the intensity p. The comparative analysis of the performance of
the proposed method in terms of entropy is reported in Table 5. From this table,
it is observed that the present method achieved almost ideal value and hence
rate of information disclosure is practically nil. So, any type of entropy attack
on encrypted images will get no information.
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Fig. 5. Histogram of images.

Correlation Analysis: Correlation between a pair of adjacent pixels hugely
positive in plain images. Due to this positive correlation, an attacker can easily
guess the pixel intensity of an adjacent pixel. During encryption, this corre-
lation must be reduced. We are expecting zero (0) correlation value (between
two immediate neighbor pixels) for an encrypted image. In Table 6, we have
reported the correlation values generated before and after encryption. In case
of adjacency, we have taken horizontal, vertical and diagonal adjacent pixels.
It is evident from the table that there is very low amount of correlation exists
between two adjoined pixels. In implementation, randomly we have chosen 5000
pairs of adjacent pixels and respective distribution diagrams are shown in Fig. 6.
From the scattered diagram, we can see that plain image has a huge amount of
positive correlation, because of which values generated are alighted at 45◦. In
contrast to the scattered diagram of original images, it is observed that in case
of cipher images points are well distributed all over the area. This implies that
two neighboring pixels are not related.

Table 6. Correlation analysis of the images.

Image Horizontal Vertical Diagonal

Lenaorg 0.9851 0.9692 0.9637

Lenaenc 0.0083 0.0062 −0.0140

GirlFaceorg 0.9868 0.9848 0.9742

GirlFaceenc 0.0068 0.0190 −0.0199

Barbaraorg 0.9551 0.8934 0.8782

Barbaraenc −0.0058 −0.0056 0.0082

CameraManorg 0.9900 0.9834 0.9739

CameraManenc 0.0011 0.0138 0.0031
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Fig. 6. Scatter diagram of horizontal (= hor), vertical (= ver) and diagonal (= dia)
adjacent pixels.

4.3 Key Space Analysis

The proposed method is a symmetric key encryption system and the security
of the proposed method depends on the initial parameters of Renyi and Tent
maps. Also note that to select the encoding rule or DNA operation, we have
used sequence {Tm} and parameters ‘Fact1’ and ‘Fact2’. Someone may consider
these two parameters as secret information. In this work, we have taken these as
public data. Another important paragenetic is ‘itr ’, which denoted the number
iterations the diffusion of the intermediate image will be executed. This can be
consider as a private key and it takes some moderate value of size, say, 210.
To initialize the parameters of the chaotic maps, we use SHA-256(I). The space
defined by the hash value is 2256 and from this value two keys key1 and key2
are derived. Therefore, the size of the key space of the present method is (2266),
which is notably high and present method can withstand brute-force attacks.

4.4 Key Sensitivity

As per our previous description, the pair (hash, itr) represents the key of the
proposed method. To study the robustness, in this experiment, two different keys
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are used to encrypt the same image. For example, in this implementation, an
image is encrypted by (hash, itr), (hash′, itr) and (hash, itr − 1). Here, hash′

is obtained from hash by complementing the LSB of hash. Let these keys give
the cipher images Enc1, Enc2 and Enc3. If cipher images are heavily differ-
ent from other, then it ensures that current method is sensitive to key. The
UACI and NPCR parameters (see Eq. (3)) have used to measure the dissimi-
larity between two encrypted images. Theoretical optimum value of UACI and
NPCR are 33.33% and 100%, respectively. From Table 7, it may be concluded
that performance of the current method is acceptable and may be applicable to
different applications.

Differential Attacks: An encryption method should have power to resist the
differential attack, i.e., encryption should return totally dissimilar encrypted
image while a very little modification is done in the plain image. In this imple-
mentation, we have used two methods: i) where the LSB of the first pixel is
complemented and ii) LSB of the last pixel is complemented. Let the encrypted
images obtained from no change in plain image, change at first pixel and change
at last pixel are denoted as Enc1, Enc2 and Enc3, respectively. Then, the differ-
ence in encrypted images are evaluated with UACI and NPCR. These parameters
are used to test the strength against the differential attack. UACI and NPCR
are calculated in Eq. (3).

UACI =
1

A × B

[
∑

p,q

|Enc1(p, q) − Enc2(p, q)|
255

]

× 100%

NPCR =

∑
i,j Err(i, j)
A × B

× 100%

where Enc1(p, q) and Enc2(p, q) are two encrypted images and

Err(p, q) =

{
1, if Enc1(p, q) �= Enc2(p, q)
0 otherwise

(3)

The result of the proposed method against the differential attack is presented
in Table 8, which shows that UACI and NPCR indexes are very similar to the
theoretical values, so it reveals that the encryption algorithm is stable against the
differential attack. The keys key1 and key2 are obtained from ‘hash’ of the given
image, so for a very small difference in secret image and we have completely
different hash value and hence, we have different keys. Different keys means
different chaotic sequences. So, different encoding rule, different operation will
be selected and as a result we obtained significantly dissimilar encrypted images
even if there is a very little modification in the original image.
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Table 7. UACI and NCPR values between cipher images, obtained by using different
keys.

Image UACI NPCR

(Enc1, Enc2) (Enc1, Enc3) (Enc1, Enc2) (Enc1, Enc3)

Lena 33.4688 33.4990 99.6750 99.6220

Girlface 33.4237 33.4439 99.6201 99.6412

Barbara 33.3982 33.4127 99.6243 99.6184

Camera 33.4537 33.4116 99.6592 99.6313

Table 8. UACI and NCPR values between cipher images, obtained by modifying plain
images.

Image UACI NPCR

(Enc1, Enc2) (Enc1, Enc3) (Enc1, Enc2) (Enc1, Enc3)

Lena 33.4473 33.4783 99.6413 99.6137

Girlface 33.4168 33.4228 99.5836 99.6293

Barbara 33.4014 33.4208 99.6073 99.6124

Camera 33.4328 33.4283 99.6346 99.6282

5 Conclusions

Here, a symmetric key image encryption algorithm is proposed. The current
method uses Renyi map, Tent map and DNA encoding. Here, the initial param-
eters are constructed from the secret image itself with the help of SHA-256 hash
function for better security. From the performance and analysis of the results it
may be noted that the present method is robust against brute force attack, dif-
ferential attack and statistical attack. Our future target is to modify and extend
the current method to make it robust against the plain image attack.
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Abstract. The inculcation of efficient forecasting and prediction mod-
els may assist the government in implementing better design strategies
to prevent the spread of the virus. However, most of the machine learn-
ing methods along with SEIR models have failed to predict the outcome
valid for a longer duration.

In this paper, we propose a simple yet effective method for modeling
COVID19 like pandemic based on a non-linear regression curve. With
the help of machine learning tools like recurrent neural networks and
artificial neural networks, we predict the values of the regression coeffi-
cient and regression power. We also evaluate the effectiveness of different
measurements taken to combat the pandemic situation in India.

The proposed method outperforms the existing techniques for predic-
tion. This, alongside giving an overview and prediction of the COVID19
in India, would help to model future pandemics.

Keywords: COVID19 · Pandemic progress modeling · Covid19
prediction

1 Introduction

The World Health Organization (WHO) declared novel coronavirus 2019
(COVID-19), an infectious epidemic caused by SARS-CoV-2, as a pandemic in
March 2020. As many as 217 countries in the world are halted by the pandemic.
The numbers are still increasing as there is no full-proved tested antidote or
vaccine available to date. Frequent sanitization, wearing a mask, and social dis-
tancing has been ordered as safety measurements across all societies worldwide.
In most parts of the world, lock-down has been accepted as a measurement to
adjourn the community spread. Almost in all the affected countries, the number
of infected and deceased patients has been enhancing at a distressing rate.

The outbreak of every infectious disease parade in certain patterns. Under-
lying such patterns are the transmission dynamics of such outbreaks. To make
a successful prediction of the infection outbreak it is necessary to assess the
transmission dynamics. Any outbreak such as COVID-19 in a country or a large
geographical area usually occurs at different levels of magnitude concerning time.
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There may be various reasons behind that such as seasonal changes, an adap-
tation of viruses over time, or some external factors like precautional measure-
ments.

In essence, it is now worthy to look back and investigate the success of precau-
tional measurements taken in different communities. This investigation can be
useful to make a further prediction to contaminate the spread of the virus. With
the kind of large dataset in our hand, the Machine Learning (ML) based intelli-
gent prediction and diagnosis tools come into play [5]. The day-wise COVID19
spread dataset is in nature a time-series dataset. Time series forecasting method
Long Short-Term Memory (LSTM) network has been adopted by Azarafza et
al. [7] on COVID-19 time series of Iran. Chimmula et al. [8] has applied LSTM
on the COVID-19 time series of Canada. Tomar et al. [4] has applied LSTM on
COVID-19 time series of India.

The mathematical model of epidemics, Susceptible-Exposed-Infectious-
Removed, or popularly known as the SEIR model, has been adopted for cur-
rent COVID-19 epidemic data. SEIR models are hybridized with an ML-based
method. Yang et al. [1] applied SEIR hybridized with LSTM. Tuli et al. [2] and
Pinter et al. [6] hybridized it with Artificial Neural Network (ANN). Pandey et
al. [3] applied SEIR hybridized with the regression model on COVID-19 data of
India.

All these data-driven methods were utilized for forecasting/estimation of the
possible number of positive cases and recovered cases of COVID-19. However,
as the pandemic progresses and different measurements were taken by the gov-
ernment and authorities, a few changes become inevitable. Firstly, the rate of
progress of the epidemic was changing frequently. Essentially, a plain LSTM
technique applied to the number of infected or recovered people is not enough
for successful prediction. The SEIR model can interpret the dependencies among
the suspected, exposed, infected, and removed or deceased cases. But the effects
of preventing measures like social isolation and lock-down are yet to be explored.

In the current work, we propose a model that explores the dependencies
among the numbers of infected and recovered cases. We also take into considera-
tion the external factors like lock-down, the transmission of population, and the
number of tests as well. We use a power growth function to model the cumulative
numbers of infected and recovered people throughout time. The function has a
coefficient, a variable raised to a fixed real number, and an additive constant.
We call these internal parameters. The external parameters are lock-down sta-
tus, the number of people transmitted, and the number of tests. Objective of
our model is to predict number of infection and recovery cases and plateau stage
of the pandemic. We take a holistic approach by taking all these internal and
external parameters to train an ANN. Finally, we predict the internal parameters
under a future condition with the help of the trained ANN.

The manuscript is structured as follows: In Sect. 2.1, we discuss the source
of data and the representation of the dataset in detail. In Sect. 2.2, we discuss
the proposed method in details. In Sect. 3, we apply the method on the dataset
and present the result. In Sect. 4, we discuss the obtained result and present
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a comparative analysis of the result with other methods applied on COVID-19
datasets. In Sect. 5 we present the future work and conclude.

2 Materials and Method

2.1 Dataset Description

COVID-19 related all the data (day-wise cumulative numbers of confirmed (I),
active, deceased, and recovered (R) patients) are collected from the bulletin of
Govt. of India (https://www.covid19india.org/). We present the numbers graph-
ically in Fig. 1.

Fig. 1. COVID19 spread in India

The transmission of people has been a huge factor since the beginning of the
spread of COVID-19 in India. Here, we concentrate only on the inter-state trans-
mission as it is almost impossible to collect a gross approximation of nationwide
local transmissions. Initially, while in the nation-wide complete lockdown merely
few people could make such movements. But in the later phases of lock-downs,
a few special trains were arranged to run inter-state passengers. The number
of such special trains were increased gradually in the unlock phases. Local bus,
inter-state bus services, and private vehicles were also allowed to move from the
later phases, but they have merely moved across states. We have collected and
approximated the data of the passenger transportation from legitimate sources
like Times of India and Hindustan times that are pipelined to Indian railways.
We present the data in Table 1.

2.2 Method

We have assessed that the accuracy of forecasting is compromised because of the
dynamic as well as the temporal nature of the COVID-19 spread. Here we have
the following two things to deal with:

https://www.covid19india.org/
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Table 1. Data of passenger transportation by Indian railways after lockdown period

Date No. of trains

operated

No. of

passenger

(Approx.)

Remarks Reference

12-May-2020 30 30,000 Rajdhani Special

Train

Times of India (May 11,

2020)

01-Jun-2020 230 1,85,000 30 Rajdhani Special

and 200 Express

Special Train

Times of India (May 31,

2020)

12-Sep-2020 310 2,80,000 80 new Special

Express along with

existing 230 trains

Times of India (Sep 5,

2020)

21-Sep-2020 350 3,15,000 40 new clone train

with existing 310

special trains

Hindustan Times (Sep

15, 2020)

Note: Some trains are operated as bi-weekly or tri-weekly

– Usually patterns exhibited in such scenarios are non-linear. So, the system
should be able to capture the non-linear dynamic changes. With the help of
these non-linear systems, we can describe the transmission of such infectious
diseases.

– Prediction not only involves recent past data but also some external seasonal
parameters. Seasonal parameters are those that are subject to change in a
relatively longer duration.

Establishment of the Model. We use the following nonlinear curve to explain
the dynamics of disease spreading

I = αDβ + γ (1)

It is a power growth function where I is the number of people infected or recov-
ered whichever is concerned. D is the number of days and α, β, γ are temporal
constants. Temporal constants are constants but only for a certain temporary
time period. The values of temporal constants will change according to the exter-
nal parameters. The power here, β, largely controls the growth of the function. A
larger value of β, while modeling infected cases, signifies a catastrophic increase
in the number. That means the situation is getting worse. Whereas, β < 1 means
the daily number is decreasing. This is often referred to as the plateau stage of an
epidemic. Mathematically, α and γ are scale factor and offset respectively of the
curve in Eq. 1. In the current scenario, these two temporal constants introduce a
secondary level of variation in I. This makes the prediction results more robust.

We take into consideration three external seasonal parameters: lockdown sta-
tus (LD), number of tests (TS), and transmission of the population (PT ). For
PT , we have relied only upon data shared by the Indian government. Data on
other modes of transmission are not available from any reliable source. We had
to approximate PT due to the limited availability of data.

We divide the whole time-line (right from the day of the first reported case
of COVID-19 in India up to August 31, 2020) into different bins depending upon
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external seasonal parameters. We then fit the observed data in each of the bins
by a nonlinear curve as in Eq. 1. We then assess the values of three dynamic
constants α, β, and γ. The cumulative number of confirmed and deceased cases
at a certain day depends upon the dynamic constants.

The trend of change in the values of the dynamic constants concerning the
seasonal parameters is captured by our proposed model. This is further explained
in the Result and Discussions sections.

Prediction. We predict the number of infected and recovered cases in the
near future by a two-fold method. First, we employ a Recurrent Neural Network
(RNN) to understand the trend in the individual dynamic constants. Then in the
second fold, we utilize an ANN. We train a two-layer regression neural network
with five inputs for predicting a single dynamic variable at a time. Among the
five inputs to the neural network, three are the estimated external constants.
Here we transform the lockdown status (LD), which is a categorical variable,
into one-hot encoded input. Two other inputs to the neural network are the
remaining subset of dynamic constants. For example, while training for α the
input vector is {LD, TS, PT, β, γ}.

We apply the trained ANN with known values of external seasonal parameters
and assess a set of values of the dynamic constants. This time, we use the values
of the dynamic constants which are obtained from the RNN previously. For
example, while predicting α the input vector is {LD́, T Ś, P T́ , β́, γ́}, where are
obtained from the RNNs as outputs. To evaluate the final predicted value, we
have two outputs: one predicted value from the RNN and the other one from the
ANN. We detect the trend of the dynamic constants from the predicted value of
RNN and apply a nonlinear function on RNN and ANN to get the final predicted
values.

3 Result

We have implemented the method on Python 3.6. To build the model, we divide
the whole timespan from 1st March 2020 to 31st August 2020 into eight bins.
The partitioning of the bins depends upon the external parameter lock-down
phase (LD). Here we convert LD into a hot encoded number. In the initial
lock-down phase of 24 days, it was a complete nation wise lockdown, that was
further increased to 55 more days in three more phases. In each of the phases,
some relaxations were added. We put weightage on the strictness of lockdown
phases. So, a higher value of LD means more strictness and a lower value of LD
signifies more relaxations. Based upon the decrement in strictness, we encode the
phases as LD = 1.0, 0.9, 0.8 and 0.7 respectively. The zone-based lockdown was
enforced from 19th May 2020 for 13 days. We encode this period as LD = 0.6.
The unlocking procedure was started on 1st June 2020 and it is continuing to
date in different phases gradually adding relaxations. We have worked upon the
dataset till 31st August 2020 (unlock phase 3). So, we encode these phases as
LD = 0.4, 0.3, and 0.2 respectively. A lot of relaxation were added from the initial
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unlocking phases themselves. So, we deliberately skip LD = 0.5 to emphasize
the differences between lockdown and unlock phases. Now as the bins are ready
for eight different values of LD, we fit the curve formed with the data points
(number of infected people) to the 1 and find out the values of α, β, and γ. We
repeat the same process for the number of recovered people as well. We present
the complete result in Table 2.

Table 2. Formation of the model

Phase Starting

date

No. of days Infected cases Recovered cases

α β γ α β γ

Initial 01-03-2020 24 0.000513 4.363 31.32 0.00348 2.867 2.41

lockdown 1.0 25-03-2020 21 0.000906 4.309 −531.9 3.672e−08 6.398 13.0

lockdown 2.0 25-03-2020 19 0.03119 3.404 −1841 0.001376 3.882 −2482

lockdown 3.0 04-05-2020 15 0.08429 3.231 −1.416e04 8.522e−10 7.173 4567

zone based lockdown 19-05-2020 13 0.009126 3.743 −1.45e04 5.044e−10 7.22 1.419e04

Unlock 1.0 01-06-2020 30 0.000246 4.479 4.078e04 4.045e−07 5.707 2.466e04

Unlock 2.0 01-07-2020 31 6.543e−08 6.113 2.198e05 3.546e−08 6.154 1.119e05

Unlock 3.0 01-08-2020 31 4.145 2.688 −1.403e06 1.773 2.821 −1.492e06

We use the value of α, β, and γ to predict the number of confirmed and
recovered cases during the unlock 4.0 phase. For prediction purposes, we use
both RNN and ANN. From the LSTM RNN, we get the trend of change of
the parameters. Whereas, in the trained ANN we supply the values of external
parameters and alternate temporal constants to get the final predicted values of
α, β, and γ.

Fig. 2. Prediction of confirmed cases in September, 2020
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Fig. 3. Prediction of recovery cases in September, 2020

However, to get an accurate day-wise prediction a smoothening function is
needed to be applied on the curve. To achieve this, we split our test data i.e.
30 days unlock phase 4.0 into three equal-sized bins. Following the trends from
RNN, we gradually change the values of the temporal constants through the
three test phases. As a result, each bin has different values of α, β and γ as
shown in the Fig. 2 and Fig. 3. This gives almost accurate forecasting of the
COVID-19 pandemic all over India. For confirmed cases, the parameter value is
following a trend as, α and γ are increasing and β is decreasing. The waning of β
signifies a decrease in COVID19 cases from mid-September to October. Whereas
in the recovery field, α and γ are decreasing and β is increasing. This indicates
an increment in the recovery rate. As a result, the overall infection rate is going
to reduce.
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Fig. 4. Comparison of RMSE of prediction between our model and LSTM model

4 Discussion

We present a comparative analysis of predictive results from our model and
plain LSTM based approach. We implement an RNN with an LSTM layer in
Python 3.6 and train it with five inputs. We compare the prediction of both
confirmed and recovered cases with the prediction of our model. Figure 2 and
Fig. 3 show the actual cases, LSTM based prediction and Curve fitting with
regression-based prediction for confirmed and recovered cases. As shown in the
figures, the proposed method of a regression model with LSTM and ANN-based
prediction result is closer to actual cases than that of the plain LSTM. Our
proposed model produces a comparatively better result than the LSTM model
for forecasting the COVID-19 pandemic. We also find the Root Mean Squared
Error rate of prediction for both the confirmed and recovered cases done by our
model and plain LSTM based approach. As displayed in Fig. 4 RMSE of our
model is much lower than that of the simple LSTM model.

5 Conclusion

According to the proposed model, given the similar external conditions, the
downward trend of confirmed cases, and the upward trend of recovery cases
are likely to continue for the next thirty days as well. Moreover, we find by
the prediction analysis that, India has passed the peak of the disease and has
achieved the plateau stage. The current research has been conducted with the
available reliable data up to September 2020. And as of December 2020, the
prediction of the proposed model has been promising. Hence the model has the
potentiality to be applied to predict such pandemics in the future.
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Abstract. One of the major causes of cancer-related mortality is col-
orectal cancer (CRC). CRC is the third most frequent cause of cancer
world-wide following lung cancer and breast cancer. So, the diagnosis
of CRC by localization and removal of colorectal polyp has become a
significant public health concern worldwide. The “gold standard” con-
sidered for the early diagnosis of CRC is colonoscopy. During colonoscopy
examination, clinicians examine the intestinal wall to detect polyps.
The methodology is lethargic, expensive and removal of non-cancerous
polyps deteriorates the proficiency of the system. In this study, we
explored vision-based measurement techniques which include image pro-
cessing and computational intelligence for automatic segmentation of
polyps which acts as a primary step for in-vivo malignancy diagno-
sis. We explored and extracted various features such as texture fea-
tures, histogram-based features along with traditional filters from the
colonoscopy frames. The extracted features were trained using five unique
classifiers to provide adequacy of those features. The segmentation out-
put is further refined using a post-processing step. We have also explored
some of the baseline deep learning models for comparative analysis.

Keywords: Colorectal cancer · Polyp · Segmentation · Machine
learning · Deep learning

1 Introduction

Colorectal cancer (CRC) is the third most dominant form of cancer found in
men and women in western countries and is the second highest cause of mor-
tality from cancer. As per the Globocan 2019 report, the CRC cases in India
stands out to be 19,548 deaths out of 27,605 new colon cancer cases and 20,056
deaths out of 24,251 new rectal cancer cases. Moreover, it’s expected to cause
about 44,020 deaths by 2035 [1]. Recently, the development of various sophisti-
cated medical equipment and sensors has increased the frequency of screening
and removal of polyp before they can form into malignant growths. Polyps are
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strange tissue developments in the inner lining of the colorectum. The term col-
orectal malignant growth usually describe colon malignancy, rectum malignancy,
or both. Early diagnosis of CRC is highly treatable with a survival rate of more
than 90% if it is unlikely to spread through lymph nodes in close proximity.
However, the treatment becomes more complex when the disease has spread to
the liver, the lungs, or other organs through the lymph nodes. Colonoscopy is
recommended as an essential approach to manual colorectal screening. During
the examination, a camera is being used to explore the colorectum to detect and
remove the polyp accordingly. Some different variations of polyps are shown in
Fig. 1.

Fig. 1. Different variations of polyps in terms of shapes and sizes.

Automatic diagnosis of polyps using computer-aided techniques is much more
challenging due to the immense variability of polyps with respect to shape, size,
texture, and color [4]. Furthermore, the polyp frames are prone to several arti-
facts such as specular highlights, the bending veins dispersed over the polyps, and
the inadequate illumination that covers the regions of interest. These artifacts
may hinder further processing of the frames and may result in miss-diagnosis of
polyps.

This study aims to create a superior, adaptable, and strong automated polyp
segmentation system by mitigating such artifacts which may become possible in
clinical practice. The normal approach to deal with the diagnosis of CRC is
to conduct traditional screening of the colorectum and removal of polyps using
colonoscopy, which is the decision-making screening tool. However, the removal
of non-cancerous polyps deteriorates the proficiency of the system. Hence, auto-
matic segmentation of polyps acts as a primary step for in-vivo malignancy
diagnosis by incorporating an optical biopsy. The polyp segmentation strategy
can diminish those downsides by structuring the decision support systems (DSS)
to help clinicians to decide the further course of treatment.

The rest of the paper is arranged in the following way. We elaborately dis-
cussed a few recent related research works in Sect. 2 . The proposed framework
is explained in detail in Sect. 3. The detailed experimental evaluation of the
proposed network is in Sect. 4, and the finally concluding remarks are in Sect. 5.
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2 Literature Review

During the last decades, automatic segmentation of polyps from colonoscopy
frames has been an important research subject, and several methodologies have
been proposed. However, the task is still underdeveloped and cannot mitigate
error rates. Deep learning approaches have recently become very common in the
field of medical image analysis. Traditional methods of machine learning gen-
erally uses low-level image processing methods to obtain polyp boundaries. In
[9], authors have used Hessian filters whereas, in [6] authors have introduced
strength of valleys. In another work, [18] have used Hough transform. In [2]
authors have analyzes curvatures of detected boundaries whereas, in [10] con-
centrated on searching for rounded shapes generally associated with polyps. In
[8] authors have proposed a strategy to combine curvature analysis with form-
fitting.

Deep learning (DL) techniques generally uses different layers to progressively
extract higher-level features to train their models from the raw data. Using the
feedback of previous layers, the various layers will learn different data abstraction
before they hit the final layer, allowing the final decision for the class. CNN is
a DL technique which uses different kernels and pooling strategies to extract
complex features from the raw image [14]. In [19] authors have reviewed different
CNN architectures and proposed a calibration technique for the segmentation
of colonoscopy polyps. In [12], CNN is used as an extractor of components for
polyp segmentation in three scales. For each information fix, CNN measures
60 highlights, at which point a completely associated layer with 256 neurons is
used to define each data fix. In addition, the Gaussian channel is used to smooth
outcomes of the division and rising commotion in the wake of conducting CNN.
The suggested strategy in [14] uses a CNN architecture to separate highlights
from RGB patches. A new era of CNN uses deconvolution layers to generate
likelihood maps in picture division assignments. The current approach is achieved
by supplanting with deconvolution a fully related layer and using past layer data
to improve division accuracy. FCN [12] and U-Net [15] are two driving strategies
currently in use. In some applications, the technique of polyp division is a blend
of more than one CNN, called “collection of CNN’s”, to defeat the assorted
variety of forms in polyps and their powers. The suggested technique utilizes
three CNNs to coordinate patches for inputs. It makes use of the policy to
extricate districts of competitors. It then extricates three patch arrangements
around each applicant’s locale and fed them to the related CNN organization.
These three patch arrangements are split according to shading, surface, fleeting
highlights, and shape hints. It also displays the most extreme scores of each of
the three CNNs and the fully connected layer for ordering the patches. CNN
preparation is a difficult issue in clinical applications due to impediments in the
testing of databases.

In this paper, we studied and extracted different hand-crafted features from
the polyp frames. The features are fed into various traditional classifiers for
the segmentation of the polyp region. We have explored different traditional
classifiers to judge the best performing classifier for the polyp segmentation task.
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Fig. 2. Flow diagram of our method.

We also compared the ML techniques to some baseline CNN models specifically
designed for the segmentation task.

3 Proposed Methodology

This section elaborately describes our polyp segmentation method. The workflow
is illustrated in Fig. 2. The steps are elaborately explained in the upcoming
subsections.

3.1 Preprocessing

During the clinical examination, the amount of light reflected from the shiny
surface of the GI tract generates specular highlights [16]. When a light source
falls directly on an object the light is reflected and the camera captures it. This
process creates highly saturated areas in the image termed as specular highlights,
which contributes to the undesirable outliers, making it difficult to further pro-
cess the image. Hence, this effect is very much important to be removed before
further processing. The removal of specular highlights is a multi-step method as
shown in Fig. 3. In the 1st step, the original RGB image as in Fig. 3(a) is con-
verted to greyscale as shown in Fig. 3(b). Next, to detect the specular highlights
from the greyscale image, the image median value (µ) is measured on a greyscale,
which is then multiplied by a weight (W) that was experimentally chosen as 0.3.
The difference between the greyscale image pixels and the median value(µ) will
give a binary specular mask, based on the threshold value(U) which is set to 95,
showing the locations of the specular highlights as in Fig. 3(c). A structuring
element of a morphological structure of size 5*5, 3*3 depending on the thresh-
olded image undergoes multiple iterations. A mask is created, as a result of this
operation. After the dilation of the specular highlighting mask, we reconstruct
the image regions indicated by the mask via an inpainting algorithm, as shown
in Fig. 3(d).
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Fig. 3. (a) Original RGB image (b) Greyscale image (c) Detection of specular highlights
(d) Reconstructed image without specular highlights.

3.2 Feature Extraction

In the subsection, we have discussed about the significant and meaningful hand-
crafted features that were extracted from the pre-processed image. The extracted
features significantly contribute in the prediction of the region of interest (polyp).
The extracted standard features are essentially texture dependent and gradient
dependent. We have eliminated the inessential features to minimize the time and
space complexity. The gradient or edged-based features extracted are: Canny
with kernel size 5, Sobel with kernel size 7, Prewitt, Roberts, Gaussian with
sigma 3, and 7, Median with sigma 3. Such filters were used to get the edge
or gradient information to estimate the difference in the area of polyps and
non-polyps. Some of the texture features that are considered are Local Binary
Patterns (LBP) [13], Gray-Level Co-Occurrence Matrix (GLCM) [17], and His-
togram of oriented gradients (HOG) [7].

3.3 Classification

We fed the extracted features on some commonly used classifiers as a part of
traditional machine learning(ML) strategy. Although SVM appears to be the
most popular classifier and has achieved very good performance in the task of
image segmentation, there are no single methods of classification that outperform
all others on all datasets. So we decided to test some of the different state-of-
the-art classifiers together to assess their output on our dataset. Some of the
standard classifiers that are also considered in this study for comparative analysis
are: Random forest, Decision tree, KNN, and Naive Bayes classifiers.

3.4 Post Processing

Some of the false-positive regions i.e. non-polyp regions were identified from the
segmentation result obtained by different classifiers. To address such drawback,
we have ignored the connected regions with less than 10 pixels and then applying
hole filling operation [11] to get the final mask.
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4 Experimental Results and Discussion

This section evaluates the efficiency of the various traditional ML classifiers
mentioned in the previous section. In Subsect. 4.1, we have described the dataset
used in this study. In the next subsection, we qualitatively and quantitatively
compared the efficiency of the different classifiers along with some baseline pre-
trained CNN models generally used in medical image segmentation. The work
is implemented using Python 3.5.

4.1 Database Description

In this study, we have considered a benchmark public dataset namely CVC-
COLON DB having 300 polyp frames with 574 × 500 pixels [5,6]. Most of the
frames in the dataset are prone to specular highlights. We have divided the
dataset into non-intersecting frames where 70% are considered for training, 10%
for validation, and rest 20% for testing.

4.2 Qualitative and Quantitative Evaluation

Qualitative Evaluation. This subsection demonstrates the effectiveness of
the extracted handcrafted features in the segmentation of the polyps. We have
considered polyp frames showing polyps with different shapes, sizes, directions,
and shades to legitimize the viability of the various techniques. The first row in
Fig. 4 shows the pre-processed images and the ground-truth which are manually
outlined by the experts is shown in the next row, while in the following successive
rows the segmentation results of the different classifiers are shown. In the 3rd
row, we have shown the result of the SVM classifier which outperforms other
traditional machine learning classifiers. In the 4th row, 5th row, 6th row, and 7th
row we have shown the segmented image by Random Forest, Decision Tree, KNN,
and Naive Bayes classifiers. It can be visually perceived that the segmentation
output produced by the SVM classifier agrees well with the ground-truth.

Quantitative Evaluation. This subsection demonstrates the quantitative eval-
uation of the output of different machine learning (ML) classifiers using differ-
ent metrics such as dice coefficient (DS), precision (Pre), and recall (Rec). The
results concerning the comparison of different ML and DL methods are men-
tioned in Table 1. It can be seen that the SVM classifier exhibits the highest
DS amongst the ML classifiers and also Pre and Rec value of SVM is better
than the other traditional ML classifiers. However, the pre-trained DL models
namely U-net [15] and SegNet [3] exhibit the highest DS and Rec. Since tradi-
tional machine learning is very time-consuming to train a model in comparison
to the transfer learning approach, so nowadays transfer learning-based approach
using pre-trained models is used to precisely segment medical images. A flex-
ible decision boundary in the data space has been provided by using different
variety of features which reduces the problem of overfitting and also improves
segmentation performance.
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Fig. 4. Qualitative evaluation of segmentation results Row 1. Pre-processed image Row
2. Ground truth Row 3. SVM classifier output Row 4. Random Forest classifier output
Row 5. Decision tree classifier output Row 6. KNN classifier output Row 7. Naive Bayes
classifier output.

Table 1. Comparative analysis of different ML and DL models on CVC-Colon DB.
(Bold for best performing methods)

ML/DL Model DC↑ Pre↑ Rec↑
SVM 0.67 0.79 0.59

Random Forest 0.63 0.63 0.58

Decision Tree 0.61 0.61 0.55

KNN 0.69 0.67 0.45

Naive Bayes 0.59 0.45 0.67

U-net 0.74 0.76 0.69

SegNet 0.70 0.75 0.66
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5 Conclusion

In this paper, we compared both handcrafted and deep learning-based meth-
ods for automatic polyp segmentation. We have extracted various hand-crafted
features from the polyp frames and evaluated using different traditional ML clas-
sifiers for the segmentation of the polyp region. Each of the evaluated classifiers
was tested by dividing the images into a non-intersecting train, validate and
test set on a publicly accessible dataset. We introduced different classifier char-
acteristics for evaluation purposes, but our goal in designing the classifier was
to optimize the performance metric that is most important in finding the exact
position of the polyp in the image. As illustrated in Table 1, among various clas-
sification techniques, the best classification performance was exhibited by SVM
classifier using traditional machine learning techniques although Deep learning
based approach by pre-trained models like U-net and SegNet. Therefore, we will
aim at reducing the time and complexity of the ML model by enhancing the
feature extraction process.
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Abstract. Band selection of hyperspectral images is a rising research
area. Because of the shortage of the labeled information set of hyper-
spectral imagery, it is additionally challenging task. Band selection prob-
lem can be seen as a two-way problem i.e. optimization of the number
of chosen bands as well as optimization of the chosen bands itself. In
this article, a novel strategy primarily based on Equilibrium Optimiza-
tion (EO) is proposed. The Equilibrium Law of any object acts as the
motivation in favour of this method. This technique suggests a persua-
sive result in assessment with other popular methods like MI (Mutual
Information), WaLuDi (Wards linkage strategy using divergence), TMI
(Trivariate MI), ACO (Ant Colony Optimization), and DE (Differential
Evolution) for different datasets like Botswana, KSC, etc.

Keywords: Hyperspectral · Band selection · Equilibrium
Optimization · Equilibrium pool · Generation rate

1 Introduction

Hyperspectral imagery are described by lots of bands received in adjacent spec-
tral range and slender spectrum interval. A hyperspectral imagery may be con-
sidered as a data dice, wherein the primary dimensions x, y denotes the spatial
coordinate of the image, whereas z direction depicts the range of bands. So, every
pixel in a hyperspectral image represents some spectral information whose size
is equal to the band size of that image. However, due to the huge number of
band dimensionality computation complexity happens to be a crucial bottleneck
for the processing of hyperspectral imagery. Another basic disadvantage present
in hyperspectral images is that hyperspectral data usually contains hundreds
of bands, that are profoundly corresponded. So the data contains significant
information redundancies. Choosing the important bands among a large set of
bands while saving precision is necessary for data transmission and storage of
hyperspectral images.
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Literature survey suggests dimensionality reduction as a popular technique in
the field of hyperspectral image processing to scale down associated image data
volume. The identification of significant bands acts as one of the major contrib-
utors to reduction of dimension. Based on the supply of the dataset, selection
of bands are often of three types: supervised, unsupervised and semi-supervised.
The Mutual information (MI) technique [4] calculates the mutual information
dependence between two independent pixels within the spectral image, that can
be further used to determine the utility of each band to facilitate the selection
of one band over other. Recently researchers have proposed some extraordinary
band determination techniques. Among the various available supervised strate-
gies, in [6] the canonical analysis was been utilized. In maximum variance based
principal component analysis (MVPCA), [6] for dimensionality reduction app-
roach the bands are arranged in sorted order based upon the importance of
each band and the correlation between the bands. Different stochastic based
optimization techniques have also been used in band selection such as Genetic
Algorithm (GA) [12,15], Ant Colony Optimization (ACO) [7,21]. Genetic algo-
rithm based techniques are feature-based method using the wrapper method or
the filter method as fitness function. ACO based techniques [7] is suitable to find
a set of optimized bands. But it prone to be stucked in local minima.

Clonal Selection Algorithm (CSA) has also been utilized as an effective
pursuit methodology. Jeffris-Matusita distance metric is used for reduction of
dimensionality [14] in CSA approaches. TMI (Trivariate mutual information)
and STMI (semisupervised TMI-based) [11] techniques are applied for band
selection using CSA as search method. It is based on the trivariate correlation
between bands and the ground truth map is calculated. However, all of the above
cases required an outsized measure of test information and the method used to
rely upon the training data set. The key issues with the supervised method are
to optimization of no. of bands and to limit the rate of misclassification. Parti-
cle Swarm Optimization (PSO) [9] based technique is a semi-automatic method
where a pair of PSO is used, outer PSO and inner PSO. The external PSO man-
ages the ideal number of chosen bands and therefore the internal PSO manages
the ideal bands. Yet, the computational expense is amazingly high.

The work done by Liu et al. [23] suggests use of Differential Evolution (DE)
for subset generation. The DE method [18] is a simple and efficient method to
solve local minima problem since it employs a differential mutation operator. But
the problem of this method is that selection of key parameters for any particular
problem is little tedious. The Pairwise band determination (PWBS) structure is
a semi-directed procedure in band determination [13]. Another semi-supervised
band selection procedure on the hybrid paradigm is accounted for in [3]. This
hybrid method is a combination of (2D Principal Component Analysis (2DPCA))
and clonal selection.

Because of the inaccessibility of the required prior information, unsupervised
strategies are picking up prevalence. Band selection techniques based on clus-
tering methods of hyperspectral images like WaLuDi (Ward’s linkage strategy
using divergence) [2] or using mutual information (WaLuMI) [2] are unsupervised
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methodology. WaLuDi technique depends on progressive unsupervised cluster-
ing based on mutual information or Kullback-Leibler dissimilarity. Though, some
crucial information twisted because of the destruction of band relationship and
causing loss of physical importance and interpretation of HSI (hue, saturation,
intensity). The multiobjective enhancement method [17] manages the optimiza-
tion of two fitness functions simultaneously i.e. information entropy and number
of selected bands. But, it isn’t exceptionally powerful to eliminate redundan-
cies. Unsupervised split and merge [19] procedure split low connected band
and consolidation high related bands and sub-bands. However, it relies upon
some algorithmic boundaries which again dependent on hyperspectral sensors.
In Fuzzy-PSO (Particle Swarm Optimization) method [5] joins fuzzy with PSO
to improve the exhibition of band choice. Dominant set extraction is another
unsupervised method for band selection prospered in [8]. Different measure met-
ric have been proposed such as CM (consistency measure) [16], IM (information
measure) [10], MI (mutual information) [22].

In this article, we proposed a method on Equilibrium Optimization (EO) [1].
It is based on the control volume mass balance model. Particles with their objec-
tive functions are considered as search agents. This technique can solve the prob-
lems with local minima and also can reduce computational burden. The proposed
method is compared with different well khown methods. OA (Overall accuracy)
and Kappa value for best band combination give convincing results.

This paper is organized as follows: Sect. 1 introduces the domain of hyper-
spectral images with a critical literature survey of some of the recent approaches
in the domain of band selection for the dimensional reduction in hyperspectral
images. Section 2 contains a transient description of the relevant concepts used
in the proposed work. In Sect. 3, the proposed method is described. The different
data sets used for simulation and testing of the proposed methodology is describe
in Sect. 4. Different experiments and analysis of results are also presented in this
section to highlight the efficacy of the proposed approach. The final conclusion
are there in Sect. 5.

2 Prerequisite Methods

This section describes the relevant technique used for the proposed work. It also
explains the other prerequisites used in the proposed approach.

2.1 Equilibrium Optimization

Equilibrium Optimization (EO) [1] is a meta-heuristic optimization based on
dynamic mass balance model in control volume used to estimate the equilib-
rium state. In physics, principle of mass conservation states that, for any closed
system, the total quantity of mass of that system is always constant over time.
The generic mass-balance equation can be represented as a first-order ordinary
differential equation as given in Eq. (1)
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cv
dp

dt
= v ∗ PE − v ∗ Cn + m (1)

where, cv is the control volume, Cn is the concentration in control volume, cv dp
dt

is the amount of change of mass inside the system, v is the flow rate inside and
outside the system, m is the amount of mass generation within cv and PE is the
concentration of a particle at an equilibrium state.

But the above mentioned equation is only meaningful in terms of a specific
region of space, called the control volume. A steady equilibrium state is reached
when cv dp

dt reaches zero. After solving, the Eq. (1) becomes

Cn = PE + (Cn0 − PE) ∗ e−r(t−t0) + (
m

rv
) ∗ (1 − e−r(t−t0)) (2)

where t0 is the initial start time, Cn0 is the concentration of a solution particle,
and r = v

cv is the turn over rate.
In this algorithm, the positions of particles were named as concentrations.

Initial populations in the search space with initial positions can be define as

P initial
i = Pmin + randi(Pmax − Pmin) (3)

where P initial
i is the initial population of the ith particle. Pmin and Pmax are the

minimum and maximum number for the dimension of each particle and n is the
number of particles in the population.

Now, each particle can update its position based on combination of the three
updation rules:

(a) Equilibrium concentration: Select the best solution particles from the
solution set called equilibrium pool. Based on the fitness function, select the
four best-so-far particles and create the equilibrium pool. This pool consists of
another member which is the average of the above mentioned best-so-far particles
as depicted in Eq. (4)

Peqpool = (PE1−1, PE1−2, PE1−3, PE1−4, Pavg) (4)

(b) Direct search mechanism: Each particle in the equilibrium pool acts as
explorer and search in the globally search space to reach in an equilibrium state.
First four particles help in exploration i.e. to choose best solution set and the
average helps in to exploit the best solution among the best solution set.

The exponential term is used to make a balance between exploration and
exploitation which can be represented as

ET = m1sgn(k − 0.5)e
−rT −1 (5)

where m1 is the exploration ability, ET is the exponential term, r is the turn
over rate and sgn(k − 0.5) selects the direction of exploitation and exploration
where k is a random value between 0 and 1.

Time T can be represented as a function of iteration i.e. maxit. So, T can
be represented by equation

T = (1 − i

maxit
)m2

i
maxit (6)
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where maxit is the maximum number of iteration and i is the current iteration,
m2 is the constant value for the exploitation ability.

(c) Generation rate: It is exploiter or solution refiner. It is defined as

GF = Gine
−r(T−T0) (7)

where GF is the final generation rate and Gin is the initial value.

Gin = GRCP (PE − rCn) (8)

GRCP =
{

0.5k1, k2 ≥ 0.5
0, k2 < 0.5 (9)

where GRCP is the generation rate control parameter, k1 and k2 are random
numbers in [0, 1], GP is the generation probability.

Thus the final updating rule used in EO is (combination of three updating
rules (a), (b), (c))

Cn = PE + (Cn − PE) ∗ ET + (
GF

rv
) ∗ (1 − ET ) (10)

which is same as Eq. (2). Here Cn is the is the concentration in control volume, PE

particle chosen randomly, ET is the exponential term, GF is the final generation
rate, r is the turn over rate, v is the flow rate inside and outside the control
system.

3 Proposed Work

Here, we represent a novel band selection strategy depend on EO. The proposed
technique contains of two stages: subset exploration and best solution exploita-
tion. In the subset exploration stage an equilibrium pool of best solution particles
are generated based on the objective function. Here solution particle means the
combination of band numbers. In best solution exploitation, a combination of
bands with the smallest objective value is chosen from the equilibrium pool.

The detail technique of our proposed technique is described in Algorithm1.
Initially n number of population particles are randomly selected and each con-
sists of d number of bands using Eq. (3) (d < total no. of bands). From empirical
study, two constant terms i.e. the exploration ability m1 and exploitation ability
m2 are set to 2 and 1 respectively. Then calculate the objective function value of
each population pi by Eq. (11) and select the four best-so-far particles (in terms
of smallest value of objective function). Form the equilibrium pool with these
four particles along with their average. As stated in [1], less than four particles
degrades the performance of the method and more than four particles will have
the negative effect.

Randomly select any particle from the equilibrium pool as given in step 6.
To make a balance between exploration term and exploitation term exponential
term (ET ) is used as shown in step 7. Here time T is a function of maxit i.e.
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maximum number of iteration. The GRCP (generation rate control parameter)
manages the generation term’s commitment in the updating band number of a
particle. The most important term is the generation rate i.e. GF as it is used to
identify the most promising particle. Now update the combination of bands in
that particular particle using Eq. (10) and cerate a new particle as shown in step
8. Then the fitness value of this new particle are calculated. Particles with smaller
objective function are more suited than the higher one. If the fitness value of
the new particle is lower than the candidates in the equilibrium pool then a new
equilibrium pool is created by selecting the particles with the best fitness value.
This technique carry on until stopping criteria is reached. Stopping criterion is
any one of these two i.e. either operate the algorithm for some specified no. of
iteration or the difference between fitness value of the objective function of two
successive iterations for the best subset is very trivial.

Objective Function:

D(i, j) =

√√√√(
N∑
i

vi − vj)2 (11)

where D(i, j) is the distance between i and j. v(i) and v(j) are pixel wise intensity
values of bands i and j.

Algorithm 1. Proposed Band Selection algorithm
1. Initialization:

– * Set the size of the population n.
– * Set the size of each population (total number of bands in each population) d.
– * Set pi using equation (3) where i = 1, 2, ..., n.
– * Set the exploration ability m1 and exploitation ability m2.
– * Set the maximum number of iteration as maxit.

2. Calculate objective function of each population by equation (11).
3. Choose Peq1−1, Peq1−2, Peq1−3, Peq1−4 among all the populations based on the
smallest fitness value.
4. Calculate Pav = ((Peq1−1 + Peq1−2 + Peq1−3 + Peq1−4))/4
5. Construct the equilibrium pool Peqpool = (Peq1−1, Peq1−2, Peq1−3, Peq1−4, Pav).
6. Randomly choose a population from the equilibrium pool.
7. Calculate T by equation (6), exponential term ET using equation (5), generation
rate control parameter GRCP using equation (9) and final generation rate GF by
equation (7).
8. Update elements of the population by equation (10).
9. Update the equilibrium pool i.e Peqpool.
10. Continue Steps 6 − 10 until the termination condition is satisfied.
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4 Experiment and Analysis

In this area, different tests are conducted on distinctive data sets to demonstrate
the viability of the proposed method. At First, the data sets used in the exper-
iments is presented. Next, the comparative analysis with few state-of-the-art
strategies are appeared and analyzed.

4.1 Illustration of the Different Data Set

To calculate effectiveness of the proposed algorithm, different tests are con-
veyed out on two notable hypserspectral informational data sets in particular,
Botswana and KSC dataset corresponding to the Okavango Delta of Botswana
and Kennedy Space Center of Florida. The datasets are portrayed in the follow-
ing subsections.

Data Set Botswana. Botswana data set contains 145 bands with 1476 × 256
pixels in each bands. The sensor on EO-1 procured data at 30 m pixel resolution
in 242 bands from the 400 nm to 2500 nm portion of the spectrum. Noisy bands
were expelled, and the remaining 145 bands were included within the experiment.
Fig. 1 represents botswana image of a particular band. Table 1 represents 14
identified classes with sample numbers as represented in ground truth map (GT)
used in our experiment.

Table 1. Classes with the corresponding no. of Samples for Botswana Data set.

Class No. of samples Land type

CA1 270 Water

CA2 101 Hippo Grass

CA3 251 FloodPlain Grasses 1

CA4 215 FloodPlain Grasses 2

CA5 269 Reeds

CA6 269 Riparian

CA7 259 Firescar

CA8 203 Island Interior

CA9 314 Acacia Woodlands

CA10 248 Acacia Shrublands

CA11 305 Acacia Grasslands

CA12 181 Short Mopane

CA13 268 Mixed Mopane

CA14 95 Exposes Soils
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Table 2. Classes with the corresponding no. of Samples for KSC data set.

Class No. of samples

CLA1 761

CLA2 243

CLA3 256

CLA4 252

CLA5 161

CLA6 229

CLA7 105

CLA8 431

CLA9 520

CLA10 404

CLA11 419

CLA12 503

CLA13 927

Data Set KSC. The KSC data set, obtained over Kennedy Space Center (KSC),
by NASA, is of size 512 × 614. It comprises of 224 bands of 10 nm width with
frequencies going from 400 nm to 2500 nm. Disposing the bands irritated due to
water assimilation or with low SNR value, 176 bands are utilized for experiments.
In this data set segregation of different land cover is very troublesome due to the
closeness of spectral information for typical vegetation (Fig. 2 and 3). Class names
and corresponding no. of samples to each class are represented in Table 2.

Fig. 1. Sample band of Botswana data set.
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4.2 Explanation of Results:

The execution of the proposed EO based strategy has been compared with that
of MI (Mutual Information) [4], WaLuDi (Wards linkage strategy using diver-
gence) [2], TMI (Trivariate MI) [11], Ant Colony Based (ACO) [7], and Differen-
tial Evolution (DE) [23] based methods. In the proposed technique experiments
are carried out for suitable values of m1, m2 and GP . After several run it is
found that m1 = 2, m2 = 1 and GP = 0.5 are suitable for different hyperspec-
tral data sets. Execution of the proposed method on the above mentioned data
sets are depicted in this paper. In the present experiment, tests are carried out
for distinctive band numbers ranging from 5 to 30 with step size 2.

For the suggested strategy, prime solutions are chosen arbitrarily within a
specified range i.e., for Botswana data Pmin is 1 and Pmax is 176 and for KSC
data the values are 1 and 145 respectively.

Execution of the proposed algorithm is compared with five well known
existing techniques in terms of overall accuracy (OA) and Kappa coefficient
(Kappa) [20]. The value of Kappa coefficient is within the range of [−1,+1]. The
value of Kappa close to +1 means better classification.

A comparison of overall classification accuracy with ACO and DE for the
varying no. of bands on Botswana data set is depicted in Table 3. From this
table, it is clear that the proposed method outperforms the other methods for
all the cases and the proposed method gives the best result for band number 19.
The confusion matrix and corresponding OA and kappa value of the proposed
method for the best result (for band number 19) on Botswana data set are
shown in Table 4. From this table it is noticed that classes C1–C3, C7, C12 and
C14 have well classification accuracy than other classes as their classification
accuracy is 100%. In this article, bold marks represent the best results.

Fig. 2. Kennedy Space Centre image.
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Fig. 3. Sample band of KSC dataset.

A variation of kappa coefficient for varying number of bands is depicted
graphically in Fig. 4. From the given Fig. 4 it is cleared that the proposed
algorithm is performed well than the other two methods.

Different results of KSC (Kennedy Space Centre) data set are depicted in
Table 5. A comparison of OA and Kappa value with ACO and DE for a varying
no. of bands is depicted in this table. For all the bands ranging from 5 to 25
proposed strategy performs better than ACO and DE based methodology. From
Table 5, it is observed that the proposed technique performs well than the other
two methods.

Table 3. Comparison of Overall accuracy between the proposed method, ACO and
DE for distinctive no. of chosen bands for Botswana data set.

No. of bands Proposed ACO DE

OA OA OA

5 89.15 88.62 88.58

7 89.58 89.28 89.01

9 90.91 90.50 90.46

11 91.96 91.25 90.98

13 92.53 91.49 91.21

15 93.28 91.53 91.30

17 94.96 91.90 91.66

19 95.80 92.25 91.83

21 95.49 91.99 91.76

23 94.32 91.82 91.56

25 93.18 91.79 91.31

27 92.88 91.56 91.42

29 92.61 91.39 91.21
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Table 4. Confusion matrix of proposed algorithm on Botswana Data set with 19 bands.

Class No CA1 CA2 CA3 CA4 CA5 CA6 CA7 CA8 CA9 CA10 CA11 CA12 CA13 CA14 Classified Accuracy

CA1 266 0 0 0 0 0 0 0 3 0 0 0 0 0 266 100

CA2 0 101 0 0 0 0 0 0 0 0 0 0 0 0 101 100

CA3 0 2 232 0 0 0 0 6 021 0 0 0 0 0 232 100

CA4 2 0 6 198 0 10 0 0 0 0 0 0 0 0 206 96.11

CA5 2 0 0 17 266 1 0 1 0 0 0 0 0 0 287 92.68

CA6 0 0 13 0 0 265 23 0 0 2 0 0 0 0 303 87.45

CA7 0 0 0 0 0 0 234 0 0 0 0 0 0 0 234 100

CA8 0 0 0 0 3 3 0 201 0 0 1 0 0 0 208 96.63

CA9 0 0 0 0 0 0 0 1 306 0 0 39 1 0 347 88.18

CA10 0 0 0 0 0 0 2 0 6 246 0 0 0 0 254 96.85

CA11 0 0 0 0 0 0 0 0 2 0 303 4 0 1 310 97.74

CA12 0 0 0 0 0 0 0 0 0 0 0 138 0 0 138 100

CA13 0 0 0 0 0 0 0 0 0 0 0 0 267 4 271 98.52

CA14 0 0 0 0 0 0 0 0 0 0 0 0 0 90 90 100

Pixels in Gt 270 101 251 215 269 269 259 203 314 248 304 181 268 95 3315 OA 95.80

P. Accur 98.51 100 92.43 92.09 98.88 98.51 90.34 99.01 97.45 99.19 99.67 76.24 99.62 94.73 Kappa 0.955

A variety of overall classification accuracy for the varying no. of bands is
depicted graphically in Fig. 5. Here execution of the proposed method is better
than other state-of-the-art strategies namely MI, TMI and WaLuDi for KSC
data sets. For the proposed strategy the most excellent execution is obtained
when the number of selected bands is 19.

Fig. 4. Comparison of ACO, DE and the proposed method in terms of Kappa Coeffi-
cient for Botswana data set.
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Table 5. Comparison of OA and Kappa coefficient between proposed method, ACO
and DE for different no. of selected bands on KSC data set.

No. of bands Proposed ACO DE

OA Kappa OA Kappa OA Kappa

5 92.98 .9217 89.47 .8836 90.80 .8992

7 94.18 .9351 91.09 .8988 91.12 .9013

9 94.96 .9218 91.32 .9021 91.49 .9033

11 94.66 .9406 91.88 .9083 91.92 .9088

13 95.11 .9455 92.21 .9166 92.51 .9121

15 95.21 .9461 92.13 .9133 92.29 .9162

17 95.46 .9473 92.29 .9151 92.36 .9179

19 95.72 .9490 92.56 .9169 92.67 .9163

21 95.36 .9461 92.38 .9144 92.28 .9101

23 94.98 .9426 92.22 .9136 92.32 .9156

25 94.61 .9391 92.12 .9128 91.90 .9090

Fig. 5. Comparison of MI, WaLuDi, TMI and the proposed strategy in terms of overall
accuracy for KSC data set.

5 Conclusion

In this paper, a novel band selection procedure is proposed based on Equilib-
rium Optimization in hyperspectral images. Execution of the proposed strategy
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is compared with few well-known techniques like MI, WaLuDi, TMI, (ACO),
and DE based strategies. In terms of overall accuracy (OA) and Kappa coeffi-
cient this proposed strategy appear critical advancement improvement over the
other strategies for the above mentioned hyperspectral data sets utilized in our
experiments.
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Abstract. The commonly used ergonomic posture analysis tools are unable to
measure exact level of risk associated with human body parts, since these tools
exclude several factors, such as uncertainties in the border regions between adja-
cent ranges of inputs, design of work places, characteristic of works, etc. To
capture those uncertainties, a computational methodology is developed for evalu-
ating discomfort level of body parts among the female Sal leaf plate makers using
the Mamdani fuzzy inference system. The modified Nordic questionnaire is used,
subsequently, to measure consistency in collecting responses from the workers.
The body part discomfort (BPD) scale is considered for subjective validation. The
scores achieved from BPD scale and rapid entire body assessment worksheet are
used to act as the input values of the proposed system. Due to some unavoidable
imprecisions associated with the collected data, the membership functions of the
input and output variables of the developed fuzzy system are represented by linear
type fuzzy numbers. To show feasibility and reliability of the proposed methodol-
ogy, a comparison is made between the achieved results and the scores obtained
through fuzzy decision support system using rapid upper limb assessment.

Keywords: Musculoskeletal problem · Sal leaf plate makers · Fuzzy inference
system · Rapid entire body assessment

1 Introduction

In global scenario, musculoskeletal disorders (MSDs) relating to work-cultures are
becoming major concerns for occupational health issues. MSDs are mainly caused due
to injuries in muscles, nerves, ligaments, body joints, vertebral columns, cartilages, etc.
[1]. On the basis of the report of National Institute of Occupational Safety and Health,
work related injuries in several unorganized sectors are gradually increasing with signif-
icant rate [2]. The epidemiological studies on several job sites confirm that prevalence
of occupation-based MSDs among the workers is very high [3]. Working at different
strenuous working postures for a prolonged time is one of the main reasons for gradual
increase of muscle injuries among the workers in several informal units [1].

Managements of manufacturing units are continuously trying to develop healthy
work environments. Modification of the working postures and workplaces can decrease
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the rate of such work-related MSDs. Environment sustainable industries are gradually
growing up in India. Among them,manufacturing of Sal leaf plates is one of the common
occupations of tribals in India [4]. Many female workers are engaged in this occupation.
They perform the job in four steps.At first, they collect Sal leaves fromnearbySal forests.
Later, these Sal leaves are stitched with one another. Subsequently, those are dried in
the Sun light for a few days. Lastly, the final product is made through a semi-automatic
machine [4]. But in performing these jobs, the female Sal leaf plate makers have to
work in several awkward working postures. Also, they are unaware about several risk
factors, such as proper training programs, ergonomically supportedworking instruments,
maintaining proper work-rest cycles, etc. These factors make the whole situation worse.
As a result, the female workers suffer from several musculoskeletal problems. But in
spite of these problems, the female workers are compelled to continue their works due to
their poor economic conditions. Thus the proper analysis ofworking postures turns out to
be an essential process in improving the health of the workers, as these musculoskeletal
problems can be reduced significantly by proper analysis of awkward working postures
and taking precautionary strategies, well in advance [5].

Several ergonomic techniques are available for analyzing working postures of the
workers during their job performances. Among these, rapid entire body assessment
(REBA) is one of the most popular methods that rates the risk level of several body
parts [6]. It is one kind of observational method containing three steps, viz., recording of
working postures, scoring of body parts according to the movements, and identification
of risk levels [6]. But in using REBA, sometimes, the users face difficulties in measuring
the exact value of inputs, such as body joint angles, force/load, etc. corresponding to
several working postures due to computation errors. The visual ambiguity for obtaining
those input values very often creates difficulty for observers to achieve the exact value of
inputs which results inaccurate outcomes. Also, REBA holds sharp boundaries between
two ranges of input parameters and demands exact values of inputs rather than a range
of values [7]. As a consequence, discrepancies occur in the boundary area between the
ranges of input parameters [7]. Also, identification ofmost awkward posture correspond-
ing to a particular job is a major issue faced by users through the process of REBA as
it varies over individuals. Therefore, some sort of discrepancies and uncertainties are
unavoidable with the data which are used in REBA.

Thus, the concept of fuzzy logic becomes very much essential to deal with such
uncertainties. Fuzzy logic is an effective tool for capturing possibilistic uncertainties
and is used to a make proper justifiable decision by resolving the uncertain situations
[8]. It is also an efficient tool to deal with collected data having un-sharp boundaries and
to categorize them by providing justifiable membership values. In the proposed method-
ology, the fuzzy logic approach is introduced to enrich the posture analysis techniques
in evaluating the discomfort of several body parts among female Sal leaf plate makers,
well in advance. The imprecision associated with the input values and sharp boundaries
between the ranges of the input parameters is unified with fuzzy logic for diminishing
the human errors for obtaining most acceptable input values.

Fuzzy logic was successfully implemented by Azadeh et al. [9] for assessing perfor-
mance of an ergonomic system. Majumder et al. [10] used fuzzy reasoning to analyze
risk factors associated with several body parts in construction sites. Later, Rivero et al.
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[11] used fuzzy logic in the process of rapid upper limb assessment (RULA) to analyze
workers’ risk factors. A unified fuzzy system was developed by Golabchi et al. [12]
to analyze the awkward working postures using RULA. Further, Debnath et al. [13]
generated a fuzzy system in evaluating the occupational risk of different body parts in
construction sites. Later, Pavlovic-Veselinovic et al. [14] developed an inference sys-
tem for evaluating work-related MSDs. A fuzzy decision support system (FDSS) was
developed by Kadhim [15] for diagnosing workers’ back pain problems. Again, fuzzy
inference system was implemented in assessing risk for occupational health and safety
by Ilbahar et al. [16]. Samiei et al. [17] introduced fuzzy logic to identify risk factors for
low back pain. A fuzzy-based framework was proposed by Gul [18] for assessing occu-
pational risks in the field of health and safety. Later, a fuzzy logic model for checking of
quick exposure of work-related musculoskeletal risk was proposed by Kose et al. [19].
Ghosh et al. [7] developed a FDSS using RULA to resolve inexactness relating to the
working posture analysis.

In this study, a Mamdani fuzzy inference system (MFIS) [20] is generated to evalu-
ate the level of discomforts associated with different body parts of female Sal leaf plate
makers corresponding to several working postures. The modified Nordic questionnaire
(MNQ) [21] was used for collecting information towards work-related musculoskeletal
risk factors, and subjective perception was noted by body part discomfort (BPD) scale,
which are considered as the primary data for the proposed methodology. Due to some
inevitable uncertainties and inexactness associated with the collected data, the member-
ship functions (MFs) of the input and output variables are represented by linear type
fuzzy numbers. To establish the application potentiality and reliability of the proposed
method, Pearson’s correlation coefficient (PCC) [22] is evaluated.

2 REBA

REBA [6] is one of the most widely used observation-based methods because of its sim-
plicity, accessibility, and validity. In this process, at first, awkward working postures are
selected from freeze photographs or video recordings. Then these postures are analyzed.
The stepwise procedure for analyzing a working posture through REBA is summarized
as follows:

Step 1.At first, Trunk score, Neck score, Leg score is computed based on body joint
angles, and is put into Table A [6, 23] to get Posture score A. Then, Score A is found by
adding the score corresponding to Force/load with the Posture score A.

Step 2. In this step, the scores corresponding to Lower arm, Upper arm, Wrist are
computed according to their body joint angles, and is put into Table B [6, 23] to get
Posture score B. Then, Score B is obtained by adding Coupling score with Posture score
B.

Step 3. Further, Score C is achieved by putting Scores A and B in Table C [6, 23].
Finally, REBA score corresponding to that posture is found by adding Activity score
with Score C.

The whole process of REBA is summarized in Fig. 1.
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Fig. 1. REBA.

3 Data Collection and Analysis

At first, a team was built to observe the female Sal leaf plate makers from several units
during their job performances. The main job of the team was to observe the workers’
workloads, duration of works, awkward working postures, etc. After careful observation
for a few days, 100 female workers from different units with at least two years of work
experiences are taken as subjects. After administrating the notion of MNQ and BPD
scale to the workers, the data are collected from them, and are thoroughly analyzed.
Finally, the information throughMNQand scores obtained usingBPDscale is considered
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for the proposed methodology. Here, it is to be mentioned that responses to several
questions are provided by the workers through MNQ using linguistic terms, which are
itself possibilistic in nature. As a result, some sort of uncertainties and imprecisions are
inherently included within the collected data. To deal with these types of imprecision
corresponding to the linguistic terms, all crisp inputs for the proposed methodology are
fuzzified to suitable trapezoidal fuzzy numbers (TFNs) [10].

Here, some photographs of awkward sitting positions of Sal leaf plate makers are
presented in Fig. 2.

Fig. 2. Some awkward sitting positions of Sal leaf plate makers.

4 Proposed Methodology

In this article, anMFIS [8, 10] is generated to evaluate discomfort scores of body parts of
female Sal leaf plate makers. In MFIS, at first, input and output variables are selected on
the basis of areas of application. Next, the uncertainties associated with those variables
are captured by converting them to suitable fuzzy numbers, which, subsequently, are
used in the inference engine to obtain one or more fuzzy sets defined on some relevant
universe of discourses. Finally, defuzzifications are performed on the inferred fuzzy sets
to find the desired result of the whole inference system.

The step wise procedure of the proposed methodology is presented below.



96 B. Ghosh et al.

Step 1. Here, an MFIS is designed with two inputs and one output parameter.
Discomfort Rating (DR) and REBA Score (RS) in the universe of discourses, X , and
Y , respectively, as inputs; and Discomfort Score of Body Part (DSBP) in the universe
of discourse Z , as output are considered to evaluate discomfort associated with different
body parts corresponding to several awkward working postures. The input values of DR
and RS associated with a discomfort prone body part are the average of the BPD scale
score values and average REBA scores corresponding to different awkward working
postures, respectively. Due to the uncertainties associated with the collected data, TFNs
are considered to express MFs of input and output variables.

Step 2. Rule base defines the relation of input parameters with the output parameter
to act as the pillar of an MFIS. The kth(k = 1, 2, . . . , r) rule of a rule base [10, 24] is of
the following form:

Rulek : If x is Qk
DR and y is Qk

RS then = Qk
DSBP, (1)

where Qk
DR,Qk

RS , and Qk
DSBP are the qualitative descriptors of DR,RS, and DSBP,

respectively, for the kth(k = 1, 2, . . . , r) rule and x ∈ X , y ∈ Y , z ∈ Z .
Step 3. The firing strength, γ k , for the kth(k = 1, 2, . . . , r) rule of the proposed

method [10], which illustrates the degree to which the kth rule satisfies the given inputs,
is evaluated using fuzzy intersection as

γ k = min [max (FDR(x) ∧ Qk
DR(x)), max (FRS(y) ∧ Qk

RS(y))], (2)

where FDR, and FRS are two fuzzy inputs in the form of TFNs corresponding to the
input variables DR, and RS, respectively.

Step 4. Fuzzy output, DSBPk , for the kth(k = 1, 2, . . . , r) rule is evaluated as
follows:

DSBPk(z) = γ k ∧ Qk
DSBP(z). (3)

Step 5. Fuzzy union is operated to aggregate the outputs through the k number of
rules as follows:

ADSBP(z) = ∨r
k=1 DSBP

k(z). (4)

Step 6. The final output, DSBP, is evaluated through the defuzzification method,
viz., centroid of area as follows:

DSBP =
∑n

i=1 ADSBP(zi).zi
∑n

i=1 ADSBP(zi)
, (5)

where zi ∈ Z , i = 1, 2, . . . , n are n quantization of Z .
It is to be mentioned here that the higher value of the output parameter, DSBP,

corresponding to a body part, signifies more severe condition of that body part and
suggests enhanced precautions of that body part.

A flowchart of the proposed methodology is presented in Fig. 3.
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5 Evaluation of DSBP Among Female Sal Leaf Plate Makers
in India

Based on the collected data from workers, seven body parts, viz., neck, trunk, lower
back, leg, wrist, lower arm and upper arm are identified as the most discomfort prone
body parts. After careful observation of the observation team for a few days, 10 awkward
working postures, some of which are shown in Fig. 2, are selected where the female Sal
leaf plate makers spent most of their time during job performances. The score through
BPD scale and REBA worksheet corresponding to those discomfort prone body parts
are presented in Table 1 and Table 2, respectively. TheDSBP of the female Sal leaf plate
makers through MFIS are evaluated below.

The universe of discourse of DR, RS, and DSBP is considered as the closed interval
[0, 10]. Since, the maximum score through BPD scale cannot exceed 10, all the input
values ofDR fall in the aboveuniverse of discourse.But, the rangeof score throughREBA
worksheet corresponding to different body parts is different. Thus, all the score through
REBA worksheet corresponding to different body parts are normalized within [0, 10],
and hence, the input values of RS fall in the above mentioned universe of discourse.
For example, according to REBA worksheet, REBA score of neck for Posture-a is 1 as
the neck bending angle is found as 14 degrees. Similarly, REBA scores of neck for the
remaining postures are evaluated and presented in Table 2. The average REBA score of
the neck is found as 1.6, whereas, the maximum REBA score of neck can be 3. Thus,
the crisp value RS corresponding to the neck is evaluated as 5.3. Similar processes are
followed to evaluate the crisp values of RS corresponding to remaining body parts. The
crisp values of DR and RS corresponding to the above mentioned discomfort prone
body parts are presented in Table 3. Further, each score is fuzzified to a suitable TFN,
as shown in the same Table 3, by keeping the score value as the centre point of that
TFN. Five linguistic hedges, viz., Very High, High, Medium, Low, and Very Low are
defined on the universe of discourse for the input and output variables. The respective
TFNs corresponding to the above mentioned linguistic hedges, as shown in Fig. 4, are
as follows:

<7, 8, 10, 10>, <5, 6, 7, 8>, <3, 4, 5, 6>, <1, 2, 3, 4>, and <0, 0, 1, 2>.
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Collection of data from MNQ and BPD scale.

Data analysis.

Selection of consistent data.

Selection of input (  & ) and output ( ) parameters.

MFIS

Selection of MFs for input and output parameters.

Formation of rule base.

Assessment of rules’ firing strength.

Evaluation of fuzzy output of each rule.

Aggregation of outputs.

Defuzzification of the aggregated output.

of female Sal leaf plate makers.

Fig. 3. Diagram of proposed methodology.

In evaluating DSBP, the rule base of the proposed MFIS consists of 25 if-then rules,
as presented in Table 4.

After generating the rule base, DSBP of female Sal leaf plate makers, which is the
final output of the proposed methodology, is evaluated by following the processes from
Step 3 to Step 6 and is shown in Table 5.

To ensure applicability of the developed methodology, PCC is calculated between
the above results and the assessed score values obtained through FDSS using RULA,
and are presented in Table 6.
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Table 1. Score through BPD scale corresponding to discomfort prone body parts.

Score through BPD scale

Body part Posture Average

a b c d e f g h i j

Neck 6 7 7 8 7 7 7 6 7 8 7

Trunk 7 7 8 9 7 9 9 8 8 8 8

Lower back 8 8 9 10 9 9 10 9 8 10 9

Leg 6 7 6 8 7 6 8 7 7 8 7

Upper arm 3 4 3 3 4 2 4 2 2 3 3

Lower arm 2 3 2 2 3 1 3 1 1 2 2

Wrist 4 5 4 4 5 4 4 3 4 3 4

Table 2. REBA score corresponding to discomfort prone body parts.

REBA score

Body part Posture Average

a b c d e f g h i j

Neck 1 2 1 2 2 2 2 1 1 2 1.6

Trunk 3 3 3 3 3 3 3 3 3 3 3

Lower back 3 3 3 3 3 3 3 3 3 3 3

Leg 4 1 4 4 4 1 1 1 1 1 2.2

Upper arm 2 2 3 3 2 3 2 2 2 3 2.4

Lower arm 1 1 1 1 1 1 1 1 1 1 1

Wrist 2 2 2 2 2 2 2 2 2 2 2

5.1 Comprehensive Discussions

From the achieved results, it is found that the highest value of DSBP is 8.7334, which
corresponds to lower back. Without proper ergonomic seating arrangement, the female
Sal leaf plate makers are compelled to perform their jobs in several awkward sitting
postures for a prolonged time. Thus, lower back is mostly discomfort prone body part
of the female Sal leaf plate makers. Trunk stands just below from lower back in Table
5 with DSBP of 8.0238. Trunk carries very high risk in making of Sal leaf plates, as
this portion of the body part is supposed to be bent at most of the time. Consequently,
the female Sal leaf plate makers suffer from several kinds of spinal problems. The high
value of DSBP corresponding to leg signifies the high risk level of postural discomfort.
The female workers have to work in several static positions where the legs are situated in
several swatting positions. Also, sometimes, legs do not receive sufficient blood flow due
to muscle compression in sitting postures for prolonged time. DSBP of neck is found as
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Table 3. Input values of the proposed methodology.

Body part DR RS

Crisp value Fuzzified value Crisp value Fuzzified value

Neck 7 <6, 6.5,7.5, 8> 5.3 <4.5, 5, 5.5, 6>

Trunk 8 <7, 7.5, 8.5, 9> 6 <5, 6, 6, 7>

Lower back 9 <8, 8.5, 9.5, 10> 6 <5, 6, 6, 7>

Leg 7 <6, 6.5, 7.5, 8> 5.5 <5, 5.3, 5.7,6>

Upper arm 3 <2, 2.5, 3.5, 4> 4 <3, 4, 4, 5>

Lower arm 2 <1, 1.5, 2.5, 3> 5 <4, 4.5, 5.5, 6>

Wrist 4 <3, 3.5, 4.5, 5> 6.7 <6, 6.5, 7, 7.5>

0 1 2 3 4 5 6 7 8 10
0
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0.3
0.4
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Fig. 4. MFs corresponding to the linguistic hedges representing DR/RS/DSBP.

Table 4. Rule base of the developed MFIS.

DSBP

DR RS

Very High High Medium Low Very Low

Very High Very High Very High Very High High Medium

High Very High Very High High Medium Low

Medium Very High High Medium Low Low

Low High Medium Low Very Low Very Low

Very Low Medium Low Low Very Low Very Low

7.5175 which also establishes the higher level of strain in that body part. Due to working
in several bending postures, neck muscles may sometimes be strained which causes to
several kinds of neck pains, and consequently, the female workers face discomfort in
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Table 5. DSBP of the female Sal leaf plate makers.

Body part DSBP Membership grade

Neck 7.5175 High: 0.4825
Very High: 0.5175

Trunk 8.0238 Very High: 1

Lower back 8.7334 Very High: 1

Leg 7.6909 High: 0.0985
Very High: 0.9015

Upper arm 2.931 Low: 1

Lower arm 3.3655 Low: 0.6345
Medium: 0.3655

Wrist 6.2226 High: 1

Table 6. PCC between final results and achieved FDSS scores using RULA.

Body part DSBP Score through FDSS on RULA PCC

Neck 7.5175 4.9 0.8878

Trunk 8.0238 4.73

Lower back 8.7334 4.73

Leg 7.6909 5

Upper arm 2.9310 3.3

Lower arm 3.3655 3.49

Wrist 6.2226 5.07

moving their heads frequently. TheDSBP of the upper arm is obtained as 2.931 which is
the least. Thus, upper arm of the female workers carries low postural risk in performing
their daily jobs.

PCC between final results and achieved FDSS scores using RULA establishes the
reliability of the proposedmethod. The positive value of PCC also signifies the steadiness
and strength of the proposed processes in evaluating the discomfort level of the body
parts of female Sal leaf plate makers. It is worth mentioning that the developed method
is more reliable than the existing method [7], since this process includes the workers’
opinions of together with REBA under fuzzy environment. But FDSS using RULA [7]
does not consider the opinions of workers.

6 Conclusions

Through the proposed study, a computational methodology is developed to evaluate the
discomfort level of body parts of workers which will be helpful to them in taking extra
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precautions on postural risk associated with different body parts, well in advance. The
outcomes of the proposed researchwork identify themost affected body parts, viz., lower
back, trunk, leg, neck, etc. of female Sal leaf platemakerswith their causes of discomfort,
which will be helpful in spreading the health awareness in the whole community. Most
of the female Sal leaf plate makers are from poor economic backgrounds. Thus, in spite
of having pain in different body parts, they are bound to carry out their jobs. Based on
the achieved scores through the proposed method, some instructions can be suggested
to the workers to reduce discomforts associated with their body parts, viz., sitting on
ergonomically supported stools during their works, maintenance of proper workloads
and examination of their work-rest cycles, etc. Further, the proposed methodology may
also be helpful to authorities in taking proper safety measures of the workers, which
will play a major role in the economic growth of those units by developing ergonomic
friendly working environments.

It is hoped that the proposed methodology may be applied to assess the discomfort
level of body parts among the workers who are involved with some other fields of manu-
ally handled jobs in different manufacturing industries. In that case, the input parameters
may vary according to the context of the job. Finally, the proposed study provides a com-
putational path between fuzzy logic and the existing methods for evaluating postural risk
levels in different body parts, which may explore an extensive range of research scopes
in the field of computations, mathematics, and ergonomic studies.

Some of the research scopes for future studies are summarized as follows:

• Here, according to the context of jobs, two input parameters (DR and RS) are con-
sidered for generating the MFIS. But, depending on the collected data and contexts,
more input parameters can be taken into account in developing MFIS, which may
strengthen the rule base of the inference system.

• In this article, the fuzzy inputs are taken in the form of TFNs. But depending on
different contexts, triangular fuzzy numbers, Gaussian fuzzy numbers, etc. may be
considered to tackle imprecisions related to inputs.

• The proposed method can also be extended in several fields of applications under
intuitionistic fuzzy, Pythagorean fuzzy, q-rung orthopair fuzzy, and other variants of
fuzzy environments.

Acknowledgements. The authors are grateful to all the female Sal leaf plate makers for partic-
ipating in the study. The authors appreciate the reviewers’ feedback on improving the quality of
the manuscript.
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Abstract. Object detection in natural scenes can be a challenging task. In many
real-life situations, the visible spectrum is not suitable for traditional computer
vision tasks. Moving outside the visible spectrum range, such as the thermal spec-
trum or the near-infrared (NIR) images, is much more beneficial in low visibility
conditions, NIR images are very helpful for understanding the object’s material
quality. In this work, we have taken images with both the Thermal and NIR spec-
trum for the object detection task. As multi-spectral data with both Thermal and
NIR is not available for the detection task, we needed to collect data ourselves.
Data collection is a time-consuming process, and we faced many obstacles that
we had to overcome. We train the YOLO v3 network from scratch to detect an
object from multi-spectral images. Also, to avoid overfitting, we have done data
augmentation and tune hyperparameters.

Keywords: Multispectral images · RGB · NIR · THERMAL · YOLO · Object
detection · DCNN ·MAP · IoU

1 Introduction

In the last couple of decades, the field of computer vision has grown considerably. In
terms of efficiency, pace, and scalability, many complex tasks such as object detection,
localization, segmentation, and natural scene understanding have received a significant
boost, particularly after implementing deep learning approaches such as convolutional
neural networks [1]. However, deep learning approaches rely heavily on the availability
of abundant quantities of data of good quality. Although visible light provides informa-
tion close to what the human eye processes, it is unable to provide useful information
in some cases. In a foggy atmosphere or a setting where the lighting is low, RGB sys-
tems can not provide adequate details, so there is a need for alternate imaging systems
if such conditions have a fair chance of occurring. Thermal infrared imaging is also
one such reliable device because since it captures heat signatures, infrared informa-
tion can be independent of the efficiency of the light source(s). In warm environments,
however, thermal infrared imaging can suffer and is based on costly camera hardware.
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Near-infrared cameras have been found to perform efficiently in situations that can not
be used by RGB cameras due to lighting conditions, such as foggy environments. For
night-time conditions, near-infrared (nonvisible) illumination may also be introduced.
Therefore, if we can integrate the additional information from Near-infrared and Ther-
mal spectra into different deep learning tasks along with our existing visible spectra, it
is expected to work better as the model gets more information on any object than the
only visible spectrum. There are many [2] datasets available for classification purposes,
but there are very few in the Multi-spectral domain. In Table 1, some of the well-known
multi-spectral datasets have been mentioned. However, on these three spectrums, vis-
ible, near-infrared, and thermal, there are no datasets available publicly for the object
recognition task.

So in this work, we have collected some Multi-spectral (RGB, NIR, and Thermal)
natural scenes. The collected dataset not only brings into the learning process three
different spectrums, but also other similar variables thatworkwith different sensors, such
as different focal lengths, viewpoints, noise sensitivity, resolution of images, sharpness,
and so on. The main objectives of this paper are

1. Prepare a dataset of multi-spectral images, which contains RGB, Thermal, and NIR
spectrum, of the same scene with annotation of 10 classes in YOLO and Pascal VOC
format. The classes are as follows: Car, Motorcycle, Bicycle, Human, Building,
Bush, Tree, Sign-board, Road, Window.

2. Prepare an augmented dataset of the dataset mentioned above, which followed the
above format and classes.

3. Study of various object detection models where we have mainly focused on three
YOLO models.

4. Using the YOLO v3 network, we have trained our dataset in three ways as follows:

a. Thermal
b. RGB and Thermal
c. RGB, NIR, and Thermal

5. Discuss the performances of those models on the mentioned dataset and analyze the
overall performances.

Some significant researches, [3–6] has been performed for object detection purposes
on Multichannel Convolutional Neural Networks over the past decade. A related philos-
ophy is still used in Multi-spectral imaging; however, the Multi-spectral imaging frame-
work is very diverse. For instance, multi-spectral imaging inmedicine [7] helps diagnose
retinopathy and macular oedema until it affects the retina. It is used in surveillance for
broad scanning areas [8] as well as for facial recognition because face recognition algo-
rithms on Multi-spectral images [9] are found to work better. Multi-spectral data in the
agriculture sector helps detect the variety [10] and chemical composition [11] of differ-
ent plants which are useful for plant health monitoring, nutrient [12], water status, and
pesticide requirements [13]. Multi-spectral data is also useful in detecting defects in the
food processing industry [14], hazardous compounds in the chemical industry [15], etc.
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The rest of the paper is organized as follows. In section “Experiment setup” we have
briefly explained the data set collection and annotation process. In the next section, we
have discussed the result and analysis performed on the YOLO v3 model performed on
the collected data. The conclusion and future work has been discussed in the last section.

Table 1. Some of the Multi-spectral images datasets

Authors Year Type Spectrum

Takumi et al. [16] 2017 Street Images RGB, NIR, MIR,
FIR

Ha et al. [17] 2017 Street Images RGB, Thermal

Aguilera et al. [18] 2018 Natural Images RGB, NIR

Alldieck et al. [19] 2016 Street Images RGB, Thermal

Brown et al. [20] 2011 Natural Images RGB, NIR

Choe et al. [21] 2018 Natural Images RGB, NIR

Davis et al. [22] 2007 Natural Images RGB, Thermal

Hwang et al. [23] 2015 Natural Images RGB, Thermal

Li et al. [24] 2018 Natural Images RGB, Thermal

2 Dataset Preparation

2.1 Dataset Collection

Image data within the specific wavelength ranges, captured using instruments which are
sensitive to a particular wavelength or with the help of some filters by which the wave-
lengths may be parted, is called Multispectral Images. Our multi-spectral image dataset
includes RGB, NIR (750–900 nm) and Thermal (10410–12510 nm) spectrum images.
The difference in reflectivity of some particular objects, combined with decreased dis-
tortion and atmospheric haze in the NIR wavelength, helps to get details of the objects
and the visibility is often improved [32]. In Thermal images, more heated objects are
visualized well against less heated objects in the scene regardless of day-night or haze
[33]. The details of the capturing devices are given below:

• Visible Spectrum: Nikkon D3200 DSLR Camera with Nikkon AF-S 3.5–5.6 G
standard lens

• Near Infrared Spectrum: Watec WAT-902H2 Camera, 24 mm lens ( SV-EGG-
BOXH1X), Schnieder 093 IR Pass Filter (830 nm)

• Thermal Spectrum: FLIR A655SC Thermal Camera
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The raw image dataset containing multi-spectral images for the same scene is not
readily available. No standard dataset is available freely related to the present work.
There exist several available datasets either containing RGB, and NIR images [44] or
RGB and Thermal images [43] for the same scene and also their annotation format is
not uniform. As the required dataset is not available, we are forced to collect our dataset.

The most challenging part of our work is preparing the same scene’s dataset having
natural images in three spectrums. We have collected 1060 images for each spectrum in
the present work and totalling 3180 images of the 1060 scene.

2.2 Data Splitting

We have three spectral image datasets which we had collected on our own for the devel-
opment of multi-spectral image data sets which are not readily available. We have used
this dataset for object detection of 10 classes. The classes are Car, Motorcycle, Bicycle,
Human, Building, Bush, Tree, Sign-board, Road, Window. The whole dataset is divided
for each spectrum into six-part. One part out of six-part is completely kept separated for
testing purposes so that we can understand the performance of our model. Left five parts
are divided into 8:1 ratio for training and validation purposes. To increase the amount of
data, we use the data augmentation technique, and those data are used only for training
purposes. The test set consists of one complete scenewhich is not included in the training
or validation set and 10% data of the training set.

2.3 Augmentation

As the collection of data is highly time-consuming and we need a significantly large
amount of data to feed the deep neural network (DCNN) [36–39], we have taken the
help of the data augmentation technique [26]. These are themost commonly usedmethod
for increasing the volume of the dataset significantly. It helps to reduce overfitting, to
bring diversity in data, and to regularize the model. We have used Flip, Rotation, Scale,
Crop, Translation, and Gaussian noise-based data augmentation techniques to randomly
increase the volume of the dataset. Those augmentation techniques are standard and help
to bring diversity in data substantially (Fig. 1).

Fig. 1. Randomly translated NIR image and randomly rotated RGB image from our augmented
dataset
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2.4 Annotation

The most important thing to be done before feeding the data to a deep neural network
(DCNN) is annotation. Among the various annotationmethods, we have used the bound-
ing box technique. For completing the annotation, we have taken the help of labelling
tools [29]. It is an open-source, free tool used for annotation in the bounding boxmethod.
As we have to feed the dataset to the YOLO v3 model, we have saved the annotations
in darknet format (Fig. 2).

Fig. 2. Annotation in bounding box method using LabelImg tools

3 Result and Analysis

The natural scene is clicked randomly by three cameras simultaneously for the same
scene multi-spectral dataset. All the images are pre-processed and taken together. Anno-
tation is done for all the images, and then we split the dataset into train and test set.
After augmentation, all the regular and augmented images and annotation of train part
are being fed to the YOLO v3 network for training. The test portion images which are
unknown to the model is used for detection. The whole process is presented in Fig. 3.

3.1 Experiment Setup

Among different existing object localization technique, YOLO and its variations are
used heavily in the present days. YOLO v1 is a regression-based algorithm which uses
the Darknet framework. YOLO v1 has several limitations as a result of the utilization of
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Fig. 3. The proposed work

the YOLO v1 is restricted. It is unable to identify the tiny objects if they have appeared
as a cluster. In the interest of improvement of the YOLO v1 network and overcome the
limitations of YOLO v1, YOLO v2 [26] is developed. That incremental improvement
of YOLO v2 or YOLO 9000 is termed as YOLO v3 [27]. The importance of an object
detection algorithm isweighted by how accurate and quickly it can detect objects. YOLO
v3 has done a great job and left every object detection algorithm behind in terms of speed
and accuracy. It has everything to use for real-time object detection [34, 35]. We have
selected the YOLO v3 model architecture for our training purpose. The training was
done on a LINUX (Ubuntu 18.04 LTS) Operating system having 4 GB NVIDIA GPU
(GeForce GTX 1050 Ti) which helped us to train faster. Also, all the codes have been
written and compiled in PyTorch environment. To evaluate the performance of themodel,
we have used the AP (Average Precision) and mAP (Mean Average Precision) [40] as
a metric with IoU = 0.5. As an optimizer, we have used Adams Optimizer and fixed
the learning rate into 7*10-4. Firstly, we have trained only the THERMAL dataset, then
THERMAL and RGB dataset together and finally we have trained THERMAL, RGB,
and NIR together. For each training, we train our network with 380–400 epochs.

3.2 THERMAL Image Dataset Training

To measure the performance of the model, in Thermal dataset, we have kept one scene
entirely out of training and validation purpose, which is used for testing the performance
of the model. For testing, we have used 212 images. On the Thermal dataset, we get the
mAPIoU=0.5 = 53.4%, which is comparable to YOLO v3 results on COCO [42] dataset.
The results are given in the tabular form, and examples of detection are given below:
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Table 2. AP is calculated at the IoU threshold of 0.5 of all classes on the Thermal dataset and
mAP@0.5 are given in the table.

Class AP50

Car 67.1

Motorcycle 43.5

Bicycle 5.5

Human 21.4

Building 61.5

Bush 62.6

Tree 79.3

Sign-board 27.5

Road 73.4

Window 92.5

mAP50 53.4

If we closely observe the above table (Table 2), which indicates the result obtained
from the test set of Thermal images, we will find that the AP50 value of bicycle class too
low because the number of samples of that particular class was significantly less. Other
classes are giving a moderate AP50 value, whereas the window class is giving the highest
AP50 value. The result depends on the scene’s temperature, as the camera automatically
normalizes the overall scene temperature if it finds a temperature a considerable variance
of temperature (like some burning object, sky scene, etc.). The overall mAP50 is quite
satisfactory, and it is comparable to the YOLO v3 mAP for the COCO dataset. The
detection of the object on test samples are given below (Fig. 4):

Fig. 4. Object detected on Thermal Images from test set. Non-maximal Suppression = 0.5,
Confidence Threshold = 0.75, IoU = 0.5
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3.3 RGB and THERMAL Image Dataset Training

As discussed, to measure the model performance of RGB and Thermal dataset, we
have kept one scene completely out of training and validation purpose, which is used
for testing the performance of the model. For testing, we have used 240 images. No
training set data is used for testing. On Thermal dataset we get the mAPIoU=0.5 = 46.4%.
The results are given in the tabular form, and examples of detection are given below
(Table 3):

Table 3. AP is calculated at the IoU threshold of 0.5 of all classes on RGB, and the Thermal
dataset and mAP@0.5 are given in the table.

Class AP50

Car 69.9

Motorcycle 52.6

Bicycle 59.4

Human 78.3

Building 23.4

Bush 35.4

Tree 48.4

Sign-board 14.5

Road 51.4

Window 30.5

mAP50 46.4

Adding RGB images with Thermal images for training shows a significant change in
the AP50 of every class. Here a drastic change is noticeable in AP50 for the bicycle class,
because of increased visibility due to the visual spectrum. Although AP of some classes,
like sign-board, got reduced by a significant margin. This thing happened due to the
imbalance in the number of classes. The overall mAP50 = 46.4% is a good achievement
for multi-spectral classes. The examples of detection of objects on RGB and Thermal
images using this model is presented below (Fig. 5):

3.4 THERMAL, NIR and RGB Dataset Training

We tried to observe and work on improving the performance of the YOLO v3 model
on the Multi-spectral dataset. To measure the model performance of the Multi-spectral
dataset, we have kept one scene completely out of training and validation purpose, which
is used for testing the performance of the model. For testing, we have used 170 images.
On Thermal dataset we get the mAPIoU=0.5 = 43.4%. The results are given in the tabular
form, and examples of detection are given below (Table 4):
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Fig. 5. Object detected on RGB and Thermal Images from test set. Non-maximal Suppression=
0.5, Confidence Threshold = 0.4, IoU = 0.5

Table 4. AP is calculated at the IoU threshold of 0.5 of all classes on Thermal, NIR, and RGB
dataset, and mAP@0.5 are given in the table.

Class AP50

Car 30.9

Motorcycle 55.1

Bicycle 61.5

Human 45.8

Building 39.4

Bush 40.7

Tree 31.5

Sign-board 47.1

Road 50.0

Window 31.8

mAP50 43.4

After training the model with RGB, NIR, and Thermal images, the performance is
slightly reduced. As we started adding more spectral images, the overall performance
started to reduce, but each class’s AP became stable. TheAP50 of all classes is moderate,
and no class has got significantly reduced AP50. The class car has got the least AP50
= 30.9%. The overall mAP50 = 43.4%. Using our model, the object detection result is
shown below (Fig. 6):

Although the training of only the Thermal image dataset gives a quite good output on
the test set the output of the multi-spectral dataset is not that bad. As we started adding
different spectral images, the performance started degrading (Table 5).

Mean Average Precision values of only Thermal images are reasonably good. For
onlyThermal images,mAP50= 53.4%.ThemAPofRGBandThermal images is 46.4%.
Whenwe add onemore spectrum (i.e., NIR), themAP is reduced to 43.4%. The accuracy
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Fig. 6. Object detected on NIR, RGB and THERMAL Images respectively from test set. Non-
maximal Suppression = 0.5, Confidence Threshold = 0.4, IoU = 0.5

Table 5. Comparison of performance on the different spectral dataset

Input Spectrum mAP50

Thermal 53.4

RGB and Thermal 46.4

RGB, NIR, and Thermal 43.4

of the models lowers, as we append more spectral image datasets. The performance is
reduced due to less visibility and less differentiable pixel values of Thermal and NIR
images. More accuracy can be obtained by increasing the volume of the dataset by a
large margin.

First of all, we know that thermography depends on the heat emitting from the object.
The object emitsmore heat ismore clearly visible. In the case of anRGB image, the object
is detected depending on the pattern and the structure. Moreover, for the NIR image, it
depends on the reflectivity of certain objects. For some objects, the AP increase but, in
some cases, it decreases. Low AP for Bicycle class for only thermal image signifies that
the lower temperature of the class Bicycle as the data collected in the winter season, and
it started increasing when we add RGB and NIR spectrum respectively. The AP of some
objects like Road decreases when we addmore spectrum because the model is extracting
more complex features from different spectrums. For some objects like Sign-board, it is
shown that after adding RGB, it decreases significantly while adding the NIR spectrum
it increases. This is because of the class imbalance in our dataset, which will be adjusted
before publishing the dataset publicly.

4 Conclusion and Future Work

Firstly, we have collected data on multi-spectral natural images. The spectral bands
included Thermal, NIR, and RGB. After collecting and pre-processing the data, we
annotate them. To avoid overfitting and increase the amount of data, we perform data
augmentation. When the dataset is ready to feed into the network, we prepare the YOLO
v3 model to perform training. After training multiple times and tuning hyperparameters,
we conclude with the aforementioned results and detection examples.



Multispectral Object Detection with Deep Learning 115

Our model performance gives a brief outline that the multi-spectrum dataset can be
used for object detection. Although the model’s performance is not so outstanding, it can
be improved by performing better hyperparameter tuning and adding more data into the
dataset. The main problems of this dataset are class imbalance and less amount of data.
As the dataset has a significantly less amount of data, we had to deal with the model’s
overfitting. As the instances per class fluctuate very sharply, the model unable to give
optimal results. As the number of spectrum increases, the model struggles to perform
well. This happens due to a lack of data and class imbalance. In the COCO dataset, we
have seen a considerable amount of data with a very large number of instances for a
single class, which helps the model perform much more accurately.

In the future, we can increase the amount of data that can handle the class imbalance.
We can merge three spectrum images in a single image called image registration. Here
we can feed a network with five layers (RGB = 3, NIR = 1, Thermal = 1, totalling =
5) of data at a time, which can help us to improve accuracy. Not only object detection,
but we can also use the merged data for object material detection, object temperature
detection as well. The model performance can be improved significantly by introducing
an ensembling among the different state of the art models [45]. After some processing
and adding more images into the dataset, the whole dataset will be made public for
research purposes.
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Abstract. This article presents algorithm for c-means clustering under
Pythagorean fuzzy environment. In this method Pythagorean fuzzy generator is
developed to convert the data points from crisp to Pythagorean fuzzy numbers
(PFNs). Subsequently, Euclideandistance is used tomeasure the distances between
data points. From the viewpoint of capturing imprecise information, the proposed
method is advantageous in the sense that associated PFNs not only consider mem-
bership and non-membership degrees, but also includes several other variants
of fuzzy sets for information processing. The proposed algorithm is applied on
synthetic, UCI and two moon datasets to verify the validity and efficiency of the
developedmethod. Comparing the results with the fuzzy and intuitionistic fuzzy c-
means clustering algorithms, the proposedmethod establishes its higher capability
of partitioning data using Pythagorean fuzzy information.

Keywords: Data clustering · Fuzzy c-mean clustering · Pythagorean fuzzy sets ·
Unsupervised learning

1 Introduction

Cluster analysis [1] is an efficient tool to classify data in such amanner that homogeneous
data remain in the same cluster and heterogeneous data lie in different clusters. Through
cluster analysis the data are classified based on two aspects [2], viz., assigning each
element or object to only one cluster, and finding number of clusters.

In unsupervised learning, clustering is a fundamental process. This tool is extensively
used in different domains of sciences, like pattern recognition, data mining, machine
learning, image processing, banking, web clouding, information retrieval, etc. Clustering
analysis is performed through two different techniques, viz., hierarchical and partitional
clustering methods.

Hierarchical clustering [3] method generates a hierarchical tree of clusters. It is
performed through two approaches, agglomerative and divisive [4]. Partitional clustering
method provides c-partitions of a set of data points using iterative processes, where c is
a predefined number of clusters [5].

Fuzzy logic [6] is a powerful tool to deal with imprecision associated with real life
data. In crisp clustering one cluster is assigned for an object, but in fuzzy clustering [7]
more than one cluster may be assigned with some associate membership degree.
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Fuzzy c-means (FCM) clustering (FCMC) [8], introduced by Bezdek (1981), is
most commonly used method in partitional clustering. It is a combined method of k-
means clustering [9] and fuzzy logic [6]. In FCMC algorithm [8], an objective function
consisting of membership value to a cluster of an object and distances from objects to
the centroids of respective clusters is minimized.

Intuitionistic fuzzy (IF) set (IFS) [10, 11] is an important generalization of fuzzy
sets. Besides membership value, another value, called non-membership value, is added
to that set. It attracted many researchers to work in various areas of engineering and
science, like edge detection, pattern recognition, data mining, segmentation, etc. In
2010 Xu and Wu introduced intuitionistic FCM (IFCM) [12]. In that method, FCMC
process is extended to IFCM clustering (IFCMC) using IF distance measure [13]. More-
over, in FCMC method [8], the p dimensional data point xk is expressed in the form(
xk1 , xk2 , . . . , xkp

)
, but in IFCMC each membership and non-membership degrees asso-

ciated with each xki takes into account. Thus the data points in this case are presented in
the form

((
xk1 , μk1 , νk1

)
,
(
xk2 , μk2 , νk2

)
, . . . ,

(
xkp , μkp , νkp

))
.

In many cases, the dataset is not given in the form of FS or IFS. So, it becomes diffi-
cult to assign exact membership value to each data point. In 2011 T. Charita proposed a
new algorithm based on IFS, called ‘novel IFCM’ clustering algorithm [14] by consid-
ering entropy based objective function. Several clustering algorithms based on IFS are
performed in the literature [15–18]. In 2018 Lohani [19] pointed out the convergence of
the IFCMC method. Bustince et al. [20] developed an IF generator (IFG) by imposing
certain conditions on fuzzy complement functions.

Pythagorean fuzzy (PF) set (PFS) [21] is an extension of IFS with simultaneous
consideration of membership as well as non-membership values subject to the constraint
that the square sum of membership and non-membership values must not exceeds 1. Due
to this later condition, PFS becomes more capable and powerful tool to handle uncertain
and vague data than IFSs.

Further, it becomes difficult to measure distances for assigning clusters to the data
in a precise way, due to the imprecision involved with the available data. From this
viewpoint, this article introduces c-means clustering algorithm using PFSs, viz., PF c-
means (PyFCM) clustering algorithm. The concept of IFG [20], is extended in PF context
to develop PF generator (PFG). Convergence of PyFCM clustering algorithm has been
proved. Modified partitional coefficient (MPC) [22] and Xie-Beni (XB) [23] indices for
cluster validity [24] are used for validation of PyFCM clustering. With these indices a
comparison result between PyFCM method, FCM and IFCM techniques is shown.

2 Preliminaries

In this section somebasic conceptswhich are required in developing the proposedmethod
are discussed.

Definition. [21] Let X be a discreate universal set with X = {x1, x2, . . . , xn}. The set A
defined on X is said to be a PFS if it can be written as.

A = {(x, μA(x), νA(x)) : x ∈ X },
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where μA : X → [0, 1] and νA : X → [0, 1] represent membership and non-
membership functions of x ∈ A with 0 ≤ μ2

A(x) + ν2A(x) ≤ 1 for all x ∈ X .

The degree of hesitancy is defined by πA(x) =
√
1 − μ2

A(x) − ν2A(x).

So, clearly (μ, ν, π) satisfies the equation, μ2 + ν2 + π2 = 1.

2.1 Distance Measure Between Pythagorean Fuzzy Sets (PFS) [25]

Let P1 and P2 be two PFSs defined on X = {x1, x2, . . . , xn}. Distance between P1 and
P2, is given by.

d(P1,P2) =
(

1

2n

∑n

i=1

(
μ2
p1(xi) − μ2

p2(xi)
)2 +

(
ν2p1(xi) − ν2p2(xi)

)2+
(
π2
p1(xi) − π2

p2(xi)
)2)

1
2

.

2.2 FCM Clustering

FCMC [8] is an unsupervised learning process to combine k-means clustering algorithm
and fuzzy logic. As like k-means clustering algorithm, FCMC algorithm also follows an
iteration process. This process is based on a predefined number of clusters. In this algo-
rithm an object is assigned to clusters with some membership values. FCMC algorithm
is based on minimizing an objective function. A mathematical description for FCMC is
described below.

min Jm(U ,V ) =
∑n

i=1

∑c

j=1
umij d

2(Xi,Vj
)

such that

∑c
j=1 uij = 1 ∀1 ≤ i ≤ n

uij ∈ [0, 1]. ∀1 ≤ i ≤ n, 1 ≤ j ≤ c∑n
i=1 uij > 0 ∀1 ≤ j ≤ c

where = {X1,X2, . . . ,Xn} ⊂ R
p, p is the dimension of the space, n and c rep-

resents the number of samples and clusters, respectively. m is weighting exponent.
V = {V1,V2, . . . ,Vc} represents the set of centroids of c number of clusters; uij desig-
nates the membership value of ith data point, Xi, in jth cluster, Vj; d

(
Xi,Vj

)
represents

the Euclidean distance between Xi and Vj in Rp.

3 PyFCM Clustering Algorithm

In this section PyFCM clustering technique is introduced by extending FCMC method
under PF environment. In the proposed method n data points having p features are
considered, which are expressed in the form of PFSs. So, the dataset contains n data
points, each of them having p tuples, and each tuple is structured with a triple, (μ, ν, π).
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Now, the generalized least squared errors functional, Jm(U ,V ), [8] is used under PF
environment to minimize the Euclidean distances between data points as follows:

Minimize Jm(U ,V ) =
n∑

i=1

c∑

j=1

umij d
2(Xi,Vj

)

such that

∑c
j=1 uij = 1 ∀ 1 ≤ i ≤ n

uij ∈ [0, 1]. ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ c∑n
i=1 uij > 0 ∀ 1 ≤ j ≤ c,

(1)

where X = {X1,X2, . . . ,Xn}, Xi = (
xi1, xi2, . . . , xip

)
with each xij having the form of

PFN; V = {V1,V2, . . . ,Vc} represents c number of clusters centroids; uij designates
the membership value of ith data point in jth cluster, Vj; m(> 1) signifies an weight
exponent; d

(
Xi,Vj

)
represents Euclidean distance between Xi and Vj in PF format.

To minimize the functional Jm, Lagrange multiplier method [26] is applied.
It is worthy to mention here that membership matrix U would be upgraded at every

iteration by finding optimal solution of Eq. (1). Let the solution at the t th iteration is
found as

utij = 1

∑c
k=1

(
d2(Xi ,Vj (t))
d2(Xi ,Vk (t))

) 1
m−1

; and cluster centroid, Vj(t) =
(
μt
Vj

, νtVj , π
t
Vj

)
, where

μt
Vj (xl) =

⎛

⎜
⎝

∑n
i=1

(
utij

)m
μ2
Xi

(xl)

∑n
i=1

(
utij

)m

⎞

⎟
⎠

1
2

, νtVj (xl) =
⎛

⎜
⎝

∑n
i=1

(
utij

)m
ν2Xi (xl)

∑n
i=1

(
utij

)m

⎞

⎟
⎠

1
2

;

π t
Vj (xl) =

⎛

⎜
⎝

∑n
i=1

(
utij

)m
π2
Xi

(xl)

∑n
i=1

(
utij

)m

⎞

⎟
⎠

1
2

∀1 ≤ j ≤ c, 1 ≤ l ≤ p. (2)

The process of updating is terminated when
∑c

k=1
d(Vk (t),Vk (t+1))

c < ε.

3.1 Convergence of PyFCM Clustering Algorithm

Here the convergence of PyFCM clustering algorithm is verified through the following
theorem:

Theorem. Let φ : MFc → R is given by φ(U ) = Jm(U , v), where MFc represents the
collection of n× c order matrices with the elements uij ∈ [0, 1], satisfying the condition∑c

j=1 uij = 1,∀1 ≤ i ≤ n;∑n
i=1 uij > 0,∀1 ≤ j ≤ c and v ∈ (R3

)cp
, then φ attains

strict local minimum value at U ∗ iff U ∗ is derived from Eq. (2).
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Proof: Let uij = z2ij,∀i, j and Z =
[
z2ij

]

n×c
. So,

∑c
j=1 z

2
ij = 1,∀1 ≤ i ≤ n.

Using Lagrange’s multipliers λ = (λ1, λ2, . . . , λn), let

L(Z, λ) =
∑n

i=1

∑c

j=1
z2mij d2(Xi,Vj

)−
∑n

i=1
λi

(∑c

j=1
z2ij − 1

)
. (3)

Now, if φ minimizes at (z∗, λ∗), then ∂L(z∗,λ∗)
∂λi

= 0 and
∂L(z∗,λ∗)

∂zij
= 0.

So,
c∑

j=1

(
z∗ij
)2 = 1 and 2m

(
z∗ij
)2m−1

d2
(
Xi,Vj

)− 2λ∗
i

(
z∗ij
)

= 0.

i.e.,
(
z∗ij
)2 =

(
λ∗
i

md2(Xi,Vj)

) 1
m−1

.

Consequently,
(
z∗ij
)2 = ∑c

k=1
1

(
d2(Xi ,Vj)
d2(Xi ,Vk )

) 1
m−1

, and so

u∗
ij =

c∑

k=1

1
(

d2(Xi ,Vj)
d2(Xi ,Vk )

) 1
m−1

.

Conversely, considering Eq. (3), the Hessian matrix HL(U ∗) of order nc × nc is
constructed as follows:

Taking 2nd order partial derivative of L(Z, λ) w.r.t. zst at (z∗, λ∗), it is obtained that.

∂
∂zst

(
∂L(z∗,λ∗)

∂zij

)
=
{
2m(2m − 1)

(
z∗ij
)2m−2

d2
(
Xi,Vj

)− 2λ∗
i for s = i, t = j

0 otherwise
Thus HL(U ∗) becomes a diagonal matrix whose entries are calculated as follows.

Let

αj = 2m(2m − 1)
(
z∗ij
)2m−2

d2
(
Xi,Vj

)− 2λ∗
i

= 2m(2m − 1)
(
u∗
ij

)m−1
d2
(
Xi,Vj

)− 2λ∗
i

= 2m(2m − 1)d2
(
Xi,Vj

)

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∑c

k=1

1

(
d2
(
Xi ,Vj

)

d2
(
Xi ,Vk

)

) 1
m−1

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

m−1

− 2m

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1

∑c
k=1

(
1

d2
(
Xi ,Vk

)

) 1
m−1

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

m−1

= 4m(m − 1)

⎡

⎢
⎣
∑c

k=1

(
1

d2
(
Xi,Vk

)

) 1
m−1

⎤

⎥
⎦

1−m

∀1 ≤ i ≤ n. (4)

Now, fromEq. (4) it is found that there are n distinct eigen values, each ofmultiplicity
c. also αj > 0 implies HL(U ∗) is positive definite.

Hence φ attains strictly local minima at U ∗.

3.2 Pseudo-Code for PyFCM Clustering Algorithm

Step 1: Fix c,m, ε,X . Define t as an iteration count. Set t = 0, and initially choose
arbitrary c numbers of cluster centroid, V (0) from the dataset X .

Step 2: Calculate (t) = (utij)n×c, where.
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a) utij = 1

∑c
k=1

(
d2(Xi ,Vj (t))
d2(Xi ,Vk (t))

) 1
m−1

, when d(Xi,Vk(t)) > 0 for all i, k with 1 ≤ i ≤ n,

1 ≤ j ≤ c, 1 ≤ k ≤ c.
b) If there exists any i, k such that d(Xi,Vk(t)) = 0, then utik = 1 and utij = 0 for all

j �= k.

Step 3: Calculate V (t + 1) = {V1(t + 1),V2(t + 1), . . . ,Vc(t + 1)} using Eq. (2).
Step 4: If S(t, t + 1) = ∑c

k=1
d(Vk (t),Vk (t+1))

c < ε, then stop. Else return to step 2
for next iteration t + 1.

Note. Jm depends on U and V ; and U depends on V , so, if S(t, t + 1) < ε, then
|Jm(t) − Jm(t + 1)| < ε.

A flowchart for describing the proposed algorithm is presented in Fig. 1.

3.3 Cluster Validity Index [24]

Cluster validity index (CVI) is the most important part of clustering techniques. It mea-
sures intra cluster similarities and inter cluster dis-similarities. Using CVI, the optimal
number of clusters is found. Two well-known processes for calculating validity index
are described below.

Modified Partitional Coefficient (MPC) [22]. MPC is calculated using mean value of
Euclidean distance betweenmembership values and the centres of the fuzzy c-partitions.
It is modified from a crisp measure or CVI, viz., partition coefficient (PC), which is used
to evaluate competing fuzzy partitions of X . Dave [22] presented MPC to overcome the
drawback of tending monotonically increasing trend of PC index for cluster numbers, c,
as follows:

VMPC(c) = 1 − c
c−1 (1 − VPC(c)),

where VPC(c) = 1
n

∑n
i=1
∑c

j=1

(
uij
)2.

The optimal solution is given by c∗ = arg max
2≤c≤n−1

VMPC(c).

Xie-Beni Index (XB) [23]. To evaluate quality of clustering, XB index is generally
used. Considering geometrical features of clusters, it can validate fuzzy partitions. Sepa-
rateness and compactness of clusters are calculated byXB index through finding distance
between inter clusters and deviations of intra-cluster. It is given as

VXB(c) = Jm(U ,V )

n.min d2
i,j

(Vi,Vj)
=

Jm(U ,V )
n

Sep(V )
,

where Jm represents compactness measure and Sep(V ) designates the separation
measure.

The optimal solution is given by c∗ = arg min
2≤c≤n−1

VXB(c).

Above two validity indices are used in the context of PyFCM algorithm for finding
optimal number of clusters.
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Fig. 1. Flowchart for PyFCM Algorithm

3.4 Data Processing

For clustering a given dataset, if the available data are in the form of PFSs, the proposed
method can be applied directly. However, the data available at UCI machine learning
repository, synthetic datasets are in the form of crisp numbers. Thus, the conversion of
data in PF format is essential to apply the proposed algorithm. To convert real dataset
into fuzzy dataset the following method is generally followed:

Let X = (x1, x2, . . . , xn) be an n un-labeled dataset. The membership values
corresponding to the given data points are defined below.

μX (xi) = xi − min xi
max xi − min xi

, (5)

Now, to convert fuzzy numbers to PFNs, a technique developed by H. Bustince et al.
[20] for IFSs is extended to generate PFNs in the following Subsection.

3.5 Pythagorean Fuzzy Generator

As like IFG [20], fuzzy complementary function is used as a PFG to generate PFNs from
fuzzy numbers.

Definition. A function ψ : [0, 1] → [0, 1] is said to be a PFG if ψ(x) ≤ √
1 − x2 ∀x ∈

[0, 1]. So, ψ(0) ≤ 1 and ψ(1) = 0.

Thus, for a fuzzy set A = {〈x, μA(x)〉|x ∈ X }, a PFS can be generated using PFG as.
P = {〈x, μA(x), ψ(μA(x))〉|x ∈ X } = 〈x, μP(x), νP(x)〉, say,
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where νP(x) represents non-membership value of x ∈ X in P.
There are several fuzzy complements which can act as PFG. In this article Yager

class of fuzzy complements [27] is used as PFG with the form

cα(x) = (
1 − xα

) 1
α , 0 < α ≤ 2. (6)

It is to be noted here that in the case of IFG [20], the values of α lies in 0 < α ≤ 1.
Whereas, in the case of PFG the range of α is extended to (0, 2]. Since, the construction
of ν and π largely depend on the value of α, it becomes more convenient for PFNs than
IFNs to find best results through clustering technique by tuning α within the range (0,2].

4 Experimental Results

The developed methodology for PyFCM clustering is applied on synthetic datasets, UCI
datasets and two moon dataset. All the experiments are worked out using the software
MATLAB 2018a. The default value of weighting exponent m is taken as 2 in all the
computational cases [24].

4.1 Synthetic Datasets

Six types of synthetic datasets [19], viz., Two spirals, Cluster in Cluster, Corner, Half-
Kernel, Crescent & Full moon and outliers, which are generated using the software
MATLAB 2018a are taken into consideration to illustrate the developed algorithm. The
descriptions about datasets are presented graphically through Fig. 2.

All the datasets are now converted into PFSs using PFG as described in Eq. (6)
by varying the value of α ∈ (0, 2]. The developed PyFCM clustering algorithm is
then executed on the newly generated PFNs. The cluster validity indices are calculated.
Achieved results togetherwith the results achieved by performing FCMC [8] and IFCMC
[12] algorithms are presented in Table 1.

4.2 UCI Datasets

Two types of UCI datasets, viz., Iris, Haberman’s survival datasets are considered
from machine learning repository of UCI (available at: https://archive.ics.uci.edu/ml/
index.php). As synthetic datasets, UCI datasets both are given in the form of crisp val-
ues, so those numbers are converted into PFSs using PFG as described in Eq. (6) by
varying the value of α ∈ (0, 2]. The developed PyFCM clustering algorithm is then
executed on the newly generated PFNs. The cluster validity indices are calculated and
the achieved results along with the results achieved through FCMC [8] and IFCMC [12]
algorithms are presented in Table 2. In addition, the achieved results obtained from Iris
dataset through the above mentioned methods are categorically presented in Fig. 3.

4.3 Two Moon Dataset

The proposed method is further applied on two moon dataset. This dataset is a two-
dimensional dataset of 300 points which are generated through MATLAB 2018a. The
pictorial presentations of the original dataset, results achieved through FCMC, IFCMC
and PyFCM clustering are provided, successively in Fig. 4.

https://archive.ics.uci.edu/ml/index.php
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Fig. 2. Six type of Synthetic Datasets

Table 1. Results of Synthetic datasets

Dataset Method Parameter XB MPC

Two spirals FCM c = 2 0.2666 0.4098

IFCM c = 2, α = 1 0.2666 0.4098

PyFCM c = 2, α = 2 0.2675 0.4242

Cluster in clusters FCM c = 2 0.6404 0.3206

IFCM c = 2, α = .05 0.6543 0.3218

PyFCM c = 2, α = 2 0.2544 0.5019

Corners FCM c = 4 0.1421 0.4742

IFCM c = 4, α = .1 0.1149 0.4172

PyFCM c = 4, α = 1.7 0.1755 0.4844

Half-Kernel FCM c = 2 0.3258 0.4115

IFCM c = 2, α = .25 0.3290 0.4115

PyFCM c = 2, α = 2 0.3027 0.4502

Crescent and Full moon FCM c = 2 0.2781 0.4344

IFCM c = 2, α = .85 0.2730 0.4374

PyFCM c = 2, α = 2 0.2145 0.4707

Outliers FCM c = 4 0.1994 0.5648

IFCM c = 4, α = .95 0.2000 0.5652

PyFCM c = 4, α = .1 0.2698 0.5801
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Table 2. Results of UCI datasets

Dataset Method Parameter XB MPC

Iris FCM c = 3 0.1751 0.6137

IFCM c = 3,
α = .95

0.1797 0.6138

PyFCM c = 3,
α = 1.4

0.1574 0.5977

Haberman’s FCM c = 2 0.2464 0.4362

IFCM c =
2, α = .1

0.2000 0.5657

PyFCM c =
2, α = .1

0.1782 0.6137

(i) (ii)

(iii) (iv)

Fig. 3. Results on Iris dataset: (i) original image (ii) clustered using FCMCmethod (iii) clustered
using IFCMC method (iv) clustered using PyFCM clustering method.



128 S. Gayen and A. Biswas

(i) (ii)

(iii) (iv)

Fig. 4. Results on two moon dataset; (i) original image (ii) clustered using FCMC method (iii)
clustered using IFCMC method (iv) clustered using PyFCM clustering method.

5 A Comparative Analysis

The results achieved through developed PyFCM clustering are compared with FCMC
[8] and IFCMC [12] methods using MPC [22] and XB [23] indices.

It is to be noted here that FCMCmethod is applied after normalizing the given dataset
using Eq. (5). Subsequently, XB index and MPC values are evaluated for comparison
purpose.

For Synthetic datasets, it is observed from Table 1 that the XB value is lower for
Cluster in cluster, Half-kernel, Crescent and Full moon datasets in PyFCM clustering
method than FCMC, IFCMC methods. For Two spirals, Corners, Outlier datasets, XB
value is higher in PyFCM clustering method than IFCMC and FCMC methods. But
MPC value of PyFCM clustering method is higher than IFCMC and FCMCmethods for
all datasets. This fact justifies that the developed PyFCM clustering method is superior
to IFCMC and FCMC methods for clustering Synthetic datasets.

Regarding UCI Datasets, it is evidenced from Table 2 that the MPC value is higher
for Haberman’s dataset and slightly lower for Iris dataset in PyFCM clustering method
in compere to IFCMC and FCMC methods. But XB value is lower for both the datasets
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in PyFCM clustering method than IFCMC and FCMC methods, which justifies the
superiority of the proposed PyFCMclusteringmethod than IFCMCand FCMCmethods.

Also, better clustering is found when the proposed PyFCM clustering method is
applied on two moon datasets. From Fig. 4 it is easily understood that best clustering is
performed through the proposed method than both IFCMC and FCMC methods.

6 Conclusions

The newly developed PyFCM clustering algorithm possesses the capability of cluster-
ing real datasets through the newly developed PFG. The advantage of using PyFCM
clustering algorithm is that the associated PFSs consider membership as well as non-
membership degrees, so that uncertainties associated with the datasets are captured
efficiently. To assess the effectiveness of the developed algorithm, six types of synthetic
datasets, two types of UCI datasets and two moon datasets are used. Comparisons with
existing methods reflect superiority of the developed method. In future, the developed
clustering algorithm may be applied for data mining, image processing, pattern recog-
nition, etc. Further this method may also be extended to hesitant PF, q-rung orthopair
fuzzy and other advanced domain of fuzzy variants for performing proper clustering of
datasets.
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Application of a New Hybrid MCDM Technique
Combining Grey Relational Analysis

with AHP-TOPSIS in Ranking of Stocks
in the Indian IT Sector

Swagata Ghosh(B)

Indian Institute of Management Shillong, Shillong, India

Abstract. Ranking of stocks based on an ever-increasing number of financial and
technical indicatorswith varying success rates in predicting the future performance
of the stocks both in the short and in the long run, is a major decision problem for
financial analysts and it involves applying certain weightage or degree of impor-
tance to some of the criteria i.e. stock performance indicators relative to others.
The multi-criteria decision problem of ranking of stocks for portfolio construc-
tion have been approached by several trading analysts and researchers in the past,
using different Multi-Criteria DecisionMaking (MCDM) techniques. The present
paper proposes a novel and hybrid MCDM techniques that combines three of the
most popularly used techniques: the Grey Relational Analysis (GRA), Analytic
Hierarchy Process (AHP) and Technique of Order of Performance by Similarity to
Ideal Solution (TOPSIS) and this new hybrid MCDMmethod has been applied to
the problem of ranking 8 stocks from the Indian IT sector in order of preference of
inclusion in a portfolio based on the stock performance indicated by Price-to-Book
Value Ratio, Price-to-Earnings Ratio, Return on Equity (ROE), Momentum (%),
MACD(12,26,9) and 125-day Rate of Change (ROC) metric. The novelty of the
proposed hybrid model lies in the unique step-by-step approach to combining the
three existingMCDMmethods. Application of the GRA compares the alternatives
based on actual quantitative parameters. Thus, the relative weights of the decision
matrices are not formulated based on any individual’s assumption or opinion.

Keywords: MCDM methods · Grey Relational Analysis · Analytic Hierarchy
Process (AHP) · TOPSIS · Portfolio construction · Ranking of stocks

1 Introduction

Ranking of stocks for portfolio construction is a very important aspect for financial
analysis and there are several financial ratios and technical indicators which are used by
analysts to rank the stocks in order of their future potential.Many of these stocks financial
and technical indicators have become popular over the years due to their relatively higher
success rates in predicting the returns from the stocks both in the short and in the long
run. Over the years, the number of financial and technical indicators, as well as the
number of financial instruments has exponentially increased, because any combination
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or variation of the existing financial and technical indicators can be used by analysts
and researchers to come up with newer ones. This has led the analysts to stumble upon
the confounding question: which financial and technical indicators must be used to
measure the performance of the stocks, that is, based on which financial and technical
indicators, stocks must be compared and good performing stocks must be selected for
the portfolio. This brings us to formulate this question of selection of stocks based on
multiple performance metrics into a multi-criteria decision problem. There are several
Multi-Criteria Decision Making (MCDM) methods which have been used by trading
analysts and researchers in the past to decide on such problems of selection of alternatives
based on multiple criteria with different weights or degrees of importance. The present
paper discusses a novel hybrid technique that combines three of themost famousMCDM
methods – the Grey Relational Analysis (GRA), Analytic Hierarchy Process (AHP) and
Technique of Order of Performance by Similarity to Ideal Solution (TOPSIS). These
three existing MCDM techniques have been combined together in a novel way to get
a hybrid MCDM technique that has been applied to the decision problem of ranking 8
stocks from the Indian IT sector based on multiple financial and technical performance
indicators.

India has emerged as one of the fastest growing economies in the world and the
emergence of this trend which is estimated to continue in the future, is largely credited
to the rapid development of the IT industry of the country. According to the figures
estimated by World Bank, India’s GDP grew by 6.8% in the fiscal year 2018–19 due
to various initiatives taken by the government. The IT sector of India has remained and
still remains one of the major sectors contributing greatly to the robust growth curve of
the Indian Economy. Almost half of India’s GDP of nearly 3 trillion dollars is generated
by the services sectors that include IT, software and telecommunications. The main
reason for this boom in IT is massive outsourcing from foreign companies, especially
companies in the US and in the UK.

Based on themarket capitalization and the stock performance over the last few years,
8 stocks have been selected for the scope of this study. The problem at hand is to rank
8 stocks from the Indian IT sector based on the performance metrics as indicated by
the most popular financial indicators like Price-to-Book Value ratio, Price-to-Earnings
(P/E) ratio and Return on Equity or ROE (%), and the most commonly used technical
indicators like the Momentum (%), 125-day Rate-of-Change (ROC) or ROC (125) and
Moving Average Convergence/Divergence or MACD (12,26,9) indicator which takes
the difference between 12-day EMA (Exponential Moving Average) and 26-day EMA
(Exponential Moving Average) and also takes 9-day EMA as the MACD Signal line.
The objective is to rank the 8 IT stocks – TCS, Infosys, Wipro, HCL Technologies, L&T
Technologies, Mphasis, Sasken Technologies and Hexaware Technologies – which have
been selected from the top 10 Indian IT stocks taken from the NSE (National Stock
Exchange) list based on market capitalization.

The novelty of the proposed hybrid model lies in the unique step-by-step approach
to combining the three existing MCDM methods have been combined. Application of
the GRA compares the alternatives based on actual quantitative parameters. Thus, the
relative weights of the decision matrices are not formulated based on any individual’s
assumption or opinion. The decision matrices are thus extremely accurate.
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2 Related Works

Hasan Dincer and ÜmitHacio
�
glu from Beykent University, Turkey, have previously

come up with a comparative hybrid method in technical analysis for selection of stocks
from Turkish banking sector using Fuzzy AHP-TOPSIS and Vikor methods [1]. E.O.
Oyatoye, G. U. Okpokpo and G.A. Adekoya all from Lagos, Nigeria presented an appli-
cation of the AHP (Analytic Hierarchy Process) technique for portfolio selection using
stocks of banking sector from the capital market of Nigeria [2].

In other areas of research work, Ran Li and Tao Sun published an article in March
2020 on assessment of the different factors behind designing a successful B2C e-
commerce website using Fuzzy AHP and TOPSIS-Grey methods [3]. Anastasia Cherry
Sulu, David P.E. Saerang, James D.D. Massie from the University of Sam Ratulangi
Manado have previously researched on the analysis of Consumer Purchase Intention
regarding cosmetic products based on the country of origin using AHP technique [4].

Daekook Kang, Wooseok Jang and Yongtae Park (2015) from Seoul National Uni-
versity have researched on evaluating the e-commerce websites using fuzzy hierarchi-
cal TOPSIS based on E-S-Qual [5]. Mochammad Sobandi Dwi Putra, Septi Adryana,
Fauziah and Aris Gunaryati have researched on the application of Fuzzy AHP method
in determining the quality of gemstone. [6] In 2019, Shivani Guru and DK Mahalik
from Sambalpur University have comparatively evaluated AHP-TOPSIS and AHP-Grey
Relational Analysis to find the efficiency of Indian public sector banks [7].

3 Theory of Operation

The present section presents a brief overview for all the financial trading indicators
discussed in the context of this research work, and also the details of the novel hybrid
MCDM technique used for ranking of the selected 8 Indian IT stocks.

3.1 Brief Overview of the Financial and Technical Indicators of Stocks

Momentum (%). Momentum is a simple technical indicator used by trading analysts
and it is given by the absolute difference between the current day’s closing price of the
stock and the closing price of the stock N number of periods/days ago. For the present
study, the Normalized Momentum score %) evaluated by Trendlyne trading analyst
website has been used, and Trendlyne recalculates stock momentum everyday between
5 pm–7 pm.

Rate of Change ROC (125). Rate of Change is similar to momentum but this indicator
represents the difference in stock price as a percent change of the old price. In the present
study, 125-day ROC which is the rate of change calculated over 125 periods or days has
been used, as what has been calculated by Trendlyne.

MACD (12,26,9). MovingAverageConvergence/Divergence orMACD(12, 26, 9) indi-
cator takes the difference between 12-day EMA (Exponential Moving Average) and 26-
day EMA and also takes 9-day EMA as the MACD Signal line. EMA or Exponential
Moving Average is used to measure the direction of trend over time.
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Price to Book Value. The price-to-book value (P/B) is the ratio of the market value
of a company’s shares over the book value of equity which is the total value of the
company’s assets given in the balance sheet. Ideally, any P/B value less than 1 is good.
Value investors consider stocks with P/B less than 3 for investment.

Price to Earnings Ratio. The price-to-earnings (P/E) ratio is the ratio of the current
market price per share (MPS) and the earnings per share (EPS) of the company.

Annualized Return on Equity (ROE). This is computed by dividing the annualized
net earnings of the company by the average monthly shareholders’ equity.

3.2 Detailed Overview of the Proposed Hybrid MCDM Technique

The first input for the proposed hybrid MCDM model is the 8 × 6 matrix containing
8 rows for the 8 selected stocks and 6 columns for the 6 criteria parameters i.e. the 6
trading indicators which have been discussed in the preceding section. Here, the 8 rows
represent the 8 variables which are the Alternatives (IT Stocks) henceforth denoted by
S1, S2, S3, S4, S5, S6, S7 and S8, and the 6 columns represent the 6 trading indicators
or metrics which are henceforth called the Criteria denoted by C1, C2, C3, C4, C5 and
C6. This 8 × 6 matrix contains the scores of the 6 trading parameters for each of the 8
stocks as obtained from the Trading Analyst websites.

Determination of the Grey Relation Coefficient Matrix Using GRA
The first step in this hybrid technique is to determine the Normalized Weight Matrix
from the input matrix containing the performance scores and metrics of the 8 stocks
under each of the 6 criteria indicators. This is obtained by the following steps:

Step-1: The minimum and the maximum of the scores/values under each criterion Ci
is obtained from the input matrix and these are denoted by mini and maxi respectively.

Step-2: The next step is Normalization and in this step, it needs to be determined
what the ideal or best score/value for each criterion is – whether higher values are better,
or lower values are better.

If the criterion Cx is such that the alternatives Sa with higher values of Cx, are
better than the alternatives Sb with lower values of Cx, then this criterion Cx falls in the
category-1 which is “the higher is better”.

For such cases, we calculate the normalized coefficient Aij corresponding to the

score of the ith alternative under the jth criterion as: Aij = aij−mini
maxi−mini

If the target value
of the original sequence is infinite, it is the case of “the higher is better”.

If the criterion Cx is such that the alternatives Sa with lower values of Cx, are better
than the alternatives Sb with higher values of Cx, then criterion Cx falls in the category-2
which is “the lower is better”.

For such cases, we calculate the normalized coefficient Aij corresponding to the

score of the ith alternative under the jth criterion as: Aij = maxi−aij
maxi−mini

.
If the target value of the original sequence is zero or the lowest possible, it is “lower

is better”.
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After this process, the Normalized ScoreMatrix is obtained where for every criterion
the minimum value for any alternative is 0 and the maximum value can only be 1.

Step-3: In this step, the matrix of Deviation Sequences is obtained. The minimum
and maximum values under each criterion obtained from the Normalization step which
are only 0 and 1 respectively, are denoted by mini and maxi respectively. The values of
the Deviation Sequences matrix are obtained by the formula: A

′
ij = maxij − aij.

Step-4: Themaximum andminimum of the deviation sequences under each criterion
Ck are denoted by �k

max and �k
min respectively.

In this final step, the Grey Relation Coefficient is calculated using the following
formula:

Xij =
(
�

j
min + ε ∗ �

j
max

)
/
(
A′
ij + ε ∗ �

j
max

)

The smaller is the value of ε, the larger is the distinguishing ability.
Generally ε = 0.5 is used.

Determination of the Criterion-wiseWeighted DecisionMatrix of the Stocks Using
Method Similar to Analytic Hierarchy Process (AHP)
After obtaining the Grey Relation Coefficient Matrix in the previous step, the weighted
decision matrices for the stocks corresponding to each of the 6 criteria are determined.

Step-1. Using each of the 6 columns of the Grey Relation Coefficient (GRC) matrix,
one decision matrix corresponding to one criterion is determined. Using column j of the
GRC matrix, the 8 × 8 decision matrix corresponding to criterion Cj is obtained. There
are thus 6 decision matrices of dimension 8 × 8 obtained – the values in every matrix
compare the alternatives with each other based on one criterion. Therefore, for every
criterion there is a one-on-one comparison between every pair of alternatives and the
average of each row is computed to find the overall weight or score of the corresponding
alternatives under each criterion.

Step-2: The weights for the 6 criteria are assumed on the basis of the opinions
of several trading analysts and expert financial researchers, and also on the basis of
success rates as obtained from different sources across theWorldWideWeb. The Criteria
Weight Matrix is a 6 × 6 matrix where every element aij correspond to the comparative
importance of criterion “i” over criterion “j”, which means the weightage of criterion
Ci is aij times the weightage of criterion Cj. The average weight of each criterion is
obtained by computing the average of each row of this matrix.

Step-3: The final Criteria-wiseWeighted DecisionMatrix is obtained by multiplying
the average normalized weight of a criterion with the overall average weight of each
alternative (obtained in Step-1). This final 6× 8 Criteria-wiseWeighted DecisionMatrix
is the input to the next and final stage of this hybrid MCDM process and the weights of
this matrix are used to compute the Performance Score based on the TOPSIS method.

Ranking of the Stocks in order of Performance Score Using TOPSIS Method
The Criteria-wise Weighted Decision Matrix is the input to this last set of steps of the
proposed hybrid MCDM model. Here the transpose of the 6 × 8 criteria-wise weighted
decision matrix is taken in order to get an 8 × 6 matrix where the 8 rows represent the
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8 stocks or alternatives, and the 6 columns represent the 6 criteria or parameters for
ranking the alternatives.

Step-1.
First and foremost, the values of Ideal Best V+

k and IdealWorst V−
k are computed for

each criterion k as the maximum and minimum weight for any alternative respectively
under that criterion k. Using these values, one must calculate the Euclidean distances in
the next step.

Step-2.
The Euclidean Distance of every alternative Si from the Ideal Best value is calculated

using the following formula:

S+
i =

√√√√
6∑

j=1

(
ωij − V+

j

)2

Step-3.
The Euclidean Distance of every alternative Si from the Ideal Worst value is

calculated using the following formula:

S−
i =

√√√√
6∑

j=1

(
ωij − V−

j

)2

Step-4.
The Performance Score of every alternative Pi is calculated using the formula:

Pi = S−
i

S+
i + S−

i

Step-5.
The ranking of the alternatives is determined on arranging the Performance Score

values for assigning the rank accordingly from the highest to the lowest Pi value scoring
alternatives.

4 Experimental Results

4.1 Input Data

The data of the top 8 stocks from the Indian IT sector are taken from the Trendlyne
website and the selected stocks are: TCS, Infosys, Wipro, HCL Technologies, L&T
Technologies, Mphasis, Sasken Technologies and Hexaware Technologies, which are
denoted as S1, S2, S3, S4, S5, S6, S7 and S8 respectively. The 6 criteria for ranking the
alternatives (stocks) are the following 3 financial ratios, namely Price-to-Book Value
ratio, Price-to-Earnings (P/E) ratio and Return on Equity or ROE (%), and the three
technical indicators namely Momentum (%), 125-day Rate-of-Change (ROC) or ROC
(125) and Moving Average Convergence/Divergence or MACD (12,26,9). The data is
collected latest till the 20th October 2020 [8] (Table 1).



Application of a New Hybrid MCDM Technique 139

Table 1. Data on indian IT stocks used as input for the MCDM technique

Momentum
(%)

MACD
(12,26,9)

ROC
(125)

Price to
Book
Value

P/E
Ratio

ROE
(%)

S1 TCS 73.6 78.1 45.4 11.81 −6.23 38.44

S2 INFOSYS 86.4 41.7 69.9 7.28 1.73 25.35

S3 WIPRO 37.7 −0.7 −14.6 3.55 −6.6 17.57

S4 HCL TECH 78.1 26 79.3 4.58 0.93 21.56

S5 L&T TECH 80.7 42 48.6 6.61 −2.25 29.56

S6 MPHASIS 79.7 18.5 93.3 4.32 1.97 20.32

S7 SASKEN 74.5 24.6 54.5 2.18 −1.6 16.57

S8 HEXAWARE 71.7 8.1 62.5 5.1 2.13 23.19

The weights for the 6 criteria are assumed on the basis of the opinions of several
trading analysts and expert financial researchers, and also on the basis of success rates
as obtained from different sources across the World Wide Web [9, 10]. The Criteria
Weight Matrix is a 6 × 6 matrix where every element aij correspond to the comparative
importance of criterion “i” over criterion “j”, which means the weightage of criterion
Ci is aij times the weightage of criterion Cj. Pair-wise comparison of criteria has been
done based on opinion of a few financial trading experts and trading analyst websites.

Table 2. Criteria Weight Matrix

C1 C2 C3 C4 C5 C6
C1 1 0.75 7.5 0.6 0.5 1.875 Momentum%

C2 1.33333 1 10 0.8 0.66667 2.5 MACD 
(12,26,9)

C3 0.13333 0.1 1 0.08 0.06667 0.25 ROC (125)
C4 1.66667 1.25 12.5 1 0.83333 3.125 Price/Book 

Value
C5 2 1.5 15 1.2 1 3.75 Price/Earning

C6 0.53333 0.4 4 0.32 0.26667 1 ROE (%)
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4.2 Results of the Data Analysis

Determination of theGreyRelationCoefficientMatrix usingGreyRelational Anal-
ysis (GRA)
The Normalized Weight Matrix is computed from the input matrix containing the per-
formance scores and metrics of the 8 stocks under each of the 6 criteria indicators (Table
3).

Step-1.

Table 3. Minimum and Maximum under each Criterion

C1 C2 C3 C4 C5 C6

Minimum 37.7 −0.7 −14.6 2.18 −6.6 16.57

Maximum 86.4 78.1 93.3 11.81 2.13 38.44

Step-2:
Normalized Sequences A

′
ij. are obtained as follows (Table 4):

Table 4. Normalized Matrix

C1 C2 C3 C4 C5 C6

S1 0.73716 1 0.55607 0 0.957617 1

S2 1 0.53807 0.78313 0.4704 0.045819 0.4015

S3 0 0 0 0.857736 1 0.0457

S4 0.82957 0.33883 0.87025 0.750779 0.137457 0.2282

S5 0.88296 0.54188 0.58572 0.539979 0.501718 0.5939

S6 0.86242 0.24365 1 0.777778 0.018328 0.1715

S7 0.75565 0.32107 0.6404 1 0.427262 0

S8 0.69815 0.11167 0.71455 0.696781 0 0.3027

Min 0 0 0 0 0 0

Max 1 1 1 1 1 1

Step-3.
The maximum and minimum deviation sequences under each criterion Ck are �k

max
and �k

min respectively. It should be noted that �k
max = 1 and �k

min = 0 (Table 5).
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Table 5. Deviation Sequences for Grey Relational Analysis

C1 C2 C3 C4 C5 C6

S1 0.26283 0 0.4439 1 0.04238 0

S2 0 0.46193 0.216867 0.5296 0.95418 0.5985

S3 1 1 1 0.142264 0 0.9543

S4 0.17043 0.66117 0.12975 0.24922 0.86254 0.7718

S5 0.11704 0.45812 0.414272 0.460021 0.49828 0.4060

S6 0.13758 0.75634 0 0.22222 0.98167 0.8285

S7 0.24435 0.67893 0.359592 0 0.57274 1

S8 0.30184 0.88832 0.285449 0.30322 1 0.6973

Step-4.
For this, the smaller is the value of ε, the better. In the present study, ε = 0.5 is used

(Table 6).

Table 6. Grey Relational Coefficient Matrix (GRC Matrix)

C1 C2 C3 C4 C5 C6

S1 0.65545 1 0.52970 0.33333 0.92186 1

S2 1 0.51979 0.69748 0.48563 0.34384 0.45515

S3 0.33333 0.33333 0.33333 0.7785 1 0.3438

S4 0.74579 0.4306 0.79396 0.66736 0.36696 0.39313

S5 0.8103 0.52185 0.54688 0.52082 0.50086 0.55185

S6 0.78422 0.39798 1 0.6923 0.33746 0.37635

S7 0.67172 0.42411 0.58167 1 0.466097 0.33333

S8 0.62355 0.36015 0.63658 0.6225 0.33333 0.4176

Determination of the Criterion-wiseWeighted DecisionMatrix of the Stocks Using
Method Similar to AHP
After obtaining the Grey Relation Coefficient Matrix in the previous step, the weighted
decision matrices for the stocks corresponding to each of the 6 criteria are determined.
There are 6 decision matrices obtained – the dimension of each matrix is 8 × 8 and the
values in every matrix compare the alternatives with each other based on one criterion.
The final Criteria-wiseWeighted DecisionMatrix is obtained bymultiplying the average
weight of every criterionwith the overall average weight of each alternative. Theweights
of the 6 criteria are obtained from Table 2 using each of the 6 columns of the GRCmatrix
to compute 1 output matrix based on relative score ratios (Tables 7, 8, 9, 10, 11 and 12).
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Table 7. Pairwise Comparison Matrix for Criterion C1

S1 S2 S3 S4 S5 S6 S7 S8

S1 1 0.6554 1.9663 0.8789 0.8088 0.8358 0.9758 1.05114

S2 1.5257 1 3 1.3409 1.2341 1.2751 1.4887 1.6037

S3 0.5086 0.3333 1 0.4469 0.4113 0.4250 0.4962 0.5346

S4 1.1378 0.7458 2.2374 1 0.9204 0.9509 1.1103 1.1960

S5 1.2363 0.8103 2.4309 1.0865 1 1.0333 1.2063 1.2995

S6 1.1965 0.7842 2.3527 1.0515 0.9678 1 1.1675 1.2576

S7 1.0248 0.6717 2.0152 0.9007 0.8289 0.8565 1 1.0772

S8 0.9513 0.6235 1.8707 0.836 0.7695 0.7951 0.9283 1

Table 8. Pairwise Comparison Matrix for Criterion C2

S1 S2 S3 S4 S5 S6 S7 S8

S1 1 1.9238 3 2.3223 1.9162 2.5127 2.3579 2.7766

S2 0.5198 1 1.5594 1.057 0.8722 1.1436 1.0732 1.2638

S3 0.3333 0.6413 1 0.7985 0.6588 0.8639 0.8107 0.9546

S4 0.4306 0.9461 1.2524 1 0.7533 0.9878 0.927 1.0916

S5 0.5218 1.1465 1.5178 1.3274 1 1.3866 1.3012 1.5323

S6 0.3979 0.8744 1.1575 1.0123 0.7212 1 0.8874 1.0450

S7 0.4241 0.9318 1.2335 1.0788 0.7685 1.1269 1 1.1776

S8 0.3601 0.7913 1.0475 0.9161 0.6526 0.9569 0.8492 1

Table 9. Pairwise Comparison Matrix for Criterion C3

S1 S2 S3 S4 S5 S6 S7 S8

S1 1 0.7594 1.5891 0.6672 0.9686 0.5297 0.9106 0.8321

S2 1.3167 1 2.0924 0.8785 1.2754 0.6975 1.1991 1.0957

S3 0.6293 0.4779 1 0.4198 0.6095 0.3333 0.5731 0.5236

S4 1.4989 1.1383 2.3819 1 1.4518 0.7939 1.365 1.2472

S5 1.0324 0.7841 1.6406 0.6888 1 0.5468 0.9402 0.8591

S6 1.8879 1.4337 3 1.2595 1.8285 1 1.7192 1.5709

S7 1.0981 0.8339 1.7450 0.7326 1.0636 0.5816 1 0.9137

S8 1.2017 0.9127 1.9097 0.8018 1.1640 0.6366 1.0944 1
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Table 10. Pairwise Comparison Matrix for Criterion C4

S1 S2 S3 S4 S5 S6 S7 S8

S1 1 0.6864 0.4282 0.4995 0.64 0.4815 0.3333 0.5355

S2 1.457 1 0.6238 0.7277 0.9324 0.7015 0.4856 0.7801

S3 2.3355 1.6031 1 1.1665 1.4947 1.1245 0.7785 1.25

S4 2.0021 1.3742 0.8572 1 1.2814 0.964 0.6674 1.072

S5 1.5625 1.0725 0.669 0.7804 1 0.7522 0.5208 0.8367

S6 2.077 1.4256 0.8893 1.0373 1.3293 1 0.6923 1.112

S7 3 2.059 1.2845 1.4984 1.92 1.4444 1 1.6064

S8 1.8675 1.2818 0.7996 0.9328 1.195217 0.8992 0.6225 1

Table 11. Pairwise Comparison Matrix for Criterion C5

S1 S2 S3 S4 S5 S6 S7 S8

S1 1 2.6811 0.9218 2.5121 1.8405 2.7318 1.978 2.7656

S2 0.373 1 0.3438 0.9369 0.6865 1.0189 0.7377 1.0315

S3 1.0847 2.9084 1 2.7251 1.996 2.963 2.1455 3

S4 0.398 1.0672 0.3669 1 0.7326 1.0874 0.7873 1.1009

S5 0.5433 1.457 0.5008 1.365 1 1.4842 1.0746 1.5026

S6 0.366 0.9814 0.3375 0.9196 0.6737 1 0.724 1.0124

S7 0.5056 1.3556 0.4661 1.2701 0.9306 1.3812 1 1.398

S8 0.3616 0.9694 0.3333 0.9084 0.6655 0.9878 0.715 1

Table 12. Pairwise Comparison Matrix for Criterion C6

S1 S2 S3 S4 S5 S6 S7 S8

S1 1 2.1971 2.9085 2.5437 1.812 2.657 3 2.3946

S2 0.455 1 1.3238 1.1577 0.8247 1.2094 1.365 1.0899

S3 0.344 0.7554 1 0.8745 0.623 0.9135 1.0314 0.8233

S4 0.3931 0.8637 1.1434 1 0.7124 1.0446 1.1794 0.9414

S5 0.5518 1.2125 1.605 1.4037 1 1.4663 1.655 1.3215

S6 0.3763 0.8269 1.0946 0.9573 0.682 1 1.129 0.9012

S7 0.3333 0.7323 0.9695 0.8478 0.604 0.8857 1 0.7982

S8 0.4176 0.9175 1.2146 1.0622 0.7567 1.1096 1.2528 1
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Table 13. Criteria-wise Decision Matrix & Average Normalized Criteria Weights

weights S1 S2 S3 S4 S5 S6 S7 S8

C1 0.15
0.116

5
0.1

78
0.0

59
0.1

326
0.1

441
0.1

39
0.1

194
0.1

11

C2 0.2 0.251
0.1

202
0.0

853
0.1

046
0.1

37
0.1

002
0.1

09
0.0

926

C3 0.02
0.103

5
0.1

362
0.0

65
0.1

551
0.1

068
0.1

953
0.1

136
0.1

243

C4 0.25
0.065

3
0.0

952
0.1

526
0.1

308
0.1

021
0.1

357
0.1

961
0.1

22

C5 0.3 0.216
0.0

805
0.2

34
0.0

86
0.1

173
0.0

79
0.1

091
0.0

78

C6 0.08 0.258
0.1

175
0.0

888
0.1

015
0.1

425
0.0

97
0.0

861
0.1

078

The average normalized criteria weights (highlighted in Table 13) have been multi-
plied with the coefficients to obtain the criteria-wise weighted decision matrix. Further
steps of ranking the alternatives was done using TOPSIS method. The final 6 × 8
Criteria-wise Weighted Decision Matrix is the input to the final stage of this hybrid
MCDM process. The weights are used to compute the Performance Score based on the
TOPSIS method.

Table 14. Criteria-Wise Weighted Decision Matrix

S1 S2 S3 S4 S5 S6 S7 S8

C1 0.0175 0.02667 0.0089 0.0199 0.0216 0.02093 0.0179 0.0166

C2 0.0502 0.024 0.0170 0.0209 0.0274 0.02004 0.0218 0.0185

C3 0.002 0.0027 0.0013 0.0031 0.0021 0.00391 0.0023 0.0025

C4 0.0163 0.0238 0.0382 0.0327 0.0255 0.03388 0.0490 0.0305

C5 0.0647 0.0241 0.0702 0.0258 0.0352 0.02369 0.0327 0.0234

C6 0.0206 0.0094 0.0071 0.0081 0.0114 0.00778 0.0069 0.0086

Ranking of the Stocks in Order of Performance Score Using TOPSIS Method
Here is the transpose of the 6 × 8 criteria-wise weighted decision matrix (Tables 14 and
15).
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Table 15. Transpose of Criteria-wise Weighted Decision Matrix

C1 C2 C3 C4 C5 C6

S1 0.0175 0.0502 0.002 0.0163 0.0647 0.0206

S2 0.0266 0.024 0.0027 0.0238 0.0241 0.0094

S3 0.0088 0.017 0.0013 0.0381 0.0702 0.0071

S4 0.0198 0.0209 0.0031 0.0327 0.0257 0.0081

S5 0.0216 0.0274 0.0021 0.0255 0.0351 0.0114

S6 0.0209 0.02004 0.0039 0.0339 0.0237 0.0077

S7 0.0179 0.0218 0.0022 0.049 0.0327 0.0068

S8 0.0166 0.0185 0.002487 0.0305 0.0234 0.0086

Step-1.
Values of Positive Ideal Solution (PIS or Ideal Best) V+

k and Negative Ideal Solution
(NIS or IdealWorst)V−

k are computed for each criterion k as themaximumandminimum
weight for any alternative respectively under that criterion k (Table 16).

Table 16. Determination of Ideal Best and Ideal Worst under each Criterion

C1 C2 C3 C4 C5 C6

Ideal Best (V+) 0.02667 0.0501967 0.0039 0.016338 0.023417 0.0207

Ideal Worst (V−) 0.00889 0.0170647 0.0013 0.049015 0.070251 0.0069

Steps-2.
The Euclidean Distance of every alternative Si from the Ideal Best value is calculated

using the following formula: S+
i =

√∑6
j=1

(
ωij − V+

j

)2
.

Step-3.
The Euclidean Distance of every alternative Si from the Ideal Worst value is

calculated using the following formula: S−
i =

√∑6
j=1

(
ωij − V−

j

)2
(Table 17).

Steps-4.
The Performance Score of every alternative Pi is calculated using (Table 18):

Pi = S−
i

S+
i + S−

i

Step-5.
The Performance Score values are arranged in descending order. Ranks are assigned

to the corresponding alternatives accordingly to get the final ranking of the 8 stocks
(Table 19).
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Table 17. Euclidean Distances

Si+ Si−

S1 0.042393 0.049596661

S2 0.029471 0.055979024

S3 0.065376 0.01085924

S4 0.036527 0.048828732

S5 0.029275 0.045507967

S6 0.037658 0.050545726

S7 0.047221 0.038880171

S8 0.038106 0.051012375

Table 18. Performance Scores

Pi

S1 0.539153953

S2 0.655104779

S3 0.142443695

S4 0.572061206

S5 0.608532679

S6 0.573054191

S7 0.451562217

S8 0.572411473

Table 19. Ranking of Stocks based on Pi Score

Rank Stocks Alternative
ID

Pi Score

1 INFOSYS S2 0.655104779

2 L&T TECH S5 0.608532679

3 MPHASIS S6 0.573054191

4 HEXAWARE S8 0.572411473

5 HCL TECH S4 0.572061206

6 TCS S1 0.539153953

7 SASKEN S7 0.451562217

8 WIPRO S3 0.142443695
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4.3 Discussion of the Results of the Data Analysis

The criteria weights obtained from expert opinion of several trading analysts can be
trusted and are perfectly consistent because the consistency index (CI) and subsequently
the consistency ratio (CR) is 0.000143254584 (<0.1), very close to true CR = 0.

The hybrid MCDM technique yields results similar to the ranking of these IT stocks
done using Capital Asset PricingModel (CAPM) where the annual risk-free rate is taken
as 4.4% (based on RBI repo rate data) and so, the daily risk-free rate is 0.012%.

The following table lists the 8 selected IT stocks in descending order of their alpha
value (α) because α-value represents the returns from the stock (Table 20).

Table 20. Ranking of Stocks based on Highest Alpha (α)

1 L&T TECH 0.001284657

2 MPHASIS 0.000876493

3 HEXAWARE 0.000716508

4 SASKEN 0.00064277

5 HCL TECH 0.000546425

6 INFOSYS 0.000529809

7 TCS 0.000427592

8 WIPRO 0.000150457

There are certain deviations of the results of the proposed hybrid MCDM technique
from the results of ranking the same stocks using the existing CAPM model based
on historical data taken over a period of more than 4 years from 1st August 2016 to
20th October 2020. Except for the ranking of S2 (Infosys), the other stocks are ranked
more or less similarly by both the proposed and the existing scheme. Since the existing
technique is based only on historical stock returns, the ranking yielded by the proposed
MCDM model that considers 6 major financial trading indicators, is more intuitive and
much more effective. Even technical analysis results in different ranking of stocks for
portfolio construction and multi-criteria decision-making is required to effectively rank
and select stocks for the portfolio. The existing techniques focus only on growth stocks
or on technical analysis. However, MCDM techniques can help improve the results of
stock selection. The proposed MCDM technique is thus useful.

5 Conclusion

The results of the experiments are quite close to the current market predictions and
reflects closely the opinions of the financial experts and trading analysts based on the
technical analysis of the current stock movements.

The novelty and uniqueness of this new hybrid MCDM technique lies in the unique
way in which the three existing methods Grey Relational Analysis, AHP and TOPSIS
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have been combined. The proposed model serves the purpose of ranking the alterna-
tives in order of preference while taking quantitative values in the decision matrix. The
unique application of the GRA ensures that the alternatives are compared based on the
actual quantitative parameters and the relative weights of the decision matrices are not
formulated based on anybody’s assumption or opinion.

The proposed methodology applied in this context of ranking of stocks of portfolio
construction can be extended to other areas of management science such as supplier
selection, factory/plant location planning, evaluation of the usability of products and/or
applications and so on, and the applicability of this new hybrid model is not limited to
only financial analysis. The proposed model is quite accurate and precise as it combines
the best and most robust techniques of the three most popular and widely used MCDM
methods, - Grey Relational Analysis (GRA), Analytic Hierarchy Process (AHP) and
Technique of Order of Performance by Similarity to Ideal Solution (TOPSIS).

The proposed hybridMCDM technique is more effective than existing stock ranking
techniques based on CAPM model or technical analysis, and the combination of three
most popular MCDM methods is always better than each of the individual methods.

The proposed model does not take into consideration the uncertainty in the assumed
or assigned weightage of importance criteria and alternatives under each criterion. How-
ever, this limitation of the model can be mitigated once it is extended to be applied in
the fuzzy environment. Thus the future scope of the proposed hybrid MCDM method
can be extended to include Fuzzy AHP-TOPSIS and Grey Relational Analysis.
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Abstract. Multi-lingual script identification is a difficult task consist-
ing of different language with complex backgrounds in scene text images.
According to the current research scenario, deep neural networks are
employed as teacher models to train a smaller student network by utiliz-
ing the teacher model’s predictions. This process is known as dark knowl-
edge transfer. It has been quite successful in many domains where the
final result obtained is unachievable through directly training the student
network with a simple architecture. In this paper, we explore dark knowl-
edge transfer approach using long short-term memory (LSTM) and CNN
based assistant model and various deep neural networks as the teacher
model, with a simple CNN based student network, in this domain of
multi-script identification from natural scene text images. We explore
the performance of different teacher models and their ability to transfer
knowledge to a student network. Although the small student network’s
limited size, our approach obtains satisfactory results on a well-known
script identification dataset CVSI-2015.

Keywords: Natural scene text · Script identification · Dark
knowledge · Transfer learning · LSTM

1 Introduction

Multi-lingual script identification is a crucial task in case of scene text recogni-
tion. Scene text in the wild consists of multiple languages and therefore, accurate
script identification has become an indispensable part of the scene text OCR
systems. Text recognition from natural scene images is relatively complicated,
which consists of different textures, contrasts, random brightness and satura-
tion. Owing to the difficulties in this domain, it has sought the attention of
many researchers with pattern recognition and computer vision expertise.

Deep Neural Networks usually have a vast number of parameters and memory
overhead which makes them unsuitable for mobile uses. Distilling the knowledge
from the deep neural network and transferring the latter in a smaller student
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https://doi.org/10.1007/978-3-030-75529-4_12
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network with much fewer parameters can make it suitable for mobile uses without
much loss in the information of the deep or teacher neural network.

1.1 Motivation

We have applied a new methodology to classify multilingual scripts from natural
scene images.

In this paper, we have used the concept of knowledge transfer [7] from deep
neural networks to a smaller network, where the learnt features are transferred to
the small model with much less parameters. The main advantage of this concept
is less memory overhead for the task of multi-lingual script identification leading
to much less inference times which facilitates the incorporation of the models in
small mobile devices where computation power is limited. Along with this, we
also experiment with various neural networks of different architectures as the
teacher network and study the effect of knowledge transfer of learnt features
in the student network. With increasing distance between the parameters of
the teacher network and the student network, proper distillation of knowledge
cannot be obtained. So an auxiliary intermediate assistant model is employed
to increase the efficiency of knowledge transfer. Through series of experiments
and ablation studies, we prove that introduction of the assistant model improves
the knowledge transfer from the deep teacher network. The parameters of the
intermediate assistant network are less than the teacher model but more than
the student network. The key contributions of the paper are:

– Distilling a state of the art deep neural network in the field of multi-script
identification from natural scene text images using three steps of training
comprising of the teacher, assistant and the student model. We believe this
concept of knowledge distillation for multi-lingual script identification from
natural scene images has not been introduced before and this is the first work.

– Using an assistant model to distill the knowledge learnt by the teacher net-
work and the transfer the same in a smaller student network. The assistant
network consists of conv-nets and a bidirectional stacked LSTM [2] for knowl-
edge transfer between the teacher and the student network, both being convo-
lutional neural networks. It has been inferred that the assistant model helps
in boosting the student model’s accuracy by bridging the gap between the
teacher and the student network and thus diminishing the distance between
the parameters of the same.

– Exploring different deep neural networks employed as the teacher model and
comparing their performance based on the transfer of knowledge in the stu-
dent network. Inception-Net V3, Efficient-Net B4 and Vgg19 have been used
as a teacher model with one assistant convolutional-LSTM based model and
the final inference is done on a 4 layer convolutional student network. All of
the teacher networks mentioned above have varying number of parameters,
much more than the assistant and the student models.

The remaining paper is written as - Sect. 2 is concerned with some previous
works and Sect. 3 briefly presents the proposed method. Section 4 describes some
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experimental results, and Sect. 5 ends the paper with the conclusion and future
works.

2 Related Study

Earlier papers used ensemble methods for model compression [8,9]. Distillation
of knowledge from a teacher network and transferring it to a student network
to mimic the teacher network is a basic fundamental concept of knowledge dis-
tillation. The first proposed concept of knowledge distillation [7] introduces the
concept of compressing the knowledge of a more in-depth or larger model to a
single computational efficient neural network. It has introduced the concept of
dark knowledge transfer from a deep teacher network to a smaller student net-
work by taking the softmax of the results of the teacher network with a specific
temperature value and calculating loss between it and the predicted outputs
of the student network. They validated their findings by running on MNIST
dataset and, JFT dataset by google and other speech recognition tasks. Since
then, knowledge distillation has progressed a lot, and adversarial methods [17,18]
also have utilized for modelling knowledge transfer between teacher and student.
After this study, extensive research has conducted on knowledge distillation. In
the paper [11] has introduced the transfer of a hidden activation output and
other has proposed transferring attention information as knowledge [20].

Article [19] has briefly described the advantages and efficiency of the knowl-
edge distillation. It has described importance of knowledge transfer from teacher
to student model using distilled knowledge. They have compared two student
deep neural networks trained with teacher network and without teacher model
with same size. They have proposed a method of transferring the distilled knowl-
edge between two layers to shows three important points. The student model is
more efficient than the original model and it also outperform the original model
which is trained from scratch. The student network understand the flow of solv-
ing the problem and it start learning with good initial weights. It can learnt and
optimized faster than original or normal deep neural network. This paper proves
that, the student model reports better efficiency than a normal network with-
out a teacher model. They have compared various knowledge transfer techniques
with a normal network without any teacher model for knowledge transfer. They
have learned their model with two main condition. First, the teacher model must
pretrained with some different dataset and second condition is the teacher model
is shallower or deeper than the student model. Their approach contains two step
training.

Article [3] has portrayed an architecture to learn multi class object detec-
tion models using knowledge distillation. They have proposed a weighted cross
entropy loss for classification task to accounts for the imbalanced in the misclas-
sification for the background class as opposed to object classes. A teacher has
bounded regression loss for knowledge transfer and it also adapt layers for hint
learning. It allows a student to learn better from the distribution of neurons in
the intermediate teacher layers. Using multiple large-scale public benchmarks
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they have made an empirical evaluation. They have presented the behavior of
their framework by relating it to the generalization and under-fitting problems.
They have adopted Faster-RCNN to detect object. They have learnt hint based
learning to the similar feature representation of a student model with a teacher
model. General knowledge transfer models have a large pre-trained teacher model
to train a smaller student model. But article [10] has proper knowledge transfer
is not obtained with increase in gap of the parameters of student and teacher
model. A teacher can successfully transfer its knowledge to the students up to
a certain size, not too small, they have proposed a multi-step knowledge distil-
lation method, which employs an intermediate-sized teacher assistant network
to minimize the gap of the two models - teacher and student. They have stud-
ied the effect of teacher assistant model size and has extended the structure to
multi-step distillation. First, the TA network has distilled the knowledge from
the teacher model. Then, the TA acts as a teacher model to trains the student
model via knowledge distillation. Also some other paper [6] has focused on assis-
tant network. There are some conflicting views regrading whether a good teacher
always teaches a student well. Some times if the student model capacity is too
low, then knowledge distillation cannot succeed to mimic the teacher model [4].
They have presented an approach to mitigate this issue by early stopping teacher
training to improve a solution more amenable for the student model.

In [14] have used densely guided knowledge distillation technique using mul-
tiple teacher assistant network. Which progressively decrease the model size
to bridge the gap efficiently between teacher and student networks. To stimu-
late more efficient student learning, each teacher assistant has guided to every
other smaller teacher assistant. The existing larger teacher assistants have used
to teach a smaller teacher assistant at the next step to increase the learning
efficiency. For each mini-batch during training this paper has designed stochas-
tic teaching where a teacher assistant has randomly dropped. The student can
always learn rich distilled knowledge from multiple sources ranging from the
teacher to multiple teacher assistants.

In paper [11] introduced the concept of FitNets for compressing knowledge
from thin and deep neural networks to wide networks with more parameters.
They have used the advantage of depth in the network compression problem. A
part of the teacher’s hidden layer is used in the training of the student model,
enabling to learn more efficiently. The part from the teacher network is called
hints.

3 Proposed Model

3.1 Model Architecture

With increasing complexity of scene text images, state of the art script identifi-
cation models [1,6,13] tend to incorporate more convolutional filters and thereby
make a more in-depth and broader network. However, for deploying such models
in the practical scenario, it needs to be pruned or distilled for coping up with
available resources. Thus we try to distill the knowledge in various deep neural
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networks. For the transfer of knowledge, the training is done in three subse-
quent phases involving an assistant [14] and a student network. Figure 1 shows
the overall model architecture and pipeline to be followed for the knowledge
transfer process. This section further describes the details of the three networks
mentioned.

Teacher Model. In this literature, we have performed three different exper-
iments involving three various teacher networks. As the teacher network in
knowledge distillation theory, is usually taken to be a deep CNN, we have con-
sidered three states of the art neural networks pre-trained on the ImageNet
dataset [5] InceptionV3 [15], VGG19 and EfficientNet-B4 [16]. Among these
networks, EfficientNet-B4 and InceptionNetv3 have the relatively same amount
of parameters which are 17 million and 27 million respectively whereas VGG19
has a vast number of parameters due to more fully connected layers amounting
to 143 million. However VGG has a very simple architecture consisting mainly
of linear layers while Efficient Net-B4 and Inception Net V3 have hybrid con-
volutions in their architectures due to which they have comparatively quite less
parameters. Table 1 shows the total parameters in the three models discussed.
The outputs from the teacher network are divide by a certain temperature value
τ , and then softmax is taken to generate soft labels which are used to train the
assistant model, as shown in Eq. 1.

Table 1. Total number of parameters of three different deep neural networks.

Model Parameters (in millions)

InceptionV3 ∼27

EfficientNet-B4 ∼17

VGG 19 ∼143

∑

i

exp(xi

τ )∑
j exp(xj

τ )
(1)

Assistant Model is used as a medium to transfer intermediate features from
the teacher to the student network and thus helps in diminishing the feature gap
between them. We take the assistant network as a combination of conv-nets and
a two-layer bi-directional stacked LSTM [1]. Since scene text images contain
text instances which are sequential data, recurrent neural networks are the best
suited for this purpose. LSTM has gained significant success in the NLU domain
and other tasks involving sequential data, and keeping in mind these works, we
have incorporated LSTM in our network. There are four convolution layers with
3 × 3 filters and of depth 64, 128, 256, 300 respectively. A max pooling layer
follows each of the convolution layers. The result from the conv-net is directed
to a two-layer stacked bi-directional LSTM with 256 hidden layers. The results
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from the LSTM are subjected to two linear layers to give the classified outputs.
The assistant network has 14 million parameters which is less than either of the
three teacher networks.

Student Model is a small network with fewer parameters than the teacher
model. The student network learns directly from the trained assistant network.
It has undergone training using the soft labels from the teacher network. The
student model is a basic conv-net comprising of four convolutional filters and
four maxpool layers with 32, 64, 128 and 128 channels respectively. All of them
have three kernel size. The final logits are generated through two fully connected
linear layers and are used to classify the script in the input images. Owing to
the small number of convolutional layers, it has a size of 1 million training
parameters, where it is almost 27 times lesser than Inception Network and 143
times lesser than VGG teacher network.

Fig. 1. Flowchart of our proposed work

Fig. 2. Flowchart of assistant model training
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Fig. 3. Flowchart of student model training

3.2 Training Detail

KL Divergence Loss. Compares two probability distributions and generates
a similarity score. In this paper, the loss between the predicted results and the
soft labels have calculated with the KL Divergence loss.

DKL(p||q) =
N∑

i=1

p(xi)log(
p(xi)
q(xi)

) (2)

Distillation Loss. In knowledge distillation theory, the distillation is taken as
sum of mismatch of ground truth label ycls and the outputs from the model
penalized by cross-entropy and the mismatch between the soft labels and the
student network outputs calculated using KL Divergence loss. The soft labels
are calculated by taking a softmax of the network outputs ψ with a certain
temperature τ .

P τ = softmax(ψ/τ) (3)

For the assistant training step, the distillation loss KDA is given by

KDA = (1 − α)L1(PA, ycls) + ατ2L2(P τ
A, P τ

T ) (4)

where L1 is the cross-entropy loss and L2 is the KL Divergence loss. PA refers
to the predicted outputs of the assistant network, and PT refers to that of the
teacher network.

For the student network, the distillation loss KDS also considers the loss
between two similar features vectors between the student and the assistant net-
works. The first two terms are similar to the cross-entropy loss and the loss
between the soft labels and the model outputs in case of the assistant training.

KDS = (1 − α)L1(PS , ycls) + ατ2L2(P τ
S , P τ

A) + λ ∗ L2(PSf , PAf ) (5)
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where PS denotes the predicted results of the student model and PA refers to
the assistant network. PSf refers to the feature vector from the student network
and PAf refers to the feature vector from the assistant network. L1 and L2 have
the same meanings as in case of the loss of the assistant network.

We have taken λ and α to be equal to 0.4 for all experiments.

Implementation Details. We have used the Pytorch framework for imple-
mentation. For training purposes, images were resized to the size of 299 and
were transformed to ones with a mean of 0.5 and a standard deviation of 0.5.
Augmentations such as random brightness and random contrast were also added
to the images during training. We further used the Stochastic Gradient Descent
optimizer with nesterov momentum of 0.95 and a learning rate of 0.001 for 150
epochs. We have also used weight decay of 0.001 for training purposes.

Training. The training is done on the CVSI [12] dataset consisting of scene
text images. It contains ten classes which are scripts in different languages. The
training is a three step process. The first step consists of training of the teacher
network. We have studied the performance of three deep neural networks with
different architectures - Inceptionet V3, VGG19 and Efficient Net- B4. All three
networks have pre-trained on the ImageNet dataset having 1000 classes having
a nearly same domain to that of scene text images. The networks are so trained
to reduce the loss between the outputs and the ground-truth labels.

The second step consists of assistant model to be trained with the distilled
knowledge from the trained teacher network. A detailed representation of this
step can be found in Fig. 2. The assistant network is trained subject to mini-
mizing the summation of the loss due to predicted outputs with the hard labels
and loss between the soft labels generated from the teacher network after tak-
ing softmax with temperature and the predicted outputs. To make the training
faster, the soft labels were generated before the training and used in the loss
function.

In the third step, the student network is trained from the knowledge imbibed
in the assistant network. The visual representation of this step can be found in
Fig. 3. The training of the student model is very similar to that of the assistant
network with an additional factor. The loss between the feature vector from the
assistant network after passing through the lstm module and the feature vector
after four convolutional layers in the student network is calculated and added
to the distillation loss which is calculated in the same way as in the assistant
network.

4 Experimental Results

We have done several experiments to analyse the performance of our models on
the CVSI dataset. CVSI comprises of natural scene text images with different
scripts, such as Bengali, English, Hindi, Tamil, Kannada, and other Indian lan-
guages. Table 2 shows the final accuracy based on the three teacher networks
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Fig. 4. Some images of correct prediction

Fig. 5. Some images of wrong prediction

Table 2. Accuracy chart of teacher, assistant and student model using CVSI-2015
dataset

Networks Teacher model Assistant model Student model

Inception Net V3 98.19 88.58 89.19

Efficient Net B4 97.19 88.52 87.74

VGG 19 97.28 89.71 88.30

Table 3. Multi-script identification results of student model using Inception net v3

Scripts Precision Recall F-Score

Arabic 0.97 0.93 0.95

Bengali 0.81 0.91 0.86

English 0.92 0.82 0.87

Gujrathi 0.94 0.95 0.94

Hindi 0.95 0.88 0.91

Kannada 0.95 0.68 0.79

Oriya 0.85 0.96 0.90

Punjabi 0.95 0.93 0.94

Tamil 0.84 0.95 0.89

Telegu 0.79 0.90 0.84
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Table 4. Multi-script identification results of student model using Efficient net b4

Scripts Precision Recall F-Score

Arabic 0.98 0.92 0.95

Bengali 0.77 0.91 0.83

English 0.89 0.82 0.85

Gujrathi 0.97 0.93 0.95

Hindi 0.95 0.86 0.90

Kannada 0.97 0.58 0.72

Oriya 0.89 0.95 0.92

Punjabi 0.93 0.94 0.93

Tamil 0.84 0.94 0.89

Telegu 0.73 0.93 0.82

Table 5. Multi-script identification results of student model using VGG 19

Scripts Precision Recall F-Score

Arabic 0.98 0.95 0.96

Bengali 0.74 0.85 0.79

English 0.91 0.84 0.88

Gujrathi 0.93 0.96 0.94

Hindi 0.87 0.88 0.87

Kannada 0.97 0.65 0.78

Oriya 0.80 0.99 0.88

Punjabi 0.97 0.93 0.95

Tamil 0.88 0.85 0.87

Telegu 0.87 0.92 0.89

Fig. 6. A visual representation of the accuracies obtained by the student model trained
by different methods of knowledge distillation.
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Table 6. Comparison of accuracy of the student network trained by different methods

Teacher Assistant Accuracy

∼ ∼ 82.24

InceptionV3 ∼ 85.18

InceptionV3 Conv-LSTM 89.19

EfficientNet-B4 ∼ 84.51

EfficientNet-B4 Conv-LSTM 87.74

VGG-19 ∼ 86.45

VGG-19 Conv-LSTM 88.30

Table 7. A comparative study of the performance of different methods due to different
researchers and our student models trained on three different teacher networks based
on script-wise accuracies of the CVSI test dataset.

Methods English Hindi Bengali Oriya Gujrati Punjabi Kannada Tamil Telugu Arabic Final

accuracy

CUK 65.69 61.66 68.71 79.14 73.39 92.09 71.66 82.55 57.89 89.44 74.06

C-DAC 68.33 71.47 91.61 88.04 88.99 90.51 68.47 91.90 91.33 97.69 84.66

InceptionV3 82.11 87.73 91.29 96.01 95.11 93.35 68.15 94.70 89.16 89.78 89.19

Efficient-B4 81.52 86.19 91.29 95.09 93.27 94.30 57.64 93.76 92.57 91.75 87.74

VGG-19 84.16 87.73 84.84 99.38 96.02 93.35 64.97 85.36 92.26 94.72 88.30

and the assistant and student networks, trained with knowledge transfer, on the
test dataset of CVSI. The teacher network with the highest accuracy enables
the highest degree of knowledge transfer in the student network, which is the
Inception Net V3 network. For the VGG-19 network, the assistant model has
the highest accuracy among the three. Figure 4 shows some correctly identified
images due to the three student networks trained from their respective teachers,
while Fig. 5 shows wrongly identified images due to the three student networks.
It can be inferred that the Inception Net fails for difficult images due to blur-
ring and colour contrasts whereas in case of VGG it even fails on some simple
images. Table 3, Table 4, Table 5 shows the precision, recall and f-score related
to different scripts in the CVSI dataset of the predictions of the student network
trained from the InceptionNet v3, Efficient Net b4 and VGG 19 teacher network.
From the tables, it has inferred that Kannada is the most difficult language to
identify. Table 6 shows accuracy of the student models based on different exper-
iments performed. The teacher networks were changed and the presence of the
assistant network was analysed during the experiments. We can see that the stu-
dent network learnt better from the VGG as the teacher than inception without
an assistant network. This can be due to simple architecture of VGG favouring
knowledge distillation than Inception V3. In Table 6 without the knowledge of
the teacher model, the student network alone has the accuracy of 82.24% on the
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test dataset. When the student network is trained just on the presence of the
teacher network, without the influence of the assistant network, it achieves an
accuracy of 85.18%. In the presence of both the teacher and assistant model in
subsequent training, the overall model accuracy increases to 89.19%. This paper
has experimented with three more recent and precise networks like Inception
net V3, Efficient Net B4 and VGG-19 as a teacher model. All the performances
have done with one strong assistant network Convolutional LSTM. Finally, we
have used a small convolutional network as a student model. Figure 6 shows the
visual representation of the accuracy obtained by the student network when it
is trained with different methods as discussed in Table 6. From the results, it
can be inferred that with Inception Net V3 as the teacher network, and in the
presence of the assistant model, the student model achieves the highest accuracy
equal to 89.19% compared to the accuracies of other student models trained by
different methods. Table 7 shows the script-wise accuracies of different methods
due to other researchers and the three different student models trained based on
the knowledge distillation from the three different teacher networks - Inception
Net V3, VGG19 and Efficient Net-B4. The student model based on the train-
ing from Inception Net V3 has the highest overall accuracy compared to other
networks. The highest accuracy corresponding to each script is shown in bold in
the table.

5 Conclusion

In this paper, we have studied the effect of knowledge transfer of three different
states of the art deep neural networks on a student network for the task of script
identification in natural scene text images. We can conclude by our experiments
that the teacher network with the highest accuracy, which in our case is Inception
Net v3, leads to better knowledge transfer in a student network. Through our
experiments, we can also conclude that some languages have difficulties due to
colour contrasts and fonts Kannada being one of them. Future work on this will
be to improve the assistant and the student networks so that a better knowledge
transfer is achieved.
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Abstract. Agricultural soil provides the nutrients to the crop, and over time, the
nutrient contents deplete with continued cultivation. The adequate quantity and
quality of fertilizers provide the essential nutrients to the soil for the sustained
production of crops. Paddy and wheat are the two major crops cultivated by most
rural farmers inWest Bengal, India. As the agricultural experts are very scarce and
expensive, the layman farmers apply the chemical fertilizers with poor technical
knowledge. To mitigate the lack of experts and assist the rural farmers, an intel-
ligent machine learning based fertilizer recommendation system for paddy and
wheat is very noteworthy. This work proposes a machine learning-based fertilizer
recommendation system for this purpose.

Instead of a single classifier, themachine learning component is designedwith
an assembly of multiple classifiers. Each classifier’s performance is evaluated in
terms of two well established accuracy metrics; percentage accuracy and Cohen’s
kappa. The output of the best performing classifier is always accepted as the final
recommendation. The system incorporated the Soil Test Crop Response protocol
suggested by the Indian Council of Agricultural Research for the recommendation
of fertilizers. It allows the farmers to choose any one of four alternative combi-
nations of fertilizers depending on the local availability and cost. To the best of
the authors’ knowledge, no such comprehensive fertilizer recommendation sys-
tem has been suggested using Soil Test Crop Response protocol. This work is a
pioneer in this field.

Keywords: Fertilizer recommendation system ·Machine learning · AI in
agriculture

1 Introduction

Agriculture is one of the prime sectors for the sustained economic progress of the devel-
oping nations including, India. About 70% of India’s rural population depends on agri-
culture and allied industries for their livelihood [1]. InWest Bengal, agriculture provides
livelihood to around 7.12million families [2]. In 2013–14,West Bengal contributedmore
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than a 25% share in Gross State Value Added (GSVA) and ranked first and ninth among
Indian states to produce paddy and wheat, respectively [3]. Afterward, an average fall
in the total share in GSVA is observed due to a decline in productivity [3], as presented
in Fig. 1.
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Fig. 1. Share of agriculture in the GSVA of West Bengal

Several factors were responsible for this decline of production which includes crop
loss due to the infestation of insect pests and diseases [4, 5], migration of farmers to
other profitable professions, decrease in cultivable land, the decline in soil fertility etc.
Amongst them, adequate soil fertility is also an important precondition for paddy and
wheat production along with other crops [6].

Though, soil provides the nutrients to the crop, over time, the nutrient contents
deplete with continued cultivation. To keep pace with the requirement of the nutrient,
external chemical fertilizers are applied. According to the United Nations Food and
Agriculture Organization (FAO), chemical fertilizers play a significant role in better
crop yield in India [7]. Plant growth is a very complicated process that requires nutrients
and other auxiliary parameters. The auxiliary parameters are organic carbon (Oc), soil
pH, electrical conductivity (Ec), crop type (Cp), the season of farming (Sf), duration
of farming (Df), and irrigation type (Ir). Nutrients are of two types; macro and micro.
Nitrogen (N), Phosphorous (P) and Potassium (K) are the three macronutrients that
are required in large quantities and having a direct impact on plant growth [8]. The
micronutrients are generally not used by the farmers because they are less concern to the
well-being of a crop [9] but the auxiliary parameters play a significant role in fertilizer
management [10].

It is reported that in West Bengal, soil fertility is gradually decreasing from 2015–
16 [11]. One of the major causes of this decline may be the improper application of
fertilizer. The adequate quantity and quality of fertilizers provide the essential nutrients
to the soil for better production of crops [12]. In West Bengal, paddy and wheat are the
two major crops cultivated over a widespread area by most rural farmers. The layman
farmers are applying the chemical fertilizers by their own choice with poor technical
knowledge. On the other hand, agricultural experts are very scarce and expensive to
cover such widespread cultivation. This results in a gradual deterioration of both the
quantity and quality of the paddy and wheat produced.

The application of machine learning based recommendation system in agriculture
has a long history [13]. Several machine learning-based decision support systems were
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suggested to solve various agriculture related problems, including fertilizermanagement.
In 1997, Broner and Comstock suggested a nitrogen based general fertilizer dosage rec-
ommendation system for malting barley using neural networks [14]. A similar approach
was taken up by Moreno et al., in 2018 while employing different soil specific param-
eters to design a general fertilizer dosage application system for pasture crops [15]. In
2010, Yu et al. used NPK to build an ensemble neural network for fertilization modelling
[16]. Hoskinson et al. and Pampolino et al. used an expert system approach to develop a
nutrient management system for potato and cereal crops, respectively [17, 18]. Tremblay
et al. proposed a fuzzy logic-based system for suggesting the optimal rate of nitrogen use
for corn [19]. Some researchers have also used fuzzy logic to develop fertilizer recom-
mendation system such as Ashraf et al., Chougule et al., and Prabhakaran et al. [20–22].
The other fertilizer recommendation systems include Suchitra et al., Pratap et al., and
Sumaryanti et al. [23–25]. All the systems considered different soil parameters as inputs,
but they suggested only the blanket dosage of fertilizers. Instead of blanket application,
this system recommends the fertilizers as per the ICAR recommended STCR protocol,
which is much more scientific and site-specific than a general blanket dosage.

To mitigate the lack of experts and assist the farmers in West Bengal, an intelligent
machine learning based fertilizers recommendation system for paddy and wheat is very
noteworthy. This work proposes a machine learning-based fertilizers recommendation
system for paddy and wheat in West Bengal. The system deals with the location-specific
NPK content in soil and auxiliary parameters which are equally important, as inputs for
a precise recommendation. The NPK and the other auxiliary parameters are available
from the soil health cards provided by theDepartment of agriculture and farmerswelfare,
Govt. of India [26]. The models’ performance has been evaluated in terms of two well
established standard metrics to select the best recommendation.

The data collection methods, system architecture, performance analysis and various
combinations of the fertilizers are described in Sect. 2. The Sect. 3 contains the results
and discussion. Finally, conclusions are provided in Sect. 4.

2 Materials and Methods

2.1 Collection of Soil Data

To train a machine learning based intelligent system, reliable data sets are required as
inputs. For the proposed system, the amounts of macronutrients currently available in the
soil and the auxiliary parameters are considered as the inputs. To train the system, input
data sets are collected from the soil health cards provided by the Government of India
[26]. The soil health card data contains the amounts of macronutrients (NPK) available
in the soil of an area along with the auxiliary parameters.

The soil health card data were collected from the three districts; Jalpaiguri, Malda
and South 24 Parganas in West Bengal. These three districts have been chosen based on
three different geographical locations with different environments. Jalpaiguri lies in the
northern terai regions of the state, Malda lies in the middle of the Gangetic plain and
South 24 Parganas in the Sundarban delta area near the Bay of Bengal.

The final fertilizers requirement for each sample in the respective soil health card
database was obtained by using the Soil Test Crop Response (STCR) protocol [27]. The
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(STCR) protocol has been developed by the Indian Council for Agricultural Research
(ICAR) that provides a mechanism to evaluate the quantity of fertilizers required by the
crop based on the available nutrient in the soil and the auxiliary parameters [28]. Studies
have proved that the STCR protocol is efficient enough and reduces fertilizer misuse [29,
30]. The data obtained from the soil health card were considered as the inputs and the
fertilizers suggested by STCR were used as the target values for training and testing the
system. The system has been designed to consider all the varieties of paddy and wheat
grown in West Bengal.

2.2 Designing the System

The proposed fertilizers recommendation system has been designed for paddy andwheat
cultivation in West Bengal. Based on the macro nutrients available in the soil along with
other auxiliary parameters, the system recommends suitable fertilizers as outputs. This
is basically a classification type of problems with supervised learning.

The system has been designed with four components; the input section, classier
assembly, performance evaluator and the output selector. A block diagram of the system
architecture is presented in Fig. 2.

Classifier-1 Classifier-2 Classifier-3 Classifier-4 

Output selector

NPK &
Auxiliary

parameters

Input section

Classifier assembly

Evaluator-1 Evaluator-2 Evaluator-3 Evaluator-4

Performance evaluator

Best
recommendation

Fig. 2. A block diagram of the system architecture

The input section accepts and feeds the NPK values (in Kg/Ha) and auxiliary param-
eters as inputs to the classifier assembly. The classifier assembly consists of four dif-
ferent classifiers, i.e., decision tree, multilayer perceptron, support vector machine and
k-nearest neighbor that use four popular learning techniques; non-metric learning, mul-
tilayer neural network, linear discriminant and non-parametric learning, respectively
[31–34]. These different classifiers were modelled to solve the problem using the same
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set of inputs but with different learning techniques. The classifiers used with different
learning techniques and hyperparameters are presented in Table 1.

Initially, the entire dataset was divided into two parts a training set comprising of
70% of the records and a testing set comprising of the remaining 30% of the records. The
testing set is kept aside for performance evaluation. To prevent any kind of overfitting
a five-fold cross validation was performed using the training set. The training data set
(70%) was partitioned into five separate blocks and then the first four blocks were used
as training and the last remaining one block was considered for testing. The process was
repeated five times by shifting the test block from one partition to the other, while the
remaining blocks were used for training.

Table 1. Classifiers used in the classifier assembly.

Classifiers Learning techniques Hyperparameters

Decision Tree (DT) Non-metric [31] Impurity Type = Gini impurity
Algorithm = CART

k-Nearest Neighbour
(k-NN)

Non-parametric [32] No. of Neighbours = 2
Algorithm = Ball Tree Based

Multilayer Perceptron
(MLP)

Multilayer Neural Network
[33]

No. of hidden layer = 1
No. of hidden neurons = 17
Algorithm = Stochastic
Gradient Descent

Support Vector Machine
(SVM)

Linear Discriminant [34] Gamma = 0.0001
Kernel= Radial Basis Function
Regularization = 1
Algorithm = One vs all

The performance evaluator section consists of four evaluators, one for each clas-
sifier. After receiving the outputs from the four classifiers, the performance evaluators
evaluate the performances of each classifier in terms of two well established metrices,
i.e., percentage accuracy (Ac) and Cohen’s kappa (k), as explained in the Subsect. 2.3.
Based on the values of the performance metrics of the four classifiers, the output selector
selects the best performing classifier and its output as the best recommendation.

2.3 Performance Evaluation

To test the performances of a classifier, several metrices have been suggested [35, 36]. As
a standard practice, the performance of a classifier is measured in terms of classification
accuracy. To measure the classification accuracy, two well accepted metrics have been
used, i.e., percentage accuracy (Ac) and Cohen’s Kappa (k). More the value of Ac and
k, better the performance of the model.
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The percentage accuracy (Ac) can be defined as [36]:

Ac = 1

n

∑n

i=1
I .(yp = ya)× 100 (1)

where n is the number of samples, yp and ya are the predicted and actual values
respectively. The function I.(yp = ya) is an indicator function that returns 1 if (yp = ya)
is true and zero otherwise.

Cohen’s kappa (k) is a standard and well-accepted measure of the accuracy of a
classifier. Basically, it measures the degree of agreement, or disagreement between two
instances. The range of kappa (k) values extends from negative one to positive one.
When k = 1, a strong agreement is observed and k = −1 results a strong disagreement.
The mid value (k = 0) indicates chance-level agreement.

The generalized expression to measure kappa(k) value for m classes is [36]:

Cohen,s kappa(k) = N .
∑m

i=1 Cii − ∑m
i=1 Cicorr .Cipred

N 2 − ∑m
i=1 Cicorr .Cipred

(2)

Where
∑m

i=1 Cii is the total number of instances correctly predicted, Cicorr is the
number of instances correctly classified for class i and Cipred is the total number of
instances predicted as class i and N is the total number of patterns.

2.4 Fertilizers to Be Recommended

The objective of this work was to design a comprehensive fertilizer recommendation
system that provides paddy and wheat farmers with options while choosing their fer-
tilizers. Therefore, the availability and cost of the fertilizers in the local market is an
important issue. Usually, fertilizers are divided into two categories: straight fertilizers
that are made from only one of the N, P, or K elements and complex fertilizers that con-
tain a combination of two or three of N, P, K elements. Generally, a combination of three
fertilizers are suggested by experts to compensate the lack of nutrients. A recent study
conducted by Visva Bharati University, projected that the most available and popular
fertilizers among the farmers ofWest Bengal are Urea, Muriate of Potash (MOP), Single
Super Phosphate (SSP), Di-ammonium Phosphate (DAP), NPK (10:26:26) and NPK
(20:20:20) [37]. Out of these fertilizers Urea, MOP and SSP are straight type and the
rest are complex type fertilizers. Based on the availability, four alternative combinations
(C-1, C-2, C-3 and C-4) of three fertilizers have been considered for recommendation as
presented in Table 2. The required quantity of fertilizers (in Kg/Ha) were calculated as
per the STCR protocol [38]. The objective of providing the alternative combinations of
fertilizers is to make the recommendation comprehensive and to provide the best option
to choose based on local availability and cost.
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Table 2. Different combinations of fertilizers used for recommendation.

Alternative combinations 1st element 2nd element 3rd element

C-1 Urea (N) MOP (K) SSP (P)

C-2 DAP (NP) Urea (N) MOP (K)

C-3 NPK (20:20:20) Urea (N) MOP (K)

C-4 NPK (10:26:26) Urea (N) MOP (K)

3 Results and Discussions

In this study, the modelling of the classifiers is implemented via Python and the perfor-
mance evaluation of the system is carried out with the test data sets of three districts;
Jalpaiguri, Malda and South 24 Parganas of West Bengal against each of the four fer-
tilizer combinations. The results of performance analysis for four classifiers in terms of
percentage accuracy (Ac) and Cohen’s kappa (k) for four combinations C-1, C-2, C-3
and C-4 are tabulated in Table 3.

Table 3. Performance of the classifiers

Districts Jalpaiguri Malda South 24 Pgs

Metrics Ac% k Ac% k Ac% k

1st Combination
(C-1)

DT 99.93 0.999 99.93 0.999 99.87 0.999

k-NN 94.75 0.931 92.15 0.889 83.74 0.813

MLP 78.72 0.719 84.97 0.79 74.93 0.703

SVM 94.55 0.927 91.35 0.876 79.1 0.753

2nd Combination
(C-2)

DT 99.53 0.994 100 1 99.8 0.998

k-NN 91.72 0.896 89.67 0.852 73.25 0.7

MLP 75.42 0.686 78.47 0.682 64.92 0.604

SVM 91.99 0.897 89.74 0.85 71.24 0.676

3rd Combination
(C-3)

DT 98.92 0.987 99.53 0.994 99.33 0.992

k-NN 90.17 0.875 86.18 0.827 72.58 0.669

MLP 76.43 0.696 72.1 0.646 62.77 0.542

SVM 90.24 0.873 86.92 0.834 70.97 0.639

4th Combination
(C-4)

DT 99.33 0.992 99.8 0.998 99.67 0.996

k-NN 93.6 0.922 93.36 0.918 88.37 0.863

MLP 76.57 0.704 80.75 0.76 61.83 0.544

SVM 94.07 0.927 91.28 0.891 83.47 0.795
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The values of the two metrics Ac and k for each classifier averaged over four
combinations are presented in Table 4 and 5.

Table 4. Average values of percentage accuracy (Ac) of each classifier for four combinations.

District Combination Decision Tree k-NN MLP SVM

Jalpaiguri C-1 99.93 94.75 78.72 94.55

C-2 99.53 91.72 75.42 91.99

C-3 98.92 90.17 76.43 90.24

C-4 99.33 93.6 76.57 94.07

Average 99.43 92.56 76.79 92.71

Malda C-1 99.93 92.15 84.97 91.35

C-2 100 89.67 78.47 89.74

C-3 99.53 86.18 72.1 86.92

C-4 99.8 93.36 80.75 91.28

Average 99.82 90.34 79.07 89.82

South 24 Parganas C-1 99.87 83.74 74.93 79.1

C-2 99.8 73.25 64.92 71.24

C-3 99.33 72.58 62.77 70.97

C-4 99.67 88.37 61.83 83.47

Average 99.67 79.49 66.11 76.2

For better understanding, the performance graphs plotted using the average values
of percentage accuracy (Ac) and Cohen’s kappa (k) for each of the districts are depicted
in the Figs. 3 and 4 respectively.

Results show that the performance graph plotted by average values of percentage
accuracy (Ac) of four classifiers (Fig. 3) are nearly identical for all the three districts;
Jalpaiguri, Malda and South 24 Pgs. The decision tree classifier outperforms the other
classifiers. The performance of the MLP classifier is the lowest among the four. The
k-NN and SVM classifiers show nearly equal performances.

Since the value of the percentage accuracy (Ac) represents the goodness of each
classier, bigger the value better the classifier. The results show that the average Ac value
for the decision tree is almost equal to hundred which signifies that the recommendation
made by the classifier will be reliable enough.

A similar result is observedwhenCohen’s kappa (k) is considered as the performance
metric. The only difference is that the range of values of Ac is from zero to hundred but
the range of k is from zero to one.
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Table 5. Average values of Cohen’s kappa (k) of each classifier for four combinations.

District Combination Decision Tree k-NN MLP SVM

Jalpaiguri C-1 0.999 0.931 0.719 0.927

C-2 0.994 0.896 0.686 0.897

C-3 0.987 0.875 0.696 0.873

C-4 0.992 0.922 0.704 0.927

Average 0.993 0.906 0.701 0.906

Malda C-1 0.999 0.889 0.79 0.876

C-2 0.999 0.852 0.852 0.85

C-3 0.994 0.827 0.646 0.834

C-4 0.998 0.918 0.76 0.891

Average 0.997 0.866 0.753 0.858

South 24 Parganas C-1 0.999 0.813 0.703 0.753

C-2 0.998 0.7 0.604 0.676

C-3 0.992 0.669 0.542 0.639

C-4 0.996 0.863 0.544 0.795

Average 0.996 0.761 0.598 0.716
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4 Conclusion

The proposed system has been designed to recommend the best fertilizers for paddy
and wheat cultivation in West Bengal, India. Instead of a single classifier, an assembly
of classifiers has been used. After evaluating each of the classifier performances, the
outcome of the best performing classier is accepted as the final recommendation. The
classifiers’ performance is measured in terms of two well established accuracy metrics;
percentage accuracy and Cohen’s kappa. This leads to the best recommendation.

As an outcome of extensive research, the Indian Council of Agricultural Research
(ICAR) suggested that along with the existing soil content macronutrients (NPK), the
auxiliary parameters have a significant contribution in fertilizers recommendation. They
also suggested a protocol for fertilizers recommendation. This system has incorporated
the protocol suggested by ICAR and considers the auxiliary parameters and the soil
content NPK. This is unique in its class.

The proposed system gives the farmers the opportunity to choose any one from four
alternative combinations of straight and complex NPK based fertilizers depending on the
local availability and cost. This is another unique feature among all the existing fertilizer
recommendation systems.

To the best of the authors’ knowledge, no such comprehensive fertilizer recommen-
dation system has been suggested to date. This work may be a pioneer in developing
integrated fertilizer management tools for all other crops.
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Abstract. Engineeringhas becomeoneof themost chosen streams for graduation.
In the recent past, many cases have been reported which increases the concern
about mental health of students during the undergraduate engineering program.
The aim of this study is to determine the level and source of stress and its severity.
Stress is a necessary part of our lives and can have both beneficial and negative
effects. The pressure response of stress is determined by our perception of an
event, change, or problem. Controlling and balancing our lives in order to deal
with stress can be a challenging task. An important first step is to identify the
extent to which people are affected under stress in their lives and looking for
strategies to improve. In this article, we have proposed a Perceived Stress Scale
based model and methodology to gauge different types of stress levels among the
engineering students. Further, co-relation between the calculated stress levels and
the demographic income classes is established.

Keywords: Stress · Diagnostic test · Effect of stress · Perceived Stress Scale ·
Ardell wellness · Demographic details

1 Introduction

Today, levels of stress among undergraduate students have been rising astonishingly high
due to the pressure of their studies followed by a large amount of syllabus content for a
limited period of time. This makes a boundary of stress in the student. There are always
high expectations of parents and teachers from a student in his work. High-level stress
and mental competition convert into depression may ultimately affect the health of the
student. College life is one of the most stirring and rewarding times in any scholar’s life
and at this phase of life students gets exposure to a new environment and opportunities,
to prepare for future and experience life in a new way. This is also a period when
students are exposed to wide variety of challenges which can be due to many reasons
such as academics, lifestyle, time-management, workload etc. Students are exposed to
immense pressure due to these challenges and expectations from various people such
as family members, relatives and teachers. All these reasons increase the chances of
students developing mental illness in terms of Stress, Anxiety, Anger, Depression or
even Suicidal Thoughts in the extreme cases.
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A healthy lifestyle is an important aspect of a person towards stress reduction. The
stage ofDepression occurswhen the stress level exceeds its ability to cope. Depression of
body makes the response to change that the body needs, mental correction, or problems.
Students who pursue professional academic course, they generally face challenges in
satisfies all the academic norms require fulfill his eligibility to obtain the final degree.
Studentswho took loans for studymay feelmore pressure and can result into stress. These
factors contribute to increase the stresswhich is a series of burden.A stress comes under a
series of reasons varying from personal life to the professional life. Feeling of continuous
frustration in academic platform may weaken a student to regain the energy for the next
challenge. There are broadly two kinds of stress usually seen in a student’s life i.e. acute
stress and chronic stress [26]. Acute stress is a kind of stress that remains for short period
of time. In students, this stress generally comewhenhe faced little rebuke from the faculty
or due to little embarrassment. This stress may quickly go away. Chronic stress is a type
of stress which remain for long period of time. In students, it occurs is due to a series of
continuous small stress and failure. It makes the student to think deeper. It spread more
negativity in the mind and it can results in severe health issues. Just as the academic
opportunities and pressures are mounting on students of the ages of 15 and 24 they are
required to adjust to emotional and multifarious life changes. Thus, this is the time of
onset of most depressive illnesses. At this phase of time a student faces many transitions
like adulthood from adolescence; hosteller from family home; new culture/language
from home country/language; open market competition from basic contests; new social
environment from familiar friends. These transitions may bring many challenges like
leaving home for the first time, forming new relationships, learning to live independently,
sleeping irregularly in hostels and skipping regular meals [29, 30]. As a normal response
to these difficult events, changes and transitions college students are more likely to have
symptoms of stress. Compiled studies on various stress related researches around the
world reflect the following:

• 1 out of every 4 college students suffers from some form of mental illness, including
depression and stress.

• 3 out of 4 college students do not seek help for their mental health problems.
• Among the causes of death among college students, suicide is the third leading cause.
• 80% of students who either contemplate or attempt suicide show clear warning signs.
• 99% of individuals have minor or major mental health problems (not disorders) from
time to time.

In the present manuscript we have tried to present a comprehensive literature review,
in Sect. 2 of thismanuscript, of the various studies conducted tomeasure the stress factors
among the students. Further, in Sect. 3, we have tried to brief some of the established
stress measuring scales used by the experts and psychologists around the world. In this
section,we have presented themethodology and questionnaires adopted by us tomeasure
the stress among the engineering students, also. The experiment setting, results, analysis
and limitations are presented in Sect. 4. Finally, the conclusion is presented in Sect. 5.
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2 Literature Review

College students are required to pass through a rigorous academic channel in which
they need to study multiple subjects. The projects and assignments made the student to
put extra critical analysis on the topic. Therefore, years of a student in college remain
pressurized under the burden of adjustments. So, a student made to compromise with
his comfort zone. Students most stayed away from their homes and so this decline the
support system of the student. Table 1 show some recent studies which are conducted to
gauge stress in student life.

Table 1. Studies on stress exploration

Author Description Methodology

Sher et al. [23] Support system in a student life
under his stress

Psychological assessment of
students has been taken to evaluate
stress

Jogaratnam et al. [24] Examine exposure to stressors
among student-employees

Stress level has been checked
under various parameters like time
pressure, social mistreatment,
friendship problem, academics
alienation etc.

Polson et al. [25] Study of stress exposure in fresh
student specially females

Sample based survey on graduate
students. Stress level has been
estimated in graduate female
students enrolled in marriage under
family pressure

Cahir et al. [26] Explored the impact of financial,
emotional, and academic on
graduate student psychology that
leads to generate stress problems

Psychology student stress
questionnaire. The stress scale
yield into 7 standard factors. 133
graduate psychological students
were examined in this test scale

Aziz et al. [27] Explored the organizational role
in building stress in women

Organizational role stress scale.
The methodology performs
analysis of stress that is influenced
by administrative activities of an
organization

Stress levels in patients can be measured using various set of standard scales that
have been proposed after thorough testing through various studies. The Holmes and
Rahe Stress Scale [13] bases the sources of our mental stress to our life events, and
contains a list of forty-three life events based on which a relative score is calculated.
This scale has a low accuracy leading to poor overall performance. The Depression
and Anxiety Scale (DASS-42) has a set of 42 questions to calculate individual scores
of stress, anxiety and depression. A shorter version of this scale with 21 questions
has also been constructed and verified [12]. The Hamilton Anxiety Scale [11] consists
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of 14 items and can measure psychic anxiety and somatic anxiety. There are various
scales for measuring depression levels in patients. The Hamilton Depression Rating
Scale [8], Montgomery-Asberg Depression Rating Scale (Hamilton, Schutte &Malouff,
2001), Raskin Depression Rating Scale [18] Beck Depression Inventor [3], Geriatric
Depression Scale (GDS) [15], Zung Self-Rating Depression Scale [22] and the Patient
Health Questionnaire (PHQ) [16] are all different scales and questionnaires that provide
a score rating that gives a relative measure of depression level among patients taking
the test. Various studies have also been conducted in different parts of the world to
measure the stress and depression levels in students of various institutes. A study was
conducted in theUniversity ofMysore [9] tomeasure anxiety levels in Indian and Iranian
students. A study conducted in colleges of Bangalore [17] also found high levels of stress
among engineering and medical students. A study conducted by Malaysia University
[19] found that lowperforming students tend to develop higher levels of anxiety disorders
as compared to other students. Most of the universities across the globe have centers and
counselors for helping students to deal with and come out of this chronic and dangerous
mental illness. For example, the students and faculty ofUniversity ofMichigan can access
CampusMindWorks [4], which is a website containing comprehensive resources to help
understand depression. University of Australia also has a similar service [5]. Successful
research has been conducted based on finding Perceived Stress, Sources and Severity
of Stress among medical undergraduates in a Pakistani Medical School [19]. A study
conducted [2] has been conducted on a group of 1617 students using the DASS-42
standard scale. Another study [1] has assessed the properties of DASS – 42 in a sample
of high school students.

3 Methodology

We have presented a model which can help students in maintaining their positive mental
health. It is a mental health evaluation model that takes into account socio-economic
background, and the student’s response to a self-administered questionnaire (comprising
questions from both pre-tested standard scales as well as new questions framed with
professional help from experts). An online service is preferred as students are usually
unwilling to seek help due to social stigmas related to stress. A student’s family history,
academic performance, and stress coping capabilities are considered for his/her mental
health evaluation performed through this online service with the goal to find and evaluate
at-risk students. We have aimed at classifying students into three categories:

• Class A: Students who are mentally fit and don’t need any help.
• Class B: Students who are suffering from some form of stress and need counseling
• Class C: Students who have high suicidal tendencies and need immediate medical
attention.

The type of diagnosis, if required, after taking the test is decided based on which
category the test result indicate to. The data collected from this research has been used
to draw inferences regarding the mental health of the students in general too.

The proposed methodology contains some elements from standard stress measure-
ment techniques which are based on Perceived Stress Scale (PSS) [19] and Don Ardell’s
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Wellness Stress Tests [28]. The Perceived Stress Scale (PSS) is a widely used psycho-
logical tool to measure stress perception. It is a measure of the extent to which situations
in a person’s life are considered stressful. Don Ardell’s Stress Test is a separate robust
stress test to find specific stress level in a person’s life. It offers a balanced assessment
of varied stress sources. It finds the importance of including all aspects of life in order
to understanding stress.

3.1 Diagnostic Test Description

The diagnostic test or the self-administered questionnaire comprises of questions from
both pre-tested standard scales aswell as newquestions framedby the subject experts.We
have prepared a questionnaire of thirty two questions that deal with daily stress causing
problems to engineering students. These questions have been prepared by consulting
subject experts in psychology and encompass all major stress factors in the daily life
for an engineering student. Questions have been further divided into four subclasses
that each deal with separate indicators to different kinds of stress such as acute stress,
chronic stress, suicidal ideations and emotional stability. The questions for all the four
categories are presented randomly and scores for each category reflect a different aspect
of a person’s mental health:

• A student with a high acute stress often undergoes a lot of mental stress when in a
particular situation. Their stressors are triggered by the onset of a particular situation
e.g. Examination pressure. This kind of stress is not alarming because of being tem-
porarily active and thus does not require medical intervention in most cases. Thus,
students with even a high acute stress will most likely lie in Class A of students.

• A student with a high chronic stress often succumbs to stress being triggered by a
regular or periodic stressor. Thus, these students spend most of the time in their daily
lives in stress. These students classify as Class B of students and would need proper
counseling by experts who can then decide to prescribe medicines.

• A student who flags as someone with having high indicators for suicidal ideations is
someone who is suffering most likely from a severe stress and has a very high suicidal
tendency. Such a student would classify in Class C andwould need immediatemedical
intervention in the form of antidepressants.

• Emotional Stability only reflects a student’s ability to tackle stressful situations and
is not an indicator for any kind of stress in the student, in itself.

This provides us with a systematic way to assess the scores of each student and
propose an appropriate treatment plan according to their mental health condition. Con-
sidering the various categories of stress, it provides us with the ability to pinpoint the
source of the stress easilywhich can help the doctors/counselors to continue the treatment
of the students who are flagged by the system. Our method enables in finding students
who need immediate attention among the vast pool of students which is a task that is
almost impossible to perform manually. It provides a tool to the students to regularly
track their mental health and reduces the workload on counselors by filtering out the
specially flagged students by the system.
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3.2 Demographic Details

Demographic information is the study of factors related to a large number of population
based on their socio-economic details. It is the collection of characteristics of peoples in
large population. In the proposed work, the study is aimed to take into account the socio-
economic background of the students. This is done using thewell-knownKuppuswamy’s
Scale [15] to calculate the stress parameter for each student. This scale measures the
SES of an individual based on three variables named as education, occupation of the
head of the family and the income of the family. Usually education and occupation
of head of the family are not vary with time. However, the income may changes with
time in the scale. Therefore, the scale is needed to update regularly for socioeconomic
classification of study populations.Wehave used the revised version of incomeparameter
for 2014 (Gururaj, 2014) to maintain the validity of the research. It is mandatory for each
student to provide the demographic details before they can take the diagnostic test. The
Kuppuswamy Scale [15] calculates the socio-economic status of the participant in 5
classes based on socio-economy background of peoples that is described in Table 2.
This classification was used to divide test subject to different categories and perform
analysis on each subclass. Analysis on each separate socio economic class helps us in
finding trends between the stress levels and their socio economic background. Figure 1
shows the pictorial representation of the steps taken in this study.

Questionnaire Design
•Design of questionnaire containing a set of 32 questions 

related to various topics.

Data Collection
•The dataset of stress related content has been collected 

to gauge stress level in students.

Stress Detection
•Based on student’s response, PSS scaling factors has 

been evaluated to gauge actual stress level in a student.

Data Analysis
•Finding co-relation between the calculated stress levels 

and the demographic income classes.

Fig. 1. The proposed methodology steps.
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Table 2. Demographic classes and their respective description

Sl. no. Class Description

1 Upper Class of higher managerial and administrative professionals of group A

2 Upper-middle Intermediate managerial, professors or B grade professionals

3 Lower-middle Supervisor and clerical peoples which may belong to group C

4 Upper-lower Skilled workers

5 Lower Non-technical, unskilled or semi-skilled peoples

4 Results

4.1 Participants and Setting

Onehundred and two students primarily fromfinal yearB.Techwere invited to participate
in this study and take the diagnostic test through the online medium. All the necessary
instructions before taking the test were provided through web pages. The users were
asked to sign up anonymously and thereby their identities were kept secret.

4.2 Data Collection and Analysis

The study collects 102 responses from peoples under a set of questionnaire. The dataset
of participants was collected in a MySQL database and exported to be analyzed using
proper statistical software. The data is geometrically analysed that contains mean score,
median score and the standard deviation to perceive the various level of stress. Stress have
four categories of questions namely, indicators for acute stress, indicators for chronic
stress, indicators for suicidal ideations and indicators for emotional stress. The responses
are divided based on the socio economic status of the participants calculated using the
Kuppuswamy scale [15] and separate mean, median and standard deviation for all five
categories of questionsmentioned earlier were calculated for each single socio economic
class. The frequency of each response to the 32 specially designed questions, with
mean and median is recorded. Table 3 represents these readings. Each cell of this table
represents the number of students marking a particular response based on which mean
and mode values have been calculated.

The Table 3 shows the score of five responses taken in perceived stress scale. It
also contains the mean and the median of stress for each questionnaire. A 32 number
of general source of stress has been made that contain all the possible variation that
may cause change of mind of the participant. The response scores are based on the
perception of students under a given situation. The PSS scores of a person with low
stress will fall in the range of 0–13, the scores of a person under moderate stress will
fall in the range of 14–26. The PSS Scores ranging from 27–40 indicates high perceived
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Table 3. Response pattern of the 32 stress gauging questions (rated in a scale of 0–4).

Source of stress Never (0) Almost never (1) Some

-times (2)

Fairly often (3) Very often (4) Median Mode

Does examination scare you? 24 21 34 21 2 2 2

I find my course curriculum useless 7 16 37 25 17 2 2

I feel bored during the classes 5 12 24 36 25 3 3

I think we have enough study material for our studies 3 18 28 40 13 3 3

One day I would definitely become an engineer 5 8 22 33 34 3 4

My branch has no scope in the future 33 21 28 13 7 1 0

There are so many intelligent students in my class 6 15 33 33 15 2 *

No one is concerned with me, neither teachers nor my batch

mates

13 27 32 22 8 2 2

I feel my parents have too many expectations from me 16 18 27 27 14 2 *

I am a lonely person 18 29 35 13 7 2 2

My studies are affected by my family problems 30 25 23 21 3 1 0

I miss my home 4 25 40 19 14 2 2

It is difficult for me to start a conversation with the person of the

opposite sex

14 21 34 25 8 2 2

English as a study and communication medium is a problem for

me

26 23 30 18 5 2 2

I am inefficient in putting my points publically 12 28 28 28 6 2 *

My hostel and the city is a boring place 10 20 31 28 13 2 2

People don’t recognize my capabilities 8 33 41 15 0 2 2

Food quality of the mess is a matter of concern for me 7 15 27 33 20 3 3

I often get worried about my monthly expenses 9 27 34 22 10 2 2

Living in the city is costly for me 27 21 29 18 7 2 2

I find it difficult to have fun with my friends 27 25 26 19 5 1 0

Living conditions in the hostel are pathetic 9 24 38 27 4 2 2

I don’t like to share my room with someone 22 26 18 24 12 2 1

Relationship matters do affect my mood and studies 9 23 46 21 3 2 2

I am not good looking 18 30 29 22 3 2 1

I don’t get sound sleep regularly 16 18 45 19 4 2 2

I am often become sick during a semester 17 27 39 13 6 2 2

My method to tackle stress is to consume alcohol or cigarette 45 18 17 17 5 1 0

I am unable to fulfill the dreams of my parents 25 18 35 19 5 2 2

Nothing is going to change if I become an engineer 20 33 27 15 5 1 1

I want to run away from all the things 25 22 26 22 7 2 2

It is better to die than to face this situation 41 18 24 12 7 1 0

stress. The PSS ranges are the standard ranges that has adopted inmany recent literatures
to measure stress level in a person. The stress level can be classified from low to high by
considering standard scaling range as considered standard measurement ranges given on
scientific basis. Table 4 contains the stress data of five stress categories i.e. perceived,
acute, chronic, suicidal, and emotional. This stress analysis has been made for all the
demographic classes of society to find the co-relation between the stress levels and the
income category. The Table 4 shows the five categories of stress level and the interpreted
scores obtained from various classes of students involved in our experiment. Figure 2
shows the graphical representation of average stress scores of all the four economic
classes. The variations of various stress (A is Perceived Stress, B is Acute Stress, C is
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Chronic Stress, D is Suicidal ideation and E is Emotional Stability) with respect to the
income groups is shown in Fig. 2. The upper income groups have the lowest suicidal
ideation and the lower income class has the highest chronic stress. The upper class is
also observed with the lowest chronic and acute stress. Suicidal tendencies are observed
low among all class, but exceptionally low in the upper class. Perceived stress is the
most common stress and is almost equal among irrespective of income group. For all
other type of stress income category seems to have a reasonable impact. The number of
observed participants in the upper-lower class is very less i.e., only five and thus their
reading cannot be relied on heavily due to the lack of sufficient data.

Table 4. Various stress levels with respect the income category grouping.

Class Category of stress No of participants Average Median Standard Deviation

Upper class Perceived stress 33 17.81818 17 4.798792

Acute stress 33 16.69697 16 4.369531

Chronic stress 33 15.78788 16 3.887139

Suicidal ideation 33 4.515152 4 3.767635

Emotional stability 33 12.63636 12 5.389911

Upper middle class Perceived stress 45 18.1087 19 4.403172

Acute stress 45 17.54348 18 3.970483

Chronic stress 45 19.65217 20 5.207761

Suicidal ideation 45 8.130435 9 4.480122

Emotional stability 45 17.04348 16 5.962686

Lower middle class Perceived stress 19 20.05263 19 5.264912

Acute stress 19 17.94737 17 3.439536

Chronic stress 19 19.52632 20 5.004092

Suicidal ideation 19 9.736842 9 3.739312

Emotional stability 19 19 19 2.645751

Upper lower class Perceived stress 5 18.5 18.5 2.081666

Acute stress 5 18.25 18 2.217356

Chronic stress 5 22 21.5 2.160247

Suicidal ideation 5 9.5 10 1.732051

Emotional stability 5 19.75 20 1.258306

Complete population Perceived stress 102 18.39216 19 4.654726

Acute stress 102 17.37255 17 3.947481

Chronic stress 102 18.47059 18 5.016223

Suicidal ideation 102 7.313725 8 4.491974

Emotional stability 102 16.08824 16 5.724886
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Fig. 2. Average stress scores for all economic classes

5 Conclusion

The study concludes the detection of stress in the graduate student by analyzing standard
parameters and scaling factors . Stress formation depends on various factors including
demography, academics, personal life, etc. The questionnaire-based study shows the
effect of various reasons that indulge in building stress. It is found that about 40% of the
students have reported a high level of perceived stress, and the average perceived stress
of the lower middle class of students is above acceptable limits. All other categories of
stress i.e., acute, chronic, suicidal ideations are well under control among all students
of all categories in general. The model and question set we have developed has great
intellectual aswell as commercial value.Data collected further can be used to standardize
the self-created thirty-two questions into a standard scale.
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Abstract. A system for individual identification of The Royal Bengal Tigers
(Panthera tigris) is absolutely necessary not only for monitoring the population
of tigers but also for saving the precious lives of those workers whose job is to
count the exact number of tigers present in a particular region like Sundarban
in West Bengal, India. In this paper, a solution has been proposed for individual
identification of Bengal Tigers using an autonomous/manually controlled drone.
In the proposed system, the drone camera will search for the tigers using a Tiger
Detection Model and then the flank (the body part which contains the stripes) of
the detected tiger will be passed through a Fine-tuned state-of-art network. The
system based on deep CNN will detect the uncommon features for individual
counting of the tiger in a particular forest. The proposed system will enhance the
accuracy of tiger detection technique that will be followed by the human experts.
It also reduces the risk of accidents relating to animal attacks.

Keywords: Tiger identification · Tiger detection · Deep learning · Deep CNN

1 Introduction

Different ecological field studies have used various techniques for gaining information
about the animal population.Thesemethods require the individual countingof the species
which are present in a particular area. But it’s not an easy task. Besides counting, tracking
the tiger population is quite challenging. There are various methods of counting tigers
like the pugmark method, camera trap, poop/scat method, radio collar method, etc.
But these methods are either too risky or do not give favorable results. In paper [1] even
though the earlier studies provided ways to formalize unique animal appearance, manual
identification of individuals is a tedious job. It requires experts with specific skill sets,
making the identification process prone to subjective bias. Moreover, with an increase
in animal count, manual processing becomes prohibitively expensive.

Also, approaches like radio-collaring, in-fieldmanual monitoring, andGPS tracking,
minimize subjective bias and are repetitive, cost-effective, safer, and less stressful. Still,
however these methods are sometimes very risky and time-consuming.

In the past few decades, with the advancement of visual pattern recognition, it is
widely used to make various biometric systems like fingerprint detection [2] and facial
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recognition [3]. The identification process relies on visual pattern matching. In paper
[4] visual biometrics has been applied to cattle to identify them from their unique fea-
tures. These non-invasive techniques have a high advantage in terms of safety, cost, and
convenience.

According to paper [5] each tiger stripes are distinguishable, like the fingerprints of
a human. So each tiger would be individually identified by the stripes it has. Until now
this method was done manually by experienced professionals, this requires extensive
manpower and time. The manual identification depends on experienced operators and is
highly subjective. If the number of tigers is large then, it is not suitable to identify each
and every tiger individually.

Deep Learning can provide a high level of visual semantic description. How-
ever, identification using CNNs are mostly used to classify different types of species.
For individual identification of a species, there are various technical challenges that need
to be overcome.

The present existing research works basically depend on the manual identification,
which is unsuitable for enormous datasets. Therefore, in this research work, a system is
proposed in which the images of tigers should be taken from an autonomous/manually
controlled drone. Considering The Royal Bengal Tiger images which would pose a
training data set, a CNN model is made to distinguish individual tigers with their body
stripes.

The CNN model constructed is used for automatic identification of Bengal Tigers.
The model would reduce the laborious task of manual recognition. Furthermore, the
technology and method are conducive to establishing a database of stripes of various
tigers, which is advantageous for the conservation and management of Bengal tigers.

2 Related Work

2.1 Tiger Detection

The earliest works on automatic animal detection in the paper [7, 8] use a Haar-like
& low-level features tracker. This system detects faces at multiple scales working in
real-time with slight pose variations.

In paper [9] heads of different animals were detected by using shape and texture
features. This approach depends on the shapes of the ear and variation in the pose from
different angles. These approaches are beneficial for identifying different animals and
tracking them. But they are not up to the mark because they fail in case of occlusion or
significant pose variation.

In paper [10], the object or animal is foundbyusing abackground subtractionmethod.
In the paper, [11] it is shown that it is very difficult and tedious to choose the threshold
value as the background image changes periodically. The approach is called the power
spectrum approach, but the work carried out in that paper shows that the approach is not
up to the mark for real-time detection/identification.

2.2 Individual Tiger Identification

The estimation of the number of individuals of a species in a population is a key question
in the field of ecology and wildlife conservation [12, 13]. Population estimates of any
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species are required for the formulation of a conservation strategy, prioritization, and
allocation of resources, as well as for evaluating the success of conservation programs
[14].

The first attempt to enumerate tigers from their pugmarks was made byW. J. Nichol-
son in Palamu district, Bihar. He developed the methodology for a census of pugmarks.
The basic method is that the people with experience identify each individual tiger from
their pugmark.

The early used technique of the tiger population had the following drawbacks [15]:
(1) several field personnel is often inconsistent and of poor quality; (2) individual tigers
are believed to be identifiable from the substandard data by supervisory officials.

The classification of different species has been dominated by convolutional neural
networks [16, 17]. For automatic identification, there are various technical challenges
that need to be overcome.

3 Background

The flow of the proposed system is given in Fig. 1. The proposed system consists of an
autonomous/manual drone. It takes the picture of the tigers in real-time using Tensor
Flow Lite and then passes the picture to the CNN model which will further predict the
class of the input image.

Fig. 1. Flow diagram of the proposed system

3.1 Detection Using Tensor Flow Lite and Raspberry Pi

In the proposed system a Raspberry Pi 4 Model B configured with a Camera and Tensor
Flow Lite model should be attached to the drone for detecting the tigers in real-time to
take their pictures.

The Raspberry Pi is an immensely compact but powerful computer having very
few dimensions. Raspberry Pi uses an Advanced RISC Machines (ARM) processor.
The processor in the Raspberry Pi 4 Model B system is a quad-core Arm Cortex-A72
system-on-chip (SOC) multimedia processor [18].

ATensor FlowLitemodel should be used to perform the real time tiger identification.
Tensor Flow Lite supports hardware acceleration with Android Neural Network API
(Application programming interface). It applies many techniques to achieve low latency,
optimization kernel, pre-fused activations, and quantization kernel.
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Raspberry pi in drone has been implemented in this system proposed which takes
the input for detection work. All the computation for Tiger detection has been done
using the Tensor Flow Lite model. After detecting the flank of the tiger, the flank image
would be sent to the server where the flank image passes through the CNN model for
the individual identification of the Tiger.

3.2 VGG19 Model

In 2014Oxford’s Visual Geometry group introducedVGG architectures, which achieved
a top-5 error rate of 7.3% in the ILSVRCcompetition. The networksVGG16 andVGG19
were introduced. In which 13 and 16 convolutional layers were present in VGG16 and
VGG19 respectively.

VGG19 is a pre-trained model, it has 19 layers out of which 16 are convolutional
layers, 3 fully connected layers, 5 Max Pool layers, and 1 Soft max layer in its network.
The model has been trained on more than millions of images of Image net datasets,
having 1000 different classes [19]. As a result, the network has learned rich feature
representations for a wide range of images. This model took 224 × 244 image size as
the input.

In the paper [6] the authors did fine-tuning of CNN weights from a different dataset
which helped them to overcome the problem of medical image scarcity. The facts shown
is fine-tuning the top blocks of a CNN model can save time and computational power
and produce more robust classifiers. Hence, in this system fine-tuning the top layers or
fully connected layers of the VGG19 model has been made to get the desired results.

In this system, the VGG19 model has been used for network surgery that means
fine-tuning of the model to modify the actual architecture, so that some parts of the
network for said problem statement can be retrained.

4 Material and Methods

4.1 Data Augmentation

This is a well-known fact that a sufficient amount of data is needed to train the proposed
model. The images of eight different Bengal tigers from various sources have been
collected. After that, those images have been taken into consideration where the stripes
of the tigers were clearly visible. While collecting the dataset various difficulties were
handled such as the tilted orientation of the images. In those cases, the pictures were
inclined to some angle to keep the straight orientation as much as possible.

In paper [20] and [21] various techniques have been implemented to improve image
datasets for the training of the predictive model. Since the deployment of the proposed
system is under-process, the sample size of the images to train a deep CNNmodel is not
up to the mark. Precaution has been taken while increasing the dataset so that it would
not hinder the result. Keeping these things in mind, some data augmentation techniques
like flipping the image and rotating are applied. The fact that the captured image can
be blurry for moving tigers, some pictures are also made blurred and the brightness is
manipulated taking sunlight into consideration. Initially, the images of eight different
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tigers have been collected and there were around 3,110 images. After applying all the
filters and methods in the dataset, the total size of the dataset was increased to around
18,692 images.

4.2 Detection Using Tensor Flow Lite

Both the tiger and its flank region would be detected using Tensor flow Lite (TF Lite).
The network would be trained to detect 2 classes: the tiger and the flank. The images of
the tiger and its flank should be taken as an input to the model.

There are three primary steps for training and deploying the Tensor Flow lite model.
Using the Tensor flow models in Tensor flow Lite requires converting the models that
are trained in quantized SSD net models using Tensor flow into the SavedModel format.
This requires using the freeze-graph utility. Then, the Tensor flow Lite optimization
converter would be used to create a Tensor flow lite model, setting flags in the model
that will auto-prune computation and other graph nodes that are unnecessary at inference
time.

TFLite_Detection_PostProcess operation can be used, where a variation of Non-
maximum Suppression (NMS) is implemented on the model’s output. Non-maximum
Suppression filters many bounding boxes using set operations.

During testing time, if a single image would be taken as input. The output would be
the bounding boxes around the tiger and their object ness scores.

4.3 Individual Identification Using VGG19

One of the approaches in Transfer learning called fine-tuning has been used to create the
CNN model. The imported VGG19 model has been fine-tuned with the images of the
Bengal tiger’s flank in the training set using Keras. VGG19 has an optimum architecture
for benchmarking. The pre-trained networks for VGG are available freely to the public,
which can be modified and used for other similar tasks. It is also commonly used out
of the box network for various applications. Weights are easily available with other
frameworks like Keras so they can be tinkered with and used as one wants.

In this process, fully connected layers and the soft max layer of the VGG19 model
were removed and replaced by the new layers on the top of the CNN.All the layers below
the previously fully connected layers were frozen so that their weights don’t get updated.
After that, the network is trained using an immensely small learning rate (0.001) to warm
up fully connected layers. It implies that the newly added fully connected layers would
be learning patterns from the earlier CONV layers in the network and then the weights
are fine-tuned to recognize the new Bengal Tiger classes.

The fine-tuned model will not classify images as one of the 1000 different classes
for which it was previously trained on, but instead, it will work only to classify images
of the Bengal Tigers it has been fine-tuned on.

5 Experiments and Results

The visual illustration of fine-tuned CNN architecture is given in Fig. 2. The constructed
network has five convolution layers. The first block have two convolution layers having
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64 filters each with a size of 3× 3, the second block have 2 convolution layers and each
convolution layers have 128 filters with a size of 3 × 3, the third block has a total of
four convolution layers, having 256 filters with a size of 3 × 3, the fourth convolution
block consists of four convolution layers with 512 filters of size 3 × 3 and lastly the
fifth convolution block consist of four convolution layers with 512 filters of size 3 × 3.
All the blocks mentioned above are separated by a Max Pooling layer. The constructed
network has 139.5 million parameters with 26 layers.

The fully connected layers have been trained with Bengal Tiger images. It achieved
an accuracy of 95.34% on training data and 94.26% accuracy on validation data after
20 epochs with a learning rate of 0.001, since the learning rate should be kept very
small in case of fine-tuning of the pre-trained CNNs. The calculated Precision and
Recall is 0.9502 and finally a micro F1-score of 0.9502 has been achieved. The mini-
batch size of 300 has been taken as there are approx. 18000 images in said dataset
and dividing the dataset into small mini-batches is preferable. Adams optimizer is used
as it is appropriate for problems with a lot of noise or sparse gradient and also it is
computationally efficient. Categorical Cross Entropy is used as it is a decent loss function
for Classification Problems since it minimizes the distance between two probability
distributions - predicted and actual. Accuracy and F1 score are used as a metric as it
gives a good intuition about the model’s performance.

Fig. 2. Architecture of VGG19

Before initiating the process, all images were pre-processed. For this, the batches
of training, validating, and testing were created by using an Image data generator from
Keras. Some pre-processed images are shown in Fig. 3.
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Fig. 3. Pre-processed images used for creating training, validating and testing batches.

20 epochs have been used for training the network. This was observed that the accu-
racy is increasing slowly after every epoch and goes up to 95.34%, while on validation
data it goes up to 94.26%, and similarly as expected the loss is decreasing slowly after
every epoch. Finally, it reaches 0.1725 on training data and 0.1974 on validation data.
The entire process has been described through the graph in Fig. 4, 5.

Fig. 4. Epoch vs accuracy graph on training & validation data

In this model, every experiment was performed in the GPU of Google Collaboratory.
The training of the network takes about 155 min and the entire running time of the
experiment is about 162 min.

The Confusion Matrix of the test batch is shown in Fig. 6. Approx. 3800 different
images of Bengal tigers belonging to 8 different classes have been tested in batch.
Through the Confusion Matrix, the fact can easily be established that the proposed
model can accurately identify the total count of Bengal Tiger among images that are
taken through Drone camera.
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Fig. 5. Epoch vs. loss graph on training and validation data

Fig. 6. Confusion matrix
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6 Conclusion

In this paper, a solution is provided with the help of an autonomous/manually controlled
drone which would perform the job of individual recognition and monitoring the popu-
lation of Royal Bengal Tigers (Panthera Tigris) with greater efficiency. In the risk-prone
regions like Sundarban Forest in West Bengal, it will be beneficial by securing the lives
of the workers who used to do the counting of tigers manually. In the proposed system,
a drone camera has searched the tigers using the ‘Tiger Detection Model’ in which the
flank of the detected tiger passes through a fine-tuned state-of-art network. To summa-
rize, the system having its base on deep CNN aims to detect the count of the tigers in
a given forest and also to revolutionize the accuracy of tiger detection technique which
will be followed by the human experts and to cap it all it puts a decisive edge to the
scenario of the death toll due to animal attack. The future scope of this research would
be implementing this method not only to tigers but also to other animal with patterns
like zebra, cheetah, etc. There could be some improvement in both quality and quantity
of datasets to keep track of all conditions where a tiger is probable to be found and tests
can be done using better available frameworks, by following this more optimum result
could be achieved.
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Abstract. Plants can be affected by different diseases and many of them
are expressed through leaves. Plant diseases are major issues in the field
of agriculture and automatic detection of diseases can reduce production
costs. In the present study, an automated disease detection model from
leaf images has been proposed which is based on Convolutional Neural
Network. Five diseases, which use leaves as one of their expression medi-
ums, have been considered in this study. These are Early Blight, Late
Blight, Esca, Isariopsis and Black Rot. The first two are mostly found
in Potatoes and the rest three are in Grapes. Images of healthy and
symptom expressive leaves have been taken for each species and the pro-
posed model has been trained and tested using them. Overall efficiency
of our proposed model is found to be 87.47% for Potatoes and 91.96% for
Grapes. The results have been analyzed from different aspects in various
scales. The efficiency of our model has also been measured against some
of the existing models.

Keywords: Deep Learning · Plant disease detection · Convolutional
Neural Network · Machine Learning · Image processing

1 Introduction

Physiological or structural deformities, caused by a living organism that hinders
plants to carry out its maximum potential, is referred to as a plant disease.
Host plant, pathogen and supportive environments [1] are the three conditions
that are responsible for the development of each disease. Plant pathogens include
bacteria, fungi, viruses, oomycetes etc. Leaf spot, Wilts, Blight, Cankers, Mildew,
Rust etc. are the well known diseases caused by fungi whereas Mottling, Mosaic,
Chlorosis etc. are caused by viruses [1,2]. Bacterial plant diseases include Blight,
Wilts, Leaf spot, Soft rots etc. The symptoms of these diseases can be seen in
leaf, stem, fruit or any other parts. In this research work we are interested to
detect diseases from leaf images present in Potato and Grape. Two diseases Early
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Blight and Late Blight of potato, and three diseases Esca, Isariopsis, Black Rot
of grape have been considered in our study.

Early Blight and Late Blight of potato are the most common diseases visible
in potato. Early Blight (Ref. Fig. 1(b)) is caused by Alternaria Solani [3], a
fungal pathogen. Different parts of the plant like leaves, stem, even tubers can
be affected by this disease. Lesions, caused by early blight are dark brown to
black in color and become visible as small circular shape on leaves. Area of the
lesions increases gradually. The fungal pathogen Alternaria Solani mainly affects
the leaf tissues which are older, weak due to deficiency of nutrients or injury.
The first symptoms of early blight can be seen on leaves and if left untreated,
it will affect tubers and cause low production. Late blight [4] disease of potato
is caused by the oomycetes Phytophthora infestans (Mont.) de Bary. It is one
of the most devastating diseases that can affect the foliage as well as tubers.
Initially, the symptoms of late blight include small circular shaped spot which is
light to dark green in color (Ref. Fig. 1(c)). These lesions are gradually increased
in cool, moist weather and the color changes to dark brown or black. In this
disease also, the first symptom appears on leaves.

(a) Healthy Potato Leaf (b) Early Blight (c) Late Blight

Fig. 1. (a) Healthy Potato leaf. (b) Dark brown spot in Early Blight affected Potato
leaf. (c) Dark brown to Black spot in Late Blight affected Potato leaf. (Color figure
online)

(a) Healthy leaf (b) Esca (c) Isariopsis (d) Black rot

Fig. 2. (a) Healthy grape leaf. (b) Tiger strip pattern in Esca. (c) Purplish brown to
black spot in Isariopsis. (d) Reddish brown spot in Black Rot. (Color figure online)

In case of grapes, the present study has considered three types of diseases
Esca, Isariopsis and Black Rot. Esca [5], a grapevine trunk disease, is caused
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by the fungi Phaeoacremonium aleophilum and Phaeomoniella chlamydospora.
Esca is also known as Black Measles. Symptoms of this disease are light green
rounded or irregular spots along the leaf margins or between the veins (Ref.
Fig. 2(b)), which gradually becomes yellow brown or red brown and forms a
tiger stripes pattern. Isariopsis [6] leaf spot, a disease in grape, is caused by the
fungi Pseudocercospora vitis. Initially some small irregular chlorotic patches are
formed and turned into larger lesions of purplish brown to black (Ref. Fig. 2(c)).
Black rot [7] disease of grape is caused by the fungi Guignardia bidwellii in hot
and humid weather. Lesions formed by this disease are irregular, reddish brown,
surrounded by a black margin (Ref. Fig. 2(d)). Young leaves are affected by this
disease. Figure 2 shows the healthy grape leaf along with three types of disease
affected leaves.

Traditional agriculture uses some laboratory based methods to detect plant
diseases. Among those, Polymerase Chain Reaction (PCR) technique has been
used extensively to detect microbial pathogen. Similarly the other techniques
like Enzyme-Linked immunosorbent Assay (ELISA), Immunofluorescence (IF)
[8] etc. have also been used. Application of these methods are time consuming,
need domain experts and laboratory setup. Also, these methods are expensive.
Therefore, our aim is to build an Artificial Intelligence (AI) based model for
disease detection which is cost effective and free from domain experts.

Modern technology brings a revolution in the field of agriculture. The task
involving plant classification, disease detection, weed detection etc. has now
become easier by the use of Machine Learning (ML) [2] technology and image
processing [2]. Image processing is required for image pre-processing, image seg-
mentation and extract features from those. The task of image pre-processing
includes conversion in gray scale or binary or in other color space, filtering
images, background elimination, morphological transformation like opening,
closing etc.

After extracting features via image processing techniques, it is needed to feed
the classifier with these extracted feature values. Here we need ML technology.
Learning methods of ML can be supervised, unsupervised or semi supervised.
Different classifiers are also available based on these techniques.

One of the main drawback of any ML based model is that it requires featur-
ized data as input for its classifier. These features can be extracted via complex
image processing techniques. Not only that, there are so many type of features
like shape, color, texture, vein etc., out of which selection of appropriate fea-
ture is also difficult. Depending on the use of appropriate feature vector, the
accuracy of the classifier will depend. Therefore, it will be beneficial for us if we
don’t require this featurize data as input. It is possible only because of the Deep
Learning (DL) technology used today. DL is a sub field of ML where we can
use multiple layers to extract higher level features from the raw input. In this
research work, our aim is to detect plant diseases using Convolutional Neural
Network (CNN). CNN [9–11] is a class of DL architecture specially designed for
image analysis.
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Now we shall discuss some of the previous research work done by others
for automatic plant disease detection. Kuo-Yi Huang [12] proposed a model to
detect Phalaenopsis seedling disease. To classify three types of diseases he used
some color and texture features. Back Propagation Neural Network (BPNN) was
used as a classifier and the average accuracy was 89.6%. The authors in [13] pro-
posed an automatic disease detection model for detecting Brown Spot and Frog
Eye diseases of Soybean. After image pre-processing and image segmentation,
shape features were extracted and then K Nearest Neighbour (KNN) classifier
was used to detect the diseases. Classification rate was 70% for Brown Spot and
80% for Frog Eye. Cotton leaf disease identification using Pattern Recognition
techniques proposed by Rothe et al. [14] used image segmentation and Hu invari-
ant moment features for detecting diseases like Bacterial leaf Blight, Alternaria
etc. BPNN was used as classifier and the classification accuracy was 85%. To
classify different diseases of tomato, Sabrol et al. [15] introduced a model which
was based on decision tree classifier. According to this model, image segmenta-
tion, feature extraction and normalization were done before using the classifier.
Extracted features were then given to the decision tree classifier for classifi-
cation. Average accuracy was 78%. Rice blast, Rice Sheath Blight and Brown
spot diseases were identified by Anthonys et al. [16] through the image pro-
cessing techniques. After digitization and image segmentation, texture, shape
and color features were extracted. They defined membership function for each
class for classification. Overall accuracy was 70%. Ferdouse et al. [17] proposed
a novel approach to detect tomato diseases using deep CNN. They proposed a
CNN model consisting of 15 layers and the efficiency was 76%. In 2020, Emma
Harte [11] proposed plant disease detection system using a pre-trained ResNet34
model. Different types of diseases of present in potato, tomato and rice leaves
were detected with an impressive accuracy.

From the above discussions, it can be noted that most of the research work
have used traditional ML. Some though have used modern DL technique, the
accuracy is not satisfactory. Therefore there is still a need to build a CNN model
which will give us better accuracy. In this research work we propose a CNN model
for detecting different types of potato and grape diseases along with healthy
leaves, which gives us better accuracy.

As of now we have given a brief introduction as well as the literature review.
The remaining part of this paper is oriented as follows. Section 2 gives a brief
discussion of CNN. This section discusses different layers of CNN and their
working principles. Section 3 presents the proposed model. Experimental setup
i.e. data set, indexes for measurement etc. have been given in Sect. 4 where as
the results and the discussions have been explored in Sect. 5. The conclusion and
the references come thereafter.

2 Brief Overview of CNN

DL is a sub field of ML, the core of which is the multi layered Artificial Neural
Network (ANN). Popular DL architecture includes CNN, Recurrent Neural Net-
work (RNN) etc. CNN is most commonly used to analyse images. CNN consists
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of convolution layer, pooling layer and fully connected layer, each of which is
described below.

Convolution Layer. One of the most important layers in any CNN architecture
is the convolution layer [9,18]. This layer is mainly used for feature extraction
from the raw input images. It can detect the edges present in the image by the
linear operation called convolution. Convolution operation is performed between
an input image and a kernel. Corresponding elements between the image and
the kernel have been multiplied and then we obtain a single value by summing
up all the product values together. Then we move the kernel to the right and
then bottom until we reach the boundary of the image and perform the same
multiplication and addition operation to obtain the output.

Sometimes, the output of this layer can be lesser than the size of the input
image. In that case, if we want to keep the output size same as the input size,
we need to do padding, i.e. inserting extra rows and columns around the input
image. The values of these cells are usually set to 0, but it can have other values
as well. Another important feature related to this convolution operation is stride.
Stride determines the distance between two consecutive kernel positions. Usually
this value is 1, but it can be greater than 1 if required. Size of the feature map
of an M*M*1 gray scale image is,

(
M + 2P − N

S
+ 1

)
∗

(
M + 2P − N

S
+ 1

)
∗ F

where N ∗ N is the kernel size, P is padding, S is stride and F is the number of
filter.

While training a CNN, the values of kernel in the convolution layer are
updated and the kernel that performs best have been identified according to
a given task. Therefore, the parameter of the convolution layer is the kernel
values while the kernel size, padding, stride value, number of filters act as the
hyper parameter values. This layer is mainly responsible for detecting low level
features like edges, color, gradient orientation etc. In each convolution layer, an
activation function is used. Rectified Linear Unit (ReLU) [9] is the most popular
one. ReLU is a non linear activation function which is defined using Eq. 1.

f(x) = max(0, x) (1)

Maxpooling Layer. After convolution layer, the next important layer is the pool-
ing layer [9,18]. It is used to reduce the computational complexity of the network
by reducing the number of learning parameters. Main responsibility of the pool-
ing layer is to perform down sampling operation. Down sampling is an operation,
which is applied on to the feature map to reduce its dimensionality by reducing
spatial resolution. Maxpooling is one of the most common pooling operations.
Maximum value from the selected region of the feature map which is covered
by the pre defined filter has been taken to form the new feature map. Down
sampling operation in this layer reduces the size of the feature map by a factor
of 2.
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Fully Connected Layer. Feature map, obtained from the final convolution or
pooling layer has been flattened [9,18]. After flattening, we get a one dimensional
vector which is connected to one or more fully connected layers (also called dense
layer) [9,18]. This is same as simple ANN. Where every neuron of the previous
layer is connected to the every other neuron of the next layer. The activation
function which is used for last layer in case of multi class classification is softmax.
Mathematical formulation of the softmax function has been given in Eq. 2 [19].

σ(x)p =
exp∑k
q=1 exq

(2)

where x is the input vector, exp is the standard exponential function for input
vector, exq is the standard exponential function for output vector, k is the number
of classes.

3 Description of the Proposed Model

This section describes the required steps of our proposed model. Before applying
the input images to the CNN, we need to collect the images and pre-process those
images. Disease detection of leaf images consists of the following steps. 1) Image
Acquisition 2) Image Pre-processing 3) Classification.

3.1 Image Acquisition

We have taken entire dataset from Plant Village dataset. It is a very well known
and huge collection of different type of diseases belonging to different categories.
From this dataset we have taken healthy and unhealthy leaves of grape and
potato. All these images are color image.

3.2 Image Pre-processing

All the leaf images that have been collected from the Plant Village dataset are
of dimension 256*256. In this step we resize the images to reduce the dimension
and make it 100*100. After that, we convert those color images to the gray
scale image. Equation 3 [20] is used for this step. Figure 3 the resulting images
obtained from the image pre-processing step.

G = c1 + c2 + c3 (3)

where c1 = 0.2989 ∗ R, c2 = 0.5870 ∗ G and c3 = 0.1140 ∗ B.

3.3 Classification Using CNN

Convolution Layer: In our model we have used three convolution layers with
64 filters in the 1st convolution layer, 128 in the 2nd convolution layer and 256
in the 3rd convolution layer. Kernel size is 3*3 in each case with stride as 1. As
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Fig. 3. Resulting images obtained from the image pre-processing step.

the images are of size 100*100, the size of the feature map of the 1st convolution
layer is 98*98*64 which is clearly shown in Fig. 4. In this layer we have used
ReLU activation function. Similarly, in the second convolution layer, the size
of the feature map becomes 47*47*128 and for the third convolution layer it
becomes 21*21*256. This is also shown is Fig. 4. ReLU activation function has
been used in this two layers also.

Maxpooling Layer: Each convolution layer is followed by a maxpooling layer.
In our model we have used pool size as (2,2) and stride of 2. Maxpooling layer
performs the dimensionality reduction. Therefore, in the first maxpooling layer,
the size of the feature map becomes 49*49*64 which is shown is Fig. 4. Similarly,
for the second and third maxpooling layer, the size of the feature map becomes
23*23*128 and 10*10*256 respectively.

Fully Connected Layer: In our model, we have used two fully connected
layers. In the first layer, there is 64 neurons and in the final layer there is 4
neurons for grape and 3 neurons for potato. This is because number of classes
for potato is 3 and for grape it is 4. As it is a multi class classification problem, we
have used softmax activation function in the final layer (output layer). Overall
architecture of our model has been shown in Fig. 4.

4 Experimental Setup

Now we are ready to present the performance of the proposed model. To judge
the performance of a model, we need three things. 1. A benchmark dataset,
2. Standard indexes for measurement of accuracy and 3. Existing models for
comparative studies. This section explores each of them.
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Fig. 4. Architecture of the proposed model.

Dataset: We have taken Plant Village dataset [21] for our study. It is a large
dataset containing different images of plant leaf diseases. Among those, potato
and grape have been taken. For potato, the diseases like Early Blight and Late
Blight have been classified along with healthy leaves. Similarly for grape, diseases
like Esca, Isariopsis, and Black Rot have been identified along with healthy
leaves. Total number of samples of each category has been shown in the Table 1.
Among those, 80% have been used as training samples and 20% as test samples.
Total number of training and test samples have also been shown in Table 1.

Standard Indexes: After fixing the dataset, it is important to choose the
performance measurement indexes to measure the accuracy of the model. As it
is a multi class classification problem and the dataset is imbalanced, we have
taken Precision, Recall and F1 score for measuring accuracy. Equations 4, 5, 6
describes the mathematical formulation of the Precision, Recall and F1 score [22].

Precision =
TS

(TS + FS)
(4)

Recall =
TS

(TS + FR)
(5)

F1 − Score =
2 ∗ (Precision ∗ Recall)
(Precision + Recall)

(6)

where TS is the True Selection [22], FS is the False Selection [22] and FR is
the False Rejection [22].
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Table 1. Description of the dataset [21]. In this work, Healthy and Unhealthy leaves
of Potato and Grape taken from the Plant Village dataset, have been used. Total 2152
Potato leaves and 3359 Grape leaves have been used. Out of which, approximately 80%
have been used for training and 20% for testing.

Name of the disease Sample Image
No. of
Sample

No. of
training
sample

No. of
test

sample

Potato Early Blight 1000 805 195

Potato Late Blight 1000 792 208

Potato Healthy 152 124 28

Esca 1168 918 250

Isariopsis 876 697 179

Black Rot 976 796 180

Grape Healthy 339 276 63

Existing Models for Comparative Study: We have also compared the per-
formance of the proposed model with that of ten other existing models. To make
the comparison more realistic, we have divided the set of existing models in two
categories. In the first category, we have put those models that used the same
dataset that we have taken as well as grape diseases that we have considered.
DCNN-1 [17], DCNN-2 [23], Hybrid Intelligent System [24], SVM [25] and Fuzzy
Set Theory [26] come in this category. In the second category, those models have
been taken where the standard dataset is not same but their focus is leaf image
based disease detection. Models BPNN+HU [14], Decision Tree [15], Member-
ship Function [16], Genetic Algorithm [27] and ANN [28] come in this category.

5 Results and Discussions

Once the dataset and performance measurement indices have been fixed up, in
this section we have discussed the outcome of the classification. We have used
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CNN to detect different types of diseases of potato and grape. Figure 5 shows
the resulting images obtained as output from the first convolution layer. It is
clear from this figure that convolution layer tries to detect the edges present
in the input images. As we have used 64 filters in this layer, we are getting 64
images.

Fig. 5. Resulting images obtained from the 1st convolution layer

Similarly Fig. 6 shows the output obtained from the first maxpooling layer.
This layer is used to reduce the dimensionality of the feature map. In this figure
we can see that the dimension of the feature map is reduced to 50*50 from
100*100. It shows the most prominent features obtained from the previous fea-
ture map.

Table 2 shows the accuracy metrics precision, recall and F1-score of the
potato leaf diseases. It is clear from this table that the Precision value of Potato
Late Blight is 0.90 which is maximum among all others. This indicates low FS
rate. Recall value of Potato Late Blight is also maximum and it indicates low FR
rate. F1-score of the Potato Late Blight is 0.91 which is the Harmonic progres-
sion of Precision and Recall value. Precision, Recall and F1-score of Potato is
moderate. On the other hand, Potato healthy leaf achieves the lowest Precision,
Recall and F1-score. It means that FS and FR rate is high in this case.

Similarly, Table 3 shows the Precision, Recall and F1 score of the grape leaf
diseases. Precision value of Black Measles is 0.99 which is maximum among all
others. It indicates low FS rate. Recall value of Black Measles is 0.97 which is
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Fig. 6. Resulting images obtained from the 1st maxpooling layer

Table 2. Details of accuracy of Potato leaf diseases. Three classes of Potato leaf -
Early Blight, Late Blight and Healthy leaves have been identified with high accuracy.
Precision, Recall and F1-score values are ranges from 0 to 1. Higher values indicates
better accuracy.

Name of the disease Sample Image Precision Recall F1 score

Potato Early Blight 0.86 0.87 0.87

Potato Late Blight 0.90 0.91 0.91

Potato Healthy 0.75 0.64 0.69

also good and indicates a low FR rate. Grape healthy leaves also achieve high
Precision, Recall and F1-score and these are 0.95, 0.97 and 0.96 respectively.
These values are moderate in case of grape Black rot disease. Lowest accuracy
have been obtained in case of grape Leaf Blight.

Confusion matrix of Potato and Grape diseases have been shown in Fig. 7.
The diagonal elements of the confusion matrix are the TS values. Total TS values
of potato is (170+189+18) = 377 where as for grape it is (174+161+222+61) =
618. Sum of each row of the confusion matrix gives the total number of test set
of the corresponding class. For example, total test set of Potato early blight is
(170+20+5) = 195. If we subtract the TS value from this, we obtain FR value.
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Table 3. Details of accuracy of Grape leaf diseases. Four classes of Grape leaf - Esca,
Isariopsis, Black Rot and Healthy leaves have been identified with high accuracy. Pre-
cision, Recall and F1-score values are ranges from 0 to 1. Higher values indicates better
accuracy.

Name of the disease Sample Image Precision Recall F1 score

Esca (Black Measles) 0.99 0.97 0.98

Isariopsis (Leaf Blight) 0.85 0.89 0.87

Black Rot 0.92 0.89 0.90

Grape Healthy 0.95 0.97 0.96

So, the FR value of each class of potato are 25, 19 and 10 respectively and for
grape this values are 5, 19, 28 and 2 respectively. Similarly sum of each column
excluding TS is the FS value. 28, 20, 24 are the FS value of each class of potato
whereas 2, 29, 20 and 3 are the FS value of each class of grape.

(a) Confusion Matrix for Potato. (b) Confusion Matrix for Grape.

Fig. 7. (a) Confusion matrix of Potato. (b) Confusion matrix of Grape. The colors
indicate the number of points in the cell. The more deeper blue the color, the more
number of points in the cell. The more whitish the color, the less the number of points.
(Color figure online)

A graphical representation of Train-Test accuracy with number of epochs
for potato and grape have been shown in the Fig. 8(a) and 8(b) respectively.
Accuracy obtained while training the dataset is termed as training accuracy.
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Test accuracy means the accuracy obtained on test dataset. It is clear from the
Fig. 8 that Grape diseases give better accuracy than Potato.

(a) Training and testing accuracy of potato (b) Training and testing accuracy of grape.

Fig. 8. (a) Training and testing accuracy of potato. (b) Training and testing accuracy
of grape. The blue color line show the training accuracy and the orange color line show
the testing accuracy. (Color figure online)

(a) Accuracy comparison with models
that use either Plant Village Dataset or
Grape leaf.

(b) Accuracy comparison with models that
use other dataset of leaf images for detecting
plant diseases.

Fig. 9. (a) Accuracy of our model measured against DCNN [17], DCNN [23], Hybrid
Intelligent System [24], SVM [25] and Fuzzy Set Theory [26]. (b) Accuracy of our
model measured against BPNN+HU [14], Decision Tree [15], Membership Function
[16], Genetic Algorithm [27] and ANN [28].

Figure 9 shows the graphical representation of the accuracy of different mod-
els along with our proposed one. Figure 9(a) compares our models with others
where either Plant Village dataset or Grape leaves have been used. In Fig. 9(b),
the comparison is among the models that use different dataset with our pro-
posed one. Accuracy of our proposed model for grape disease detection is the
best among all others. Also, the accuracy of the proposed model for potato is
best in Fig. 9(b) and better than three existing models out of five in Fig. 9(a).
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6 Conclusion and Future Scope

Automated plant disease detection model plays an important role in agriculture.
Here we have used CNN to detect different diseases present in the potato and
grape leaves. In case of potatoes we achieved 87.47% accuracy and for grapes
we achieved 91.96% accuracy which is satisfactory. One of the advantages of our
model is that it requires no feature extraction step. It is the responsibility of the
layers to extract useful information for classification.

Though the model shows significant accuracy, there are scopes of improve-
ments also. First of all instead of images in spatial domain, one can use images in
frequency domains. Secondly, some more disease specific attributes can also be
added for better accuracy. Finally, more sophisticated machine learning models
can also be introduced for further improvements.
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Abstract. The most prevalent form of cancer in the world is lung can-
cer. Although many qualitative and quantitative studies screened the
proteins related to lung cancer over the years, protein-protein interac-
tions (PPIs) related to lung cancer are not identified until now. Therefore
in this article, we have aimed to analyze specific PPIs in lung cancer tis-
sues using a microarray gene expression dataset. To identify the genes
that are up-regulated and down-regulated during lung cancer progres-
sion in the human body, firstly, the differentially expressed genes are
extracted from the lung cancer microarray dataset. Then, the PPI net-
work of these proteins is constructed using the STRING web server.
After this, we have collected pairwise features, like, sequence similarity
score, gene ontology(GO)-based semantic score, domain-domain similar-
ity score and, average shortest path length (ASPL) of the interacting
protein pairs. Finally, a total of 10042 PPIs from HPRD, related to lung
cancer are predicted using the NNET algorithm. In addition, this pro-
jected human PPI network’s literature filtering and KEGG pathway of
the hub proteins are studied and reported in the paper. Although many
hub proteins related to lung cancer has been analyzed over the years, we
have identified a new set of hub proteins of lung cancer in this study.

1 Introduction

Lung cancer, especially in America and China, has become one of the leading
threats worldwide. According to the American Lung Association, the number of
newly diagnosed patients affected by lung cancer is around 2.1 million in 2018,
as well as 1.8 million deaths. Based on the size of the affected cell, lung cancer
is mainly of two types, small cell lung cancer (SCLC) and non-small cell lung
cancer (NSCLC). NSCLC accounts for 85% of all patients, while SCLC accounts
for the remaining 15%. Despite the advancement of new therapeutic strategies as
well as surgical techniques, most patients diagnosed with lung cancer finally die
of this disease [1]. Therefore, it is very important to understand the molecular
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P. Dutta et al. (Eds.): CICBA 2021, CCIS 1406, pp. 214–228, 2021.
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mechanisms of lung cancer and its progression pathway in the human body to
develop some optimal anti-cancer therapy.

To date, various researches are going on to identify the hub proteins and
pathways of lung cancer. In [2], Tingting Guo et al., using 4 GEO datasets
(GSE118370, GSE85841, GSE43458, and GSE32863) discovered 11 hub genes
related to LUAD. Mengwei Ni et al. explored 5 significant genes (TOP2A,
CCNB1, CCNA2, UBE2C, and KIF20A) associated with NSCLC using 4 GEO
datasets (GSE18842, GSE19804, GSE43458, and GSE62113) in [3]. A biometric
analysis was performed in [5] on various cancer microarrays data like bladder,
colon, kidney, and thyroid. They showed that PPIs from different cancer types
have common functions across all cancers. In [6], Zhang et al. have used network-
based topologies to identify the similarity and difference between NSCLC and
SCLC pathogenesis. They demonstrated that except for the average shortest
path length (ASPL), all the other network properties are the same in NSCLC
and SCLC. This indicates that the two types of lung cancer play a similar func-
tion in the human body.

Protein-protein interaction (PPI) plays a major role in understanding the
biological and molecular functions linked with different disease networks like
cancer. Proteins are the products of genes. Therefore, a microarray gene expres-
sion dataset can provide useful information for PPI [7]. It provides the rate of
expression of thousands of genes at a given time and condition in the tumor
as well as in normal cells. It has been widely used to predict drug targets for
different cancer diseases [2].

We attempted to predict the PPIs associated with lung cancer in this work
from the HPRD database based on the pairwise features like sequence similarity
score, gene ontology related semantic score, domain-domain similarity score and
ASPL of the protein pairs. Finding the potential target PPIs relevant to a partic-
ular cancer disease is very important to understand their tumor-promoting func-
tionality. Different supervised learning algorithms like KNN (K-nearest Neigh-
bor), Random Forst (RF), Support Vector Machine (SVM), and Neural Net-
work (NNET) are examined for prediction. Using 10-fold cross-validation, repli-
cated 10 times, the outcomes of the supervised machine learning algorithms are
assessed. The NNET algorithm works more efficiently than the other algorithms.
Therefore, we have predicted a large set of lung cancer-related PPIs using the
combined features of the human PPI database and the NNET technique. In
addition, a set of statistically significant 7 hub proteins and 11 key proteins is
identified in the current research. Most of these hub proteins are not predicted
in earlier researches. Experimental findings will further verify these predicted
associations, as well as hub and key proteins.

2 Data and Proposed Methodology

2.1 Experimental Dataset

The lung cancer gene expression dataset, GSE1987, is taken from [44]. The
microarray dataset contains the gene expression data of 10541 genes and 34



216 L. Dey and A. Mukhopadhyay

samples. These 34 samples consist of 25 lung cancer samples, including 17 squa-
mous cell carcinoma and 8 lung adenocarcinoma, and 9 normal tissue samples.
We have considered both these lung cancer types into one.

2.2 Differential Gene Expression Dataset

The microarray data includes the patterns of expression at various environments
of thousands of different genes. The differential gene expressions are calculated
when a statistically significant change is observed in expression levels between
two experimental conditions, like, disease state and healthy state. Therefore,
finding the differential expressed genes (DEGs) is very important to identify the
genes that are up-regulated or down-regulated during the invasion of a particular
disease in the human body.

2.3 Identification of DEGs

Investigation of the DEGs associated with lung cancer is a very powerful way to
understand the functions of the genes and their potential control structures for
the emergence and development of diseases. In this research, we have analyzed
the DEGs between lung cancer and normal tissues by edgeR [8] and limma
package [9] of R. The criteria of log2 |FC| with a threshold of 1.5 and p ≤
0.05 were used to determine the significant DEGs. We found that out of 10541
genes, 402 are up-regulated (log2 |FC| ≥ 1.5 and p ≤ 0.05), while 681 are down-
regulated (log2 |FC| ≤ −1.5 and p ≤ 0.05). There are some genes (413) whose
expression level is high throughout all samples (both cancer and normal tissue).
These genes are placed in both up-regulated and down-regulated gene list. The
detailed number of differentially expressed genes in lung cancer is presented in
Table 1. The most important DEGs are listed in Table 2. From the 1882 DEGs,
134 genes have a 4-fold change in the frequency of expression, including 11
DEGs that have a 10-fold change in the level of their expression. The complete
list of up-regulated, down-regulated and highly expressed genes are given in
Supplementary File S1.

Table 1. The number of genes in lung cancer that are differentially expressed.

Genes Up-regulated Down-regulated

Total- 10541 402 681

After adding 413 highly expressed genes and
removing overlapping genes

824 1058



Gene Expression-Based Prediction 217

Table 2. Ten top-ranked DEGs in lung cancer.

Gene symbol Up-regulated DEGs p-value Gene symbol Down-regulated DEGs p-value

Log2FC Log2FC

COL11A1 4.602 0.0018 FABP4 −4.092 2.12E-06

MMP12 4.1239 0.0002 WIF1 −3.6739 1.07E-05

SPP1 3.9797 5.89E-07 AGER −3.5039 1.81E-05

TFAP2A 3.9349 0.00339 GDF10 −3.454 1.16E-07

SERPINB5 3.336 0.0285 EXOSC7 −3.313 8.83E-06

S100A2 3.2598 0.0025 ADH1A −3.291 7.17E-05

KRT6C 3.151 0.0378 CLSN18 −3.20 3 .0058

KRT6A 3.078 0.0323 FHL1 −3.116 1.89E-08

UGT1A4 3.038 0.0032 MYH11 −3.096 1.34E-07

UGTA10 3.0118 0.0160 AD1RF −3.092 7.36E-05

2.4 Analysis of DEGs Using KEGG Pathway

KEGG pathway analysis reveals the possible disease that can occur due to the
involved protein set. We have performed KEGG pathway analysis on the DEGs
having 4-fold-change using DAVID https://david.ncifcrf.gov/ and mentioned in
Table 3. In [10], the roles of the P53 signaling pathway, ECM-receptor interac-
tion, Oocyte meiosis, and the cell cycle in the pathologic process of lung cancer,
especially in NSCLC, have been confirmed and studied extensively. Smoking is
associated with the development of lung cancer, which endangers smokers to
a range of carcinogenic chemicals such as cytochrome P450 [11]. In [12], the
authors had reported a case of a 66-year old patient diagnosed with the dilated
Phase of Hypertrophic Cardiomyopathy as a side effect of lung cancer. There-
fore, these underlying up-regulated proteins, namely, CCNB1, CDK1, CCNE1,
CCNB2, PTTG1, COL11A1, THBS2, HsT2645, HIST2H2AA3, HIST1H2BD
and HIST1H2AE and down-regulated proteins, such as ADH1C, ADH1B,
ADH1A, AOC3, FMO2, DES, TNNC1, TTN, SGCA, CLDN18, CLDN5, JAM3,
and CDH5 can be treated as key proteins of lung cancer progression in the human
body.

https://david.ncifcrf.gov/
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Table 3. KEGG pathway analysis of DEGs having 4-fold change related to Lung
Cancer

Expression Term Gene P value

Up-regulation hsa04115:p53 signaling
pathway

CCNB1, CDK1, CCNE1,
CCNB2, SERPINB5

8.9E-5

hsa04114:Oocyte meiosis CCNB1, CDK1, CCNE1,
CCNB2, PTTG1

6.3E-4

hsa04110:Cell cycle CCNB1, CDK1, CCNE1,
CCNB2, PTTG1

9.5E-4

hsa04512:ECM-receptor
interaction

COL11A1, THBS2,
HsT2645

3.9E-2

hsa04914:Progesterone-
mediated oocyte
maturation

CCNB1, CDK1, CCNB2 3.9E-2

hsa05322:Systemic lupus
erythematosus

HIST2H2AA3,
HIST1H2BD,
HIST1H2AE

8.4E-3

Down-regulation hsa00350:Tyrosine
metabolism

ADH1C, ADH1B,
ADH1A, AOC3

1.3E-3

hsa00982:Drug
metabolism - cytochrome
P450

FMO2, ADH1C, ADH1B,
ADH1A

8.6E-3

hsa05410:Hypertrophic
cardiomyopathy (HCM)

DES, TNNC1, TTNI3,
SGCA

1.3E-2

hsa05414:Dilated
cardiomyopathy

DES, TNNC1, TTNI3,
SGCA

1.5E-2

hsa04670:Leukocyte
transendothelial migration

CLDN18, CLDN5, JAM3,
CDH5

3.5E-2

2.5 Survival Analysis of Key Proteins

We evaluated the survival curves of each key proteins to determine the prog-
nostic importance of these proteins further using the Kaplan – Meier plotter
analytics platform http://kmplot.com. We have considered a hazard ratio (HR)
of 95% confidence intervals and log-rank P having < 0.05 values are consid-
ered as the cutoff value. Among the 23 key proteins, 11 proteins satisfied the
said cutoff criteria and mentioned in Fig. 1. It can be noted from the figure, 10
up-regulated proteins (CCNB1, CDK1, CCNE1, CCNB2, PTTG1, COL11A1,
HsT2645, HIST2H2AA3, HIST1H2BD, and HIST1H2AE) and 1 down-regulated
protein (TNNI3) are significantly associated with the poor overall surviva of lung
cancer patients. The rest of the proteins have a p-value greater than 0.05. There-
fore, those proteins are not included in the final key protein list.

http://kmplot.com
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2.6 Building of PPI Network

The final set of up-regulated and down-regulated genes are mapped to corre-
sponding proteins, and those proteins are utilized to create the PPI network
from the STRING [45] database with a score of 0.7 as the threshold. We got
1228 and 792 PPIs from up-regulated and down-regulated proteins, respectively
(Supplementary File S2).

3 Features

We have collected a total of 6 pairwise features of all these PPIs. For all features,
the missing values are replaced by the mean value of the corresponding feature’s
missing values. These 6 feature sets are described below.

3.1 Pairwise Sequence Similarity Score

The sequence similarity score has been commonly used in several experiments
in PPI prediction [13]. Here, a pairwise sequence similarity score is calcu-
lated between the interacting proteins of humans. We have applied the Smith-
Waterman algorithm to calculate the local alignment of two protein sequences.
The alignment criteria, namely the gap penalty and fines for penalties of 10 and
0.5, respectively, and the BLOSUM62 matrix, are used for calculating the score.

3.2 Pairwise Semantic Similarity Score

One of the most common resources to compute the biological significance of
PPI is Gene Ontology (GO). In many research work, the semantic similarity
of GO-based genes was efficiently used to estimate gene-to-gene interactions
[14]. A high semantic similarity score reveals that two proteins have identical
cellular components (CC), molecular functions (MF) and are involved in similar
biological processes (BP). There are multiple methods to calculate the semantic
similarity of two GO terms, like, Wang [15], Resnik [16], Jiang [12], Lin [17], and
Schlicker [18], etc. In this study, we have used the Wang method to calculate the
three semantic similarity scores, i.e., GO-CC, GO-MF, and GO-BP between the
interacting proteins.

3.3 Pairwise Domain-Domain Similarity Score

Domains are the basic building blocks of proteins. They are responsible for the
overall role of a protein, e.g., the particular function and interaction, etc. We have
collected the domain information of all proteins of our dataset from UniProt.
Then we have calculated the domain-domain similarity score using the Jaccard
similarity index between the domains of two proteins using the following formula:

J =
intersection of domains of interacting human proteins
union of all domains of interacting human proteins
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Fig. 1. Kaplan-Meier curves depicting the overall survival of key genes identified in
this study. (a) CCNE1 (b) CCNB1 (c) CCNB2 and (d) SEPINB5 (e) PTTG1 (f)
HIST1H2AE (g) COL11A1 and (h) HIST2H2AA3 (i) HIST1H2BD (j) HsT2645 and
(k) TNNI3 are obtained using K-M plotter.
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3.4 ASPL

ASPL, a topological feature, is used in many studies to demonstrate the func-
tional cohesiveness of the proteins [19]. It shows the compactness of the network.
It is calculated as the shortest path between two proteins, i.e., a path where the
length of the interacting protein pair is minimum possible in the network [6]. In
this study, we have calculated the ASPL of the PPIs of our dataset with respect
to all the PPI of the HPRD database using the igraph package of R.

4 Results and Discussion

4.1 Construction of 1:1 Balanced Training Dataset

The PPI network constructed from DGEs consists of 1228 and 792 PPIs corre-
sponding to the up-regulated and down-regulated proteins, respectively. We have
considered these up-regulated interactions as our positive dataset and down-
regulated interactions as our negative dataset. As the number of interactions in
both classes is not the same, it generates the class imbalance problem. Stan-
dard classifiers like KNN, RF, Decision Tree, etc. are biased towards classes that
have more instances. Therefore, there remains a high probability of misclassifi-
cation of the classes [20]. To handle this problem, we have applied the K-means
clustering algorithm independently to both positive and negative PPIs based on
their GO-MF, GO-CC, GO-BP, and sequence similarity score. Then we have
extracted 460 PPI from each of the datasets based on the proportional stratified
sampling of the clusters. Now, this 1:1 positive and negative dataset is used as
the training dataset for prediction.

4.2 The Classifiers’ Efficiency Analysis

There are various machine learning methods used for predicting PPIs. To test
efficiency based on 10-fold cross-validation techniques, we have implemented four
classifiers, KNN, SVM, RF, and NNET (Table 4) on the 1:1 training dataset.
The results showed that the NNET-based approach produces better average
accuracy (86.92%) and kappa (73.84%) compared to traditional algorithms like
KNN, SVM and RF.

The test (blind dataset) dataset is implemented before the NNET algorithm
is applied to estimate potential human PPI linked to lung cancer. From (Table 5)
it can be noted that better precision (75.67%), sensitivity (76.27%), F1 score
(74.58%) and accuracy (70.06%) over KNN, SVM and RF classifiers are obtained
by the NNET-based algorithm. Therefore, using the NNET classifier, unknown
possible targets of lung cancer-related PPI have been predicted.
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Table 4. Average accuracy calculation on 1:1 positive and negative training dataset
using KNN, SVM, RF and NNET algorithm.

Classifier Accuracy Kappa

KNN 74.39 64.66

SVM 82.31 68.63

RF 84.82 70.64

NNET 86.92 73.84

Table 5. Analysis of different performance metrics on blind dataset using KNN, SVM,
RF and NNET algorithm.

Classifier Accuracy Sensitivity Specificity F1 Score Precision

KNN 59.45 62.45 60.67 61.03 62.32

SVM 62.39 68.42 56.67 60.71 65.38

RF 71.09 74.21 56.67 66.02 69.23

NNET 75.67 76.27 54.42 74.58 70.06

4.3 Prediction of Lung-Cancer Related PPIs

Identification of the PPI related to a particular cancer type is very crucial to ana-
lyze their pathway and other disease-promoting functionality [21]. The HPRD
database update 9 has been downloaded for this, and all human PPIs from the
HPRD that are not present in the training dataset are considered as testing
data. With the assistance of R, the 6 combined features of these human PPIs
are determined. Then, we have applied the NNET-based classifier and predicted
10042 PPI relevant to lung cancer. The predicted PPIs are given in Supplemen-
tary File S3. The flowchart of the whole methodology is shown in Supplementary
File S5.

4.4 Analysis of the Predicted PPIs

To examine the biological significance of the predicted PPI relevant to lung can-
cer, we have calculated the degree of the proteins of the predicted PPI network
using Cytoscape and identified the hub proteins. Then the relation and func-
tionality between these hub proteins with lung cancer are further investigated
with the help of published literature and the KEGG pathway.

Literature Filtering of Hub Proteins. We have searched PUBMED for
exploiting some current research recognizing the influence of the hub proteins
in lung cancer disease and mentioned in Supplementary File S4. Table 6 shows
the top 10 hub proteins with their degree, lung cancer types, PUBMED ID, and
references. All these hub proteins are either related to NSCLC or SCLC or both.
The highest degree protein, CCDC85B associated with NSCLC progression and
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causes invasion of lung cancer cells through the oncogenic signaling pathway of
active AKT/GSK3β/β-catenin [22]. In [23], the biologists collected a total of
111 patients’ data of tumor and non-cancerous tissues with NSCLC. They found
that the MDFI protein acts as a promoter in NSCLC, especially to females, non-
smokers, and people having ages greater than 65. Pei-Fang Hung et al. found
that SUMO proteins play a critical role in NSCLCs using yeast-hybrid screening
[24]. TP53, the tumor suppressor protein, is the most frequently mutated protein
in many human cancer diseases. The research showed that the irregularity of the
TP53 protein plays a crucial function in tumor occurrence in lung epithelial cells
[25]. The expression of SETDB1 is amplified in both NSCLC and SCLC cells and
this over-expression causes tumor invasiveness [26]. The microRNA miR-509-5p
serves as a tumor suppressor in various types of cancer and causes NSCLC by
targeting YWHAG [27]. In [28], the authors showed that GRB2 protein invades
in lung cancer cell lines through metastatic progression, especially in NSCLC.
CREBBP mutated in SCLC and acts as an influential tumor suppressor [29].
The evidence of the association of the rest of the hub proteins with lung cancer
is listed in file S4. Therefore, these hub proteins might be considered as novel
targets for NSCLC and SCLC treatment.

Table 6. The top 10 hub proteins with their degree, lung cancer type, Pubmed ID and
Reference.

Hub Proteins Degree Lung Cancer Type PUBMED ID Reference

CCDC85B 60 NSCLC 30242906 [30]

MDFI 55 NSCLC 29805634 [31]

SUMO4 54 NSCLC 30612578 [32]

TP53 53 NSCLC and SCLC 21331359 [33]

SETDB1 43 NSCLC and SCLC 23770855 [34]

YWHAG 40 NSCLC 27894843 [35]

GRB2 39 NSCLC 30087284 [36]

KRTAP4-12 39 NSCLC 28081052 [37]

SMAD9 38 NSCLC and SCLC 26323359 [38]

CREBBP 38 SCLC N/A [39]

KEGG Pathway Analysis. KEGG pathway analysis reveals the possible dis-
ease that can occur due to the involved protein set. The KEGG pathway of
the 30 high-degree human proteins from predicted PPIs are calculated using
DAVID 6.8 [40]. Table 7 lists the top 7 KEGG pathways with a corrected p-
value (Benjamini-Hochberg) smaller than 0.05 along with human proteins. The
involvement of these proteins with NSCLC and SCLC are already established
in the previous section. From the table, we can note that these proteins are
engaged in NSCLC along with several other types of cancers, like, prostate can-
cer, pancreatic cancer, etc. Research shows that viruses and other infectious
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Table 7. The important KEGG pathways of the estimated top 30 lung cancer-related
human proteins.

KEGG Pathways Protein count Human proteins

Hepatitis B
(p=1.6E-14)

14 PRKCA, GRB2, TGFBR1,
STAT5A, CREBBP, TP53, RB1,
STAT3, SRC, MAPK1, CASP3,
EP300, MAPK3, PCNA

Viral carcinogenesis
(p=2.6E-11)

13 MAPK1, TRAF2, CASP3,
YWHAG, EP300, GRB2, STAT5A,
CREBBP, MAPK3, TP53, RB1,
SRC, STAT3

Pathways in cancer
(p= 3.7E-8)

13 PRKCA, MAPK1, TRAF2,
CASP3, EP300, GRB2, STAT5A,
TGFBR1, CREBBP, MAPK3,
TP53, RB1, STAT3

Chronic myeloid
leukemia (p= 3.3E-6)

6 MAPK1, GRB2, TGFBR1,
MAPK3, TP53, RB1

Non-small cell lung
cancer (p =1.8E-5)

6 PRKCA, MAPK1, GRB2,
MAPK3, TP53, RB1

Prostate cancer
(p=7.5E-6)

7 MAPK1, EP300, GRB2, MAPK3,
CREBBP, TP53, RB1

Pancreatic cancer
(p=3.0E-5)

6 MAPK1, TGFBR1, MAPK3,
TP53, RB1, STAT3

agents are responsible for nearly 20% of all human cancers worldwide. In [41],
the authors have established the fact that some potential infectious agents cause
NSCLC. They also analyzed that the patients having tumors containing viral
DNA gone through better long-term survival compared with patients with viral
DNA-negative tumors [41]. Chronic myeloid leukemia (CML) and cancer disease
are closely related to each other as patients who suffered from CML, have a
30% higher risk of developing secondary cancer like lung cancer, thyroid cancer,
prostate cancer, etc. [42]. Although the relation between hepatitis B and lung
cancer still not identified [43], these proteins can fill this gap and help to under-
stand the infection pathway. Therefore, the recent analysis of genetic markers
for lung cancer provides more new perspectives than the hub genes provided by
the currently available report.

4.5 Survival Analysis of Hub Genes

We have analyzed the prognostic value of these hub proteins using K–M plotter.
The cutoff value is assumed to be the Hazard Ratio (HR) with 95% percent and
log-rank p with < 0.05 values. We found that among the 30 genes, 23 genes are
not significantly correlated with the prognosis of lung cancer whereas 7 genes
are reported to be statistically significant with the occurrence of lung cancer,
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Fig. 2. In this figure, Kaplan-Meier curves indicate the overall survival of the 7 hub
genes. HR: hazard ratio

considering 1925 patients’ data (Fig. 2). The survival curve indicates a downward
slope with an increase in time. If the slope is higher then it implies a lower
survival rate.

5 Conclusion

In this study, we have identified 11 proteins as key proteins, including 10
up-regulated proteins (CCNB1, CDK1, CCNE1, CCNB2, PTTG1, COL11A1,
HsT2645, HIST2H2AA3, HIST1H2BD, and HIST1H2AE) and 1 down-regulated
protein (TNNI3). The survival analysis based on the expression of these proteins
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indicated that they are significantly associated with the poor overall survival of
lung cancer patients. Then, the NNET-based prediction reveals a large set of
potential PPIs related to lung cancer. We have analyzed the hub proteins of the
predicted PPI network and found a list of significant proteins that play very
important roles in lung cancer. These hub proteins can be further investigated
for clinical diagnosis and therapeutics of SCLC and NSCLC. Although many
hub proteins related to lung cancer has been analyzed over the years, we have
identified a new set of hub proteins in this study. The KEGG pathway of these
proteins has also been analyzed to provide support for their involvement and
functional interconnection towards other critical pathways. This method can
also be applied to other cancerous diseases to predict the PPIs as well as the
relation of these various cancers with each other.

Supporting Information
The following supplementary files are available at: https://sites.google.com/

site/conffilesdownload/supplementary
File S1

Excel file containing up-regulated, down-regulated and highly expressed
genes.
File S2

Excel file containing PPI dataset constructed from up-regulated and down-
regulated proteins.
File S3

Excel file containing predicted PPI related to lung cancer.
File S4

Excel file containing top 30 hub proteins with their degree in predicted PPI
network, lung cancer types, PUBMED ID and Paper name.
File S5

The flowchart of the methodology used in this paper. (PNG)
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Abstract. IoT-based portable medical diagnostic tools like smartwatches, health
monitors, etc. are extensively used for real-time data collection and monitoring.
There are a plethora of options available for tech stacks to be used and open source
frameworks for managing a complete internet of things system. Recognizing the
pattern of fluctuation of medical data and making a decision on the probability of
disease before the onset of any symptom, puts forth a big challenge for themedical
practitioners. We propose our model ValveCare which leverages the power of
machine learning tofindpatterns in the data for finding thresholds of optimal values
of each parameter and use those thresholds to predict with a certain probability
whether a subject is going to have cardiovascular diseases (CVD) in near future.
We have opted to use fuzzy logic to find the probability of chances of CVD of the
user directly in an android app. ValveCare uses an Arduino based microcontroller
to take the heart rate of a subject through a pulse sensor, and temperature through a
temperature sensor. The Arduino is linked with our ValveCare app where the user
inputs other details like total cholesterol levels, age, and other relevant parameters
and our model computes and shows the inference instantly in the app with the
likelihood of the subject having CVD in the future.

Keywords: Arduino · CVD · IoT ·Machine learning

1 Introduction

Sensor based wearable devices are extensively used nowadays for measuring various
physiological parameters like heart beat, blood pressure etc. These devices usually pro-
vide recorded data on real-time basis but are unable to read the pattern of the data and
predict the probability of any disease. Manisha et al. [5] and Li et al. [6] has shown the
use of smart monitoring systems that can reduce the risk of heart attack and heart-related
ailments by constant monitoring of sensed data. Similar works are found in [40]. With
the advent of new smart-watches, data collection has been quite easy and hence liter-
atures based on smart devices like [7] have been increased in numbers. Our proposed
model ValveCare is a cheap and effective alternative to the likes of the AppleWatch and
Fitbit. It can be built with a fraction of a cost using an Arduino microcontroller and an
android app that is used to connect to the microcontroller. The IoT can be referred to
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as a miniature version of edge computing which harnesses the power of small, efficient,
computers that can compute and act upon electrical input stimuli from the sensors to
which it is connected to. Big Data [1] is very much necessary in storing a huge amount
of sensor data recordings efficiently which can be further processed by the intelligent
layers. In our model, we have tried to push boundaries by integrating this future tech
into the medical domain; to make a better lifestyle for users and predict the chances of
cardiovascular diseases quickly and efficiently.

2 IoT System Architecture

2.1 Design

We are using an Arduino Uno board which is acting as our microcontroller, and we are
using a pulse sensor and a temperature sensormodule that connects to theArduino board.
The board is connected to the internet with a wifi ESP8266 module. The app ValveCare
is an android based application (we plan on extending the app to iOS in the future) that
works closely with the Arduino and interacts through the cloud. It collects data from
the two sensors and uploads the data to a remote server. It then fetches the data through
an API call and stores it in the device for further processing. and further prompts the
user to input their total cholesterol level, age, gender, if they have any breathing problem
(yes/no), and if they do regular exercise (yes/no). Then the app uses the sensor data and
these input data to infer the probability of having CVD in the future using Fuzzy Logic
(Fig. 1).

Fig. 1. Architecture of proposed model

2.2 Software

To connect to the cloud we used google spreadsheet, where the sensor data is being
uploaded in a specific cell in the spreadsheet and we are fetching the data from the sheet
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using API calls in the app.We are using Google Spreadsheet for its ease of use and demo
purposes. Once the system is integrated on the scale, a dedicated server can be used. We
have trained our data with independent variables - Cholesterol, Heart Rate, Breathing
Trouble(binary), Temperature, Age, Gender, Regular Exercise (binary). Our dependent
variable is our target (binary) value which signifies the onset of CVD in the future. The
algorithmwe chose isXGBoostwith cross-validation [17] because it gives good results in
a small dataset [13] and it performs slightly better than Random Forest Classifier (based
on our empirical observations) [14]. The other algorithms we tested are the Support
Vector Machine (SVM) Classifier [15] and the Naive Bayes Classifier [16]. All of which
gave less accurate results. Our model’s accuracy is 94% butit will vary depending on the
quantity of data. As we had fewer imbalanced data, we synthetically augmented with
SMOTE. But having greater quantities of already balanced data will give better results.
Once our model is trained, we extracted the F-Score from the XGBoost model which
gives us an idea about the most important features. Our results show the most important
parameters are cholesterol, age, temperature, and regular exercise (ranked from most
important to least). Gender and breathing trouble showed a very negligible correlation
as we can see in Fig. 2.

Fig. 2. Most important features

In Fig. 2, Y-axis has some variables which are respectively - f0 = heart rate, f1 =
cholesterol, f2 = Breathing Trouble, f3 = temperature, f4 = age, f5 = gender, f6 =
regular exercise. The F score or F1 score [29] of the parameters are as follows (in Y
axis): f1 > f4 > f3 > f6 > f0 > f2 > f5.

We get the thresholds of cholesterol, heart rate, and temperature by making a custom
test set containing all possible values of these three parameters while keeping other
parameters constant at normal levels (explained in the detail in Sect. 3 -DetailedAnalysis
- C. Threshold Finding). According to ourmodel gender is playing an insignificant role in
predicting the results. And we kept the age parameter constant because, each individual
is different and with different ages, different thresholds will be significant. Our model
can be expanded to test all the different ages and their threshold of cholesterol, heart
rate, and body temperature. After we got our thresholds, we followed the method of
Ephzibah et al. [18] and created three triangular membership functions, defined by three
zones according to our threshold which we put in the model manually. It outputs the
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probability by fuzzy logic. The most important features are only relevant to thresholds.
The machine learning model is not predicting the CVD instead, the fuzzy logic we
implemented using the thresholds is used to predict the chances of CVD and there the
features are not weighted as we see in Fig. 2. The fuzzy logic we used is defined in detail
in Sect. 3.4.

3 Detailed Analysis

Our data has 8 columns namely, Person ID, Heart Rate, Total Cholesterol, Breathing
Trouble (Yes/No), Temperature, Age, Gender, Regular Exercise (Yes/No), and CVD.

3.1 Preprocessing

To understand the data we plot three major columns - Total Cholesterol (Fig. 3), Heart
Rate (Fig. 4), and Temperature (Fig. 5) as histogram charts.

Fig. 3. Histogram plot of Total Cholesterol

Fig. 4. Histogram plot of Heart Rate (BPM)

We can see the skewed normal distribution nature of the data. In the above diagrams
(Fig. 3, Fig. 4, and Fig. 5) we can see classic histogram charts of the input data of our
subjects. We plotted the data to understand the patterns of the distribution which is as
expected - a slightly skewed normal distribution. In Fig. 3 - on the X-axis we have the
cholesterol value in mg/dL as points and on the Y-axis we have the number of subjects
having those. Now when we plot the histogram charts, we can see the majority of the
people fall in the 140–200 mg/dL range and as the values in the x-axis extend towards
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Fig. 5. Histogram plot of Temperature

the extremities, the number of people decreases exponentially. Now, coming to Fig. 4,
- on the X-axis we took the points of heart rate in bpm, and on the Y-axis we took the
number of people having them. We can see the majority of the people fall in the 60–
100 bpm range and as the bpm goes towards extremities, the bars representing several
people diminishes exponentially. Further coming to Fig. 5. - on the X-axis we can see
the temperature points measured in Fahrenheit. And on the Y-axis we put the number
of people as points. Now, in this plot, as the temperature has a very little variance, we
can see the majority of temperature values measured are in the normal body temperature
zone with some very few outliers in extremities.

All of these give us a deeper understanding of the data we are dealing with and in
the next sections, we have used the data to build a machine learning model to find the
threshold values for implementing the fuzzy membership function. We use this limited
data and use under-sampling and oversampling to create a bigger augmented dataset for
training our model. To achieve this we first compared SMOTE [20] and ADASYN [21]
algorithms and settled with SMOTE and implemented a custommodel with an ensemble
of Borderline SMOTE [22], SVMSMOTE [23], and SMOTEENN [24] (by Batista et al.)
to soothe out the imbalanced dataset. Zeng et al. show in their paper [25] how SMOTE
works wonderfully on imbalanced medical data.

3.2 Model

We split the data into a training set and a test set in the ratio of 8:2. Now for the classifica-
tion task, we tried and tested several algorithms including naive Bayes classifier, support
vector machine classifier, and random forest classifier, [14–16]. We directly used the
opensource library scikit learn for our experimentation [41]. We also tried Tianqi Chen
and Carlos Guestrin’s 2016 SIGKDD conference paper [11] which implements a robust
decision tree model (CART - Classification and Regression Trees) [11], bagging (using
multiple ensembles of independent trees tomake decision process), Random Forest [14],
gradient boosting (as demonstrated by Friedman et al. [26]).We chose XGBoost because
it is a gradient boosting machine [26] that fundamentally implements parallelization of
inner loops and uses parallel threads to train the model which results in blazing fast
execution. It also implements a greedy tree pruning algorithm which improves compu-
tational performance. It also optimizes the hardware by allocating internal buffers in each
thread to store gradient statistics. Also, it adds regularization (both L1 and L2) [27] to
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prevent overfitting and also adds sparsity awareness which is vital for imbalanced med-
ical data. The details of the classification strategy are - We split the training and testing
on the ratio of 9:1. We used the “imblearn” library of python for the SMOTE variations.
Then we used the XGBoost classifier directly to fit our preprocessed data. Then we used
the cross-validation estimator as a “classifier” and we used cross-validation [16] with a
splitting strategy parameter as 10 to measure the accuracy of our predicted data.

Fig. 6. Accuracy of the trained model with a standard deviation

After we fine-tuned hyperparameters we got around 94% accuracy (Fig. 6).

3.3 Threshold Finding

We made a custom test set to find out the upper threshold of each parameter (Total
Cholesterol, Heart Rate, etc. when keeping other parameters constant). We took a range
of values of heart rate (40–150), Cholesterol (80–300), and temperature (96.5–103.5)
mutually exclusive while keeping other parameters at a normal level based on published
research on normal values, [2–4]. The normal level is defined as in Table 1.

Table 1. Normal values that we took

Heart rate Cholesterol Breathing trouble Temperature Age Gender Regular exercise

72 150 0 98.7 40 0 0

The concept that we used is that, we will sequentially input data starting from mini-
mum and going tomaximum, if we see the prediction is positive for CVD for consecutive
test entries, then we will consider the first of the three entries as our upper threshold.
For example, keeping the other 6 parameters constant, we input heart rate starting from
40 and increment it by 1, and check when the prediction becomes positive. If it starts to
become positive then we will take the base value. After inputting our custom data, we
got a list of upper threshold values that we will use in our fuzzy model in the next step.
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An important thing to note is that we took the age as 40, but as CVD depends also on
age, we can use this technique to find the thresholds for all ages. For simplicity, we took
the age as 40. The upper threshold values that we got are:

Heart Rate: 76, Cholesterol: 289, Temperature: 100.02

Similarly, we found the lower threshold values by varying the test data and checking
when the negative outcome becomes positive, and it came out as:

Heart Rate: 72, Cholesterol: 142, Temperature: 98.3.

3.4 Fuzzy Model

In this proposed model inputs are given to fuzzifier. Fuzzifier fuzzify the crips inputs.
Based on fuzzy rules output is generated. Defuzzificaton is applied on the output. As
per our findings, the lower threshold is 72 bpm for heart rate and the upper threshold is
76 bpm. The lower threshold for our Cholesterol level is 142 mg/dl and the upper limit
is 289 mg/dl. We define a fuzzy membership logic where we categorize three ranges -
low, medium, and high (Fig. 7 and Fig. 8). The ranges overlap and create a probabilistic
output. The fuzzy logic model is inspired by the works of Ephzibah et al. [30, 31] and
Zimmermann, Hans-Jürgen’s [32].

Fig. 7. Fuzzy Membership diagram for heart rate

Fig. 8. Fuzzy Membership diagram for cholesterol
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Fig. 9. Fuzzy matrix for people with shortness of breath

Fig. 10. Fuzzy matrix for people without shortness of breath

Our model takes the input from the app and tallies it with the matrix (Fig. 9 and
Fig. 10). It then calculates the probability and then it outputs the probability as a result.
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If the user has shortness of breath, the matrix defined in Fig. 9 comes into play, the
matrix defined in Fig. 10 comes into play. Based on the above fuzzy matrices fuzzy, the
system output is generated as presented in Fig. 11.

Fig. 11. The results of our fuzzy system

4 Output Architecture

The sensors collect the temperature and heart rate from the user and then the user inputs
his/her total cholesterol levels in the ValveCare app and then our fuzzy model loaded
with the thresholds predicts the result and shows in the app instantly. It shows helpful
links in managing health (internet connection is needed for that) as presented in Fig. 12.

Fig. 12. Output Architecture of the proposed model
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5 Testing

To test our model we created some testing data based on real-world samples. In our 50
rows of test data, each subject’s CVD probability was recorded two times. The logistic
function is used the first time to find the predicted probability of each class from the
trained XGBoost model [28] (we used predict_proba function of scikit_learn library’s
XGBoost Classifier [16]). The second time we used our extracted threshold and used our
fuzzy model to output the probability. We went for a fuzzy model and not the XGBoost
model’s probability because we don’t want to risk a subject’s life with false-negative
predictions. The Fuzzy method is safer as it uses a threshold and there are hardcoded
instructions that limit the chances of false negatives. On testing on volunteers, we found
2 people among 13 that have a chance of heart disease. After taking their ECG report
from a diagnostic center and consulting with an expert, it came out that both of them had
a history of cardiac anomalies in their past. Also, both of them were senior citizens. Rest
11 people’s ECG showed normal but the onset of future CVD can’t be tested at present
but their symptoms showed normal. So, our model found out the thresholds within which
if a user’s parameter stayed then their chances of future CVD gets decreased.

6 Comparison with Other Works

The strategy we used was to find thresholds of different health parameters that lead to
CVD in the future. The exact same type of work has not been done, but there are three
particularly interestingworkswe that have similar goals butwith a different approach.We
are going to compare similarworks done by others, with ourmodel.We have chosen three
models proposed by Sanjeev et al. [33],M. Kowsigan et al. [34], andNeeruPathania et al.
[35]. We refer to them by Model 1, Model 2, and Model 3 respectively. The comparison
has been based on a SWOT strategic analysis method [36] which will show us the
Strengths, Weaknesses, Opportunities, and Threats of the proposed models.

Model 1 uses Chest pain, Blood Pressure, Cholesterol, Blood Sugar,MaximumHeart
Rate, Old Peak as input data, Corresponding SWOT analysis is shown in Table 2.

Model 3 uses almost similar principles as model 1. This model has used data in the
form of chest pain type, blood pressure, maximum heart rate, and old peak. The SWOT
analysis corresponding to model 3 has been shown in Table 3.

Our proposed model Valvecare improves upon all the existing models with 94%
accuracy in finding the threshold of the different health parameters. We propose the
hardware-based implementation as well as software-based implementation. The pro-
posed model covers complete end-to-end infrastructure from input to output and the
end-user who will use the system can treat the inner workings as a black box and treat
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Table 2. SWOT analysis of Model 1 [33] and Model 2 [34]

Strengths Weaknesses

1. Lab database. They collected and sampled
quality data

2. They used the Mamdani inference method
[37]

3. 90% accuracy according to expert

1. The model is very general and based on
global threshold values. No method to
segregate threshold values according to age

2. No implementation details were discussed
3. Artificial Neural Network is mentioned but

no application is discussed

Opportunities Threats

1. Used to gauge real-time patient metrics, in
hospitals around Punjab, India

2. Very naive implementation and easy to
implement

1. IoT systems integrated with Artificial
Intelligence will replace this old model

2. Hardware implementation is not discussed
properly, so wrong implementation can
lead to different results

Table 3. SWOT analysis of Model 3 [35]

Strengths Weaknesses

1. Worked on the dataset taken from various
hospitals of Amritsar

2. 92% accuracy compared to experts

1. The model is very general and based on
global threshold values. No method to
segregate threshold values according to age

2. Blood sugar level has very little correlation
to cardiovascular diseases. The effects are
still in research

3. Genetic algorithms and neural networks are
mentioned as better alternatives but never
used in any implementation

Opportunities Threats

1. Used to gauge real-time patient metrics, in
hospitals around Amritsar

2. Very naive implementation and easy to
implement

1. IoT systems integrated with Artificial
Intelligence will replace this old model

2. Hardware implementation not discussed
properly. The wrong implementations can
lead to drastically different results

the system as a diagnostic tool. Our model predicts the future onset of CVD, as we
discussed in Sect. 5 - “Testing” until we wait for few years to test the subjects we tested
on in our study we can’t accurately measure the success rate of our predictions (Table 4).
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Table 4. Comparison with other models based on parametric values

Parameters Model 1 [33] Model 2 [34] Model 3 [35] Proposed model

Parameters that
require invasive
methods

2 2 2 1

The technique
used to find the
threshold

No method to
segregate
threshold values.
Threshold values
are given
manually

No method to
segregate
threshold values.
Threshold values
are given
manually

No method to
segregate
threshold values.
Threshold values
are given
manually

Threshold values
are calculated
from the Previous
dataset

Accuracy 90% 90% 92% 94%

7 Conclusion

ValveCare is a new direction towards robust edge computing which is one step closer
in the direction of smart medical infrastructure. With the modern sensors and medical
devices launching every singlemonth, collectingdata andusingourValveCare ecosystem
to estimate the likelihood of CVD will hopefully save millions of lives. If the collected
data set is small numbers, synthetic data generation algorithms like SMOTE [20] or
ADASYN [21] can be used to create data points as we did in our work. Artificial Neural
Networks (ANN) can also be used and we are working on that. Our proposed model is
tested in a small research environment and the results we obtained may vary depending
on the quality of data collected, mainly focused on demographic, patient age group, and
tools to collect data. We are further working on our model to include more features and
fine-tuning it for better usability.
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Abstract. In today’s world where all the information is available at
our fingertips, it is becoming more and more difficult to retrieve vital
information from large documents without reading the whole text. Large
textual documents require a great deal of time and energy to understand
and extract the key components from the text. In such a case, sum-
marized versions of these documents provide a great deal of flexibility in
understanding the context and important points of the text. In our work,
we have attempted to prepare a baseline machine learning model to sum-
marize textual documents, and have worked with various methodologies.
The summarization system takes the raw text as an input and produces
the predicted summary as an output. We have also used various eval-
uation metrics for the analysis of the predicted summary. Both extrac-
tive and abstractive based text summarization have been described and
experimented with. We have also verified this baseline system on three
different evaluation metrics i.e. BLEU, ROUGE, and a textual entail-
ment method. We have also done an in-depth discussion of the three
evaluation techniques used, and have systematically proved the advan-
tages of using a semantic-based evaluation technique to calculate the
overall summarization score of a text document.

Keywords: Text summarization · Abstractive · Evaluation ·
Entailment · Adversarial · Attention

1 Introduction

Automatic text summarization is a technique to generate a concise and flu-
ent summary that captures the main idea of a given text so that humans can
understand the essence of long documents in comparatively lesser time. Broadly
speaking, two different approaches are used for text summarization. The first
one is an extractive approach in which only the important sentences, keywords,
or phrases from the original text are identified, extracted, and combined to pro-
duce a summary. The second approach is abstractive summarization. This is in
c© Springer Nature Switzerland AG 2021
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contrast to the extractive approach wherein only the sentences that are present
in the original text are used. Here, the original sentence might not be present
in the summarized text. It produces a more powerful, human-like summary by
generating new keywords, phrases, or sentences and combining them to form a
summary.

Apart from experimenting with our baseline model on benchmark datasets,
we have tabulated results on major evaluation techniques used to evaluate those
summaries. In addition to BLEU and ROUGE scores, we have also used a textual
entailment method to evaluate those summaries and have discussed the benefits
of using a semantic-based evaluation system.

The rest of the paper is divided into the following sections. Related works are
briefly discussed in Sect. 2. The dataset description and data statistics are given
in Sect. 3. The experimental setup is described in Sect. 4 and experimentation is
discussed in Sect. 5. Section 6 discusses the different evaluation techniques used.
The obtained result and its analysis are tabulated in Sect. 7. And finally, we
conclude with discussion and conclusion in Sect. 8. We also include the future
works in this last section.

2 Related Works

Upon investigating different methodologies for text summarization, we found two
popular approaches as discussed by [33] viz. extractive summarization [32] and
abstractive summarization [5]. Some works have also shown an ensemble model
using both the methodologies to leverage the textual corpora [15]. The work
on extractive text summarization dates long back to 1958, wherein [29] used
word and phrase frequencies to detect important sentences in the document.
A similar approach was used by [7], which used a log-likelihood ratio test to
detect defining words of the to-be-produced abstract. The work by [9] leveraged
latent semantic analysis to garner frequency distribution features and to perform
singular value decomposition. The generated matrix was then used to predict
the sentence which would be present in the summary. Later works by [39,45]
used machine learning-based techniques to classify the source sentences into
“is” summary or “is not” summary. Graph-based techniques using the modified
versions of the text rank algorithm were used by [30]. The work by [8] and
[32] showed similar techniques but used different weighting formulas. The work
by [27], utilized a generative model for summary generation using bidirectional
LSTM and a discriminative model as a binary classifier that distinguishes the
summary generated by machines from the ones generated by humans. There
has also been sufficient work done to use pre-trained encoders for summary
generation [28].

A bottom-up tree-based technique based on sentence fusion is provided by [3].
A template-based summarization module was provided by [12]. Many researchers
have also proposed various ontology-based methods to perform document sum-
marizations [22]. Semantic role labeling has been used by [16]. Some of the sum-
marization techniques has also been discussed by [21]. Text summarization is an
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essential tool that can be used in a variety of downstream tasks like question-
answering [18,19,23], review summarization [49] and also in healthcare [17]. Since
this summarization task has large number of applications, it’s evaluation is nec-
essary. Thus, for evaluation too, there are many measures with which we can
evaluate the summary [44]. Some of them include content-based measures like
cosine similarity, unit overlaps, pyramids [35], bilingual evaluation understudy
(BLEU) [37] score, recall-oriented understudy for gisting evaluation (ROUGE)
[26]. In our work for the baseline system, we have used extractive and abstractive
based text summarization consisting of encoders and decoders. Further details
regarding the model are discussed in Sect. 4.

For evaluation, we have used BLEU [37], ROUGE [26] and a textual entail-
ment technique to determine how good the accuracy really is. Respective scores
can be viewed in Tables 4, 5, 6, 7, 8, 9, 10, 11, 13 and 14.

Table 1. Gigaword dataset

Train Validation Test

Count 287,227 13,368 11,490

Size 1.2 GB + 92MB 52MB + 4.8 MB 45 MB + 3.9 MB

Table 2. DUC 2003

Train

Count 624

Size 44 KB

Table 3. DUC 2004

Test

Count 500

Size 36 KB

3 Dataset

In order to prepare the baseline system of the extractive based text summa-
rization model, we have used the TextRank algorithm on the Amazon fine food
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reviews1 dataset. This algorithm uses a graph-based unsupervised approach to
summarize the raw text into a summary. The data consists of half a million
reviews collected over a period of 10 years. Each review has an average length
of 75 words and also has a user-specified title. Since this dataset has very small
textual summaries or titles, we used this dataset only for extractive text sum-
marization.

For the abstractive text summarization model, following [25], we have used
the Gigaword [10] dataset and the Document Understanding Conferences (DUC)
[36] corpora for training, evaluation, and testing the model. The Gigaword is a
summarization dataset based on the annotated Gigaword2 corpora. Only one
sentence i.e. the first sentence is extracted from various news with headlines, to
form a sentence summary pair. The dataset statistics for the Gigaword corpus
is as shown in Table 1. In our experiments, we have also used the DUC-20033

and DUC-20044 corpora [36], DUC-2003 is used only for training and DUC-
2004 is used only for testing purposes. Details regarding training and evaluation
are discussed in depth in Sect. 5 and 6 respectively. The Gigaword dataset was
downloaded as prepared by [42].

I want to go <s> I

I go

Weighted Average State

Attention Weights

Encoder Decoder

Fig. 1. Seq2seq LSTM with Attention

4 Experimental Setup

For developing an abstractive model we have undertaken the following pre-
processing steps as described in Sect. 4.1 and the experimental setup is devised
as mentioned in Sects. 4.2 and 4.3.
1 https://www.kaggle.com/snap/amazon-fine-food-reviews.
2 https://catalog.ldc.upenn.edu/ldc2012t21.
3 https://www-nlpir.nist.gov/projects/duc/data/2003 data.html.
4 http://duc.nist.gov/duc2004.

https://www.kaggle.com/snap/amazon-fine-food-reviews
https://catalog.ldc.upenn.edu/ldc2012t21
https://www-nlpir.nist.gov/projects/duc/data/2003_data.html
http://duc.nist.gov/duc2004
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4.1 Pre-processing

To prepare the data for training, we have undertaken pre-processing steps which
include removal of stop words, Hypertext Markup Language (HTML) tags, num-
bers, special characters, expanding of contracted words, lemmatization, stem-
ming, tokenization of words, and creating word embeddings using global vectors
for word representation GloVe5 [38], developed by Stanford. It is an unsupervised
learning algorithm that is used to create a vector representation of words.

The data set is further divided into training, validation, and test set so that
it could be used for different phases of training and evaluation. Detailed dataset
statistics are as shown in Table 1, 2 and 3.

4.2 Sequence to Sequence Based Networks

To develop and train the models, we have used OpenNMT6 [20] an open
source available for neural machine translation (NMT). This can also be used
for sequence learning based on deep neural architecture. The system is Mas-
sachusetts Institute of Technology (MIT) licensed and its initial versions had
principal contributions from Harvard NLP and SYSTRAN Paris.

Here, we have trained the model using long short-term memory (LSTM) [14]
encoder-decoder. Apart from the vanilla LSTM layers, LSTM with attention
[46] mechanism has also been employed using the default experimental settings
of ONMT7. We have also used a pretrained model for one of our experiments
with LSTM using attention mechanism.

4.3 Generative Adversarial Based Networks

In order to experiment with our models on the generative adversarial-based
architecture [50] we have followed the experimental setup of [48], and the method
used by [31] is used for adversarial training. The overall model consists of a
generator, a discriminator, and a reconstructor. Both the generator and the
re-constructor are based on seq2seq pointer-generator networks [43], which can
decide either to copy the words from the encoder or generate from the vocabulary.
On the other hand, the discriminator takes a sequence as an input.

To train the reconstructor, the cross-entropy loss is computed between the
output sequence generated by the reconstructor and the original source text. The
loss Lrecon can be given by the Eq. 1. Here i and j, denote the source and target
texts respectively. ls is the log-likelihood of the source text which is negatively
conditioned.

Lrecon =
D∑

d=1

ls(i, j) (1)

5 https://github.com/stanfordnlp/GloVe.
6 http://github.com/opennmt/opennmt.
7 The models were trained on Quadro P2000 GPU which has a total of 5 GB GPU

RAM.

https://github.com/stanfordnlp/GloVe
http://github.com/opennmt/opennmt
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Table 4. ROUGE Scores on TextRank

Recall Precision F Score

ROUGE 1 19.91 5.88 8.17

ROUGE 2 5.13 1.62 2.21

ROUGE L 18.7 6.01 8.15

In our adversarial model, the reconstructor and the generator form an auto-
encoder. In spite of this, the output of the generator is not directly fed to the
reconstructor but is first discretely sampled. But since the discrete samples are
non-differentiable, we used the reinforcement algorithm as a loss function. Here
the generator is seen as an agent with a reward equivalent to ls. In order to max-
imize the reward, our agent tries to decrease the loss. The generator parameters
are updated using the Monte Carlo [11] estimates of policy gradients.

Since the agent works on the sampled discrete values, the loss is not continu-
ous and varies from sample to sample. To smoothen the curve, a baseline is used
to reduce the training. The reward is modified and the difference is stabilized by
applying self-critical sequence training [41]. Following [31] maximum likelihood
estimation (MLE) [34], is used.

Table 5. BLEU Scores on TextRank

BLEU 1 1.5

BLEU 2 0.2

Table 6. Textual Entailment Score on TextRank

Entailment 5.15

Neutral 93.56

Contradiction 39.95

Table 7. BLEU Scores on LSTM

Training Data Test Data BLEU 1 BLEU 2 BLEU 3 BLEU 4 BLEU Average

Gigaword Gigaword 11.4 3.1 0.9 0.3 3.925

Gigaword DUC 2004 8.4 2.1 0.5 0.2 2.8

DUC 2003 Gigaword 1.8 0 0 0 0.45

DUC 2003 DUC 2004 5.2 0.8 0.3 0.1 1.6
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Table 8. ROUGE Scores on LSTM

Training

Data

Test Data ROUGE 1 ROUGE 2 ROUGE L

Recall Precision F Score Recall Precision F Score Recall Precision F Score

Gigaword Gigaword 43.12 13.85 20.28 13.16 4.04 5.97 37.14 11.95 17.48

Gigaword DUC 2004 45.76 16.01 23.42 14.84 4.91 7.29 38.75 13.54 19.82

DUC

2003

Gigaword 2.437 2.8 2.528 0.035 0.053 0.041 2.334 2.707 2.432

DUC

2003

DUC 2004 7.229 6.73 6.916 1.289 1.247 1.259 6.371 5.933 6.095

Table 9. BLEU Scores on LSTM with Attention

Training Data Test Data BLEU 1 BLEU 2 BLEU 3 BLEU 4 BLEU Average

Gigaword + DUC 2003 Gigaword 39.5 19.9 11.3 7.2 19.475

Gigaword + DUC 2003 DUC 2004 20.5 6.9 3 1.1 7.875

Table 10. ROUGE Scores on LSTM with Attention

Training Data Test Data ROUGE 1 ROUGE 2 ROUGE L

Recall Precision F Score Recall Precision F Score Recall Precision F Score

Gigaword + DUC 2003Gigaword 41.915 32.748 35.506 20.452 16.081 17.373 39.158 30.612 33.174

Gigaword + DUC 2003 DUC 2004 36.358 23.193 27.766 15.212 9.604 11.483 39.678 25.239 30.259

Table 11. ROUGE Scores on Adversarial Network

Training Data Test Data ROUGE 1 ROUGE 2 ROUGE L

Recall Precision F Score Recall Precision F Score Recall Precision F Score

Gigaword Gigaword 25.77 24.33 24.18 8.33 7.70 7.68 23.19 21.84 21.72

5 Experimentation

For training the model using the abstractive approach, we have used the experi-
mental setup as discussed in Sect. 4. Further details regarding training the model
to generate the summaries are mentioned in Sects. 5.1 and 5.2.

5.1 Sequence to Sequence Based Model

For our experiments, we have used seq2seq based 2-layer LSTM [14] as the
encoder with a hidden layer size of 500 dimensions. The 2 layered decoder also
gives an output of 500. Both the encoder and the decoder have a dropout of 0.3.
The words are embedded in 100 dimensions. We have also trained our models on
2-layer LSTM with attention [46] mechanism, with a hidden size of 500, similar
to the plain LSTM architecture as shown in Fig. 1.
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5.2 Generative Adversarial Based Model

For training the generative adversarial network, as discussed in Sect. 4, we have
used the experimental settings of [31]. The discriminator has been trained up to
1,700 epochs and the generator is trained up to 2,000 epochs. Other settings are
used following the work of [48].

6 Evaluation

For evaluating the performance of our model, we have used ROUGE [26], BLEU
[37] and a textual entailment method based on semantics. BLEU scores are cal-
culated using the multi-bleu.perl script available at the mosesdecoder repos-
itory8. The ROUGE score is calculated using the files2rouge codebase9.

Table 12. Types of Entailment

S. No. Text Sentence Pair Relation

1 Text 1 I went to the gym yesterday Positive Entailment

Text 2 The gym wasn’t empty yesterday

2 Text 1 I went to the gym yesterday Negative Entailment

Text 2 The gym was empty yesterday

3 Text 1 I went to the gym yesterday Neutral Entailment

Text 2 The gym is quite good

For evaluating the model using textual entailment [6] we have used the imple-
mentation of [13]. Textual entailment is usually used to determine whether a
sentence can be deciphered from the other sentence or not. If the other sentence
can be derived from the original sentence, then we say that they have a “positive
entailment” among them. The scenario of the sentences having stark opposite
meanings is termed as “negative entailment” whereas the pair having no “pos-
itive” or “negative” sense is termed as “neutral” [2]. The positive entailment
implies the hypothesis, negative contradicts and the neutral statement cannot
prove or disprove the given statement. For example, the sentence “I went to
the gym yesterday” logically implies “The gym wasn’t empty yesterday”, and
thus the pair forms a case of “positive entailment”. Whereas the pair “I went to
the gym yesterday” and “The gym was empty yesterday” are contradictory in
nature and hence form the case of “negative entailment”. An example of “neu-
tral entailment” can be seen with the pair “I went to the gym yesterday” and
“The gym is quite good”. Clearly, with the amount of context known, the two
sentences have no correlation whatsoever. The example is as shown in Table 12.
8 https://github.com/moses-smt/mosesdecoder/blob/master/scripts/generic/multi-

bleu.perl.
9 https://github.com/pltrdy/files2rouge.

https://github.com/moses-smt/mosesdecoder/blob/master/scripts/generic/multi-bleu.perl
https://github.com/moses-smt/mosesdecoder/blob/master/scripts/generic/multi-bleu.perl
https://github.com/pltrdy/files2rouge
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Table 13. Result Comparison between Entailment, BLEU and ROUGE scores

S. No. Approach Train Test Entailment Neutral Contradiction

1 PageRank (Extractive) Amazon Reviews Amazon

Reviews

5.15 93.56 39.95

2 LSTM Gigaword Gigaword 24.47 50.61 −28.01

3 LSTM Gigaword DUC 2004 47.93 36.05 −18.31

4 LSTM DUC 2003 Gigaword −8.23 66.37 −12.57

5 LSTM DUC 2003 DUC 2004 10.32 48.03 −2.33

6 LSTM + Attention Gigaword + DUC 2004 Gigaword 7.74 46.96 9.90

7 LSTM + Attention Gigaword + DUC 2004 DUC 2003 41.82 17.17 14.73

8 Adversarial Network Gigaword Gigaword −38.05 52.24 1.66

Table 14. Result Comparison between Entailment Percentage, BLEU and ROUGE
scores

S. No. Approach Train Test BLEU 1 ROUGE-L

(Precision)

Entailment

Percentage

1 PageRank (Extractive) Amazon Reviews Amazon Reviews 1.5 6.01 25.25

2 LSTM Gigaword Gigaword 3.1 11.95 39.56

3 LSTM Gigaword DUC 2004 2.1 13.54 37.8

4 LSTM DUC 2003 Gigaword 1.8 2.7 2.87

5 LSTM DUC 2003 DUC 2004 5.2 5.93 4.2

6 LSTM + Attention Gigaword + DUC 2004 Gigaword 39.5 30.61 11.94

7 LSTM + Attention Gigaword + DUC 2004 DUC 2003 20.5 23.19 14.42

8 Adversarial Network Gigaword Gigaword 23 21.84 5.48

Table 15. ROUGE F1 Score Comparison Among Different Papers

S. No. Year Paper Name ROUGE 1 ROUGE 2 ROUGE L

1 2015 A Neural Attention Model for Sentence

Summarization, [40]

28.18 8.49 23.81

2 2016 Abstractive Sentence Summarization with Attentive

Recurrent Neural Networks, [4]

33.78 15.97 31.15

3 2018 Entity Commonsense Representation for Neural

Abstractive Summarization, [1]

37.04 16.66 34.93

4 2018 Incorporate Entailment Knowledge into Abstractive

Sentence Summarization, [24]

35.33 17.27 33.19

5 2019 Simple Unsupervised Summarization by Contextual

Matching, [51]

26.48 10.05 24.41

6 – LSTM 20.28 5.97 17.48

7 – LSTM + Attention 35.5 17.37 33.17

8 – Adversarial 24.18 7.68 21.72

In our approach, we have used the pre-trained GloVe [38] word vectors for
word vectorization and an LSTM network with dropout on the initial and final
layers to calculate the entailment score for the generated summary. The loss
function used is a variation of the softmax loss function provided by TensorFlow.
Some regularization losses are added as well, along with an optimizer to help
the model learn to reduce the net loss. The score has three parts for a single
pair of summaries i.e. entailment, neutral, and contradiction. For training the
entailment evaluation model, we have used “The Stanford Natural Language



252 A. F. U. R. Khilji et al.

Inference (SNLI) Corpus”10 [47]. For calculating the entailment percentage, each
sentence pair is classified as entailed or not entailed. A score of 1 is given if the
sentence pair is entailed and 0 otherwise. The sum of all such scores is calculated
and hence, the percentage score is determined. Raw entailment, neutral, and
contradiction scores are calculated by simply averaging all the probability values
across all the sentences in the dataset. The entailment percentage is tabulated
in Table 14 and average entailment score is as given in Table 13.

The obtained score using BLEU, ROUGE and entailment techniques are
tabulated in the Tables 4, 5, 6, 7, 8, 9, 10, 11, 13 and 14.

7 Results and Analysis

As discussed in Sect. 5, we have tabulated the generated results in Tables 4, 5, 6,
7, 8, 9, 10, 11, 13 and 14. BLEU, ROUGE and entailment techniques are used to
generate this score. From Table 14, it can be seen that according to the most used
evaluation metrics i.e. BLEU and ROUGE, the best model here is the LSTM
with Attention mechanism, while still offering an entailment score comparable
to that of the vanilla LSTM. In some instances, the simple LSTM outperforms
LSTM with Attention even though it has a comparatively less BLEU score.

It is to be noted that the extractive approach used here (PageRank) directly
extracts textual excerpts from the text and has a high neutral entailment (as
shown in Table 13). By tuning these parameters viz. entailment, neutral, and
contradiction, we can measure whether the generated summary is close to human
language or not. It can also be shown whether the summary can be inferred from
the original summary or not.

Table 16. Example Sentences with Entailment, BLEU and ROUGE scores

Sentence Entailment Neutral Contradiction BLEU 1 ROUGE L

(Precision)

Actual Sri lanka closes schools as

war escalates

21.81 −16.09 −38.59 22 33

Predicted Sri lankan government

schools with tamil

separatists escalated in

Actual Repatriation of bosnian

refugees postponed

−37.17 33.96 −45.92 50 50

Predicted Repatriation of at refugees

to return

10 https://nlp.stanford.edu/projects/snli/.

https://nlp.stanford.edu/projects/snli/


Abstractive Text Summarization Approaches with Analysis 253

8 Discussion and Conclusion

In our work, we have worked with various algorithms and deep learning tech-
niques for the given text summarization task. We have also validated the result
of our baseline system on various metrics including BLEU, ROUGE, and a
semantic-based evaluation technique. Given the tabulated results in Table 14,
we can make a comparative analysis of the three evaluation techniques used. The
BLEU 1 score and the ROUGE-L precision score are based on the syntactical
structure of the sentence, whereas the entailment percentage is based on the
semantics of the sentence. The score based on the sentence structure may not
always give good results. Considering the semantics of the sentence and simi-
larity between word vectors is also necessary while calculating the final score.
The second example given in Table 16 can be taken as an example here, wherein
the information obtained from the predicted sentence is in no way related to
the actual summary. But theoretically, the sentence has a high BLEU 1 score
of 50 and a ROUGE-L precision score of 50. Also, a low BLEU 1 or ROUGE
score may not necessarily mean that the prediction is bad, as can be seen from
the first example in Table 16. The sentence here has a comparatively low BLEU
and ROUGE score, but we can gain some information from the prediction (at
least better than the second sentence having a disproportionately high BLEU
and ROUGE scores). Here, the entailment score gives a better picture of the
predicted summarization, by giving the first sentence a higher entailment score
of 21.81 and a negative score of −37.17 to the second. A good summary must
give a semantically fit sentence for a correct summary and have the required
fluency and adequacy.

Thus, from the above observations in Table 16, we can understand that in
a task like a summary generation, semantic metrics are necessary and can con-
tribute a part to generating the overall score. Table 15 lists our baseline model
accuracy comparison with summarization tasks on the same Gigaword dataset.

The present baseline system uses only text data to generate a one-line sum-
mary. Future works will include multi-modal summarization approaches to lever-
age the visual features, and a semantic-based evaluation system considering the
entailment and the neutrality of the text (i.e. whether the generated summary
is more like human-written or not) to calculate a score. Such a loss function
can also be devised which can help the model converge into producing a more
optimal summary.
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Abstract. Colorectal cancer is one major cause of cancer-related death around
the globe. Recent breakthroughs in deep learning have paved theway to apply it for
the automation of histopathology images as a tool for computer-aided diagnosis
of medical imaging. Here we have presented a novel state of the art classifica-
tion model for classifying the colorectal histopathology images into 9 classes. All
the traditional approaches like texture-based classification, transfer learning etc.
already has been used to achieve a state-of-the-art result, but these have some limi-
tations. Rather than using conventional mechanisms, we have proposed a method-
ology that can interpret the histopathology images in a more generalized way
without image preprocessing and augmentation mechanisms. A combination of
two deep learning architectures i.e., an encoder unit of autoencoder module and
a modified DenseNet121 architecture are used for this purpose. An accuracy of
97.2% on Zenodo 100k colorectal histopathology dataset has been reported. The
presented result is better than most of the contemporary works in this domain. We
have also evaluated the effectiveness of the current approach for the low-resolution
histopathological images and achieved good recognition accuracy.

Keywords: Classification · Colorectal cancer · Deep learning · DenseNet ·
Histology images · Image reconstruction

1 Introduction

Biomedical imaging is evolving as one of the crucial tools in the healthcare system
across the world. In the year 2020, an average of 53,200 deaths will occur all over
the United States due to colorectal cancer (CRC) [1]. The primary challenge of colon
histopathologists is to distinguish the benign frommalignant disease and also categorize
the diseased cells into the multiple classes which are already defined in the literature
[4]. Thus, automating this process completely reduces a lot of ambiguity and time in
detecting cancer. Histopathology provides a diagnosis for cancer by studying the tissues
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obtained from a certain suspicious portion of the human body. A lot of progress is being
made in this field to achieve maximum possible accuracy in detecting the disease [4,
16, 17]. There exist numerous classification methods like SVM, CNN, KNN, logistic
regression, random forest, decision trees etc. [4, 5]which are able to produce great results
but still these techniques have some limitations [5].

(a) In texture-based classification models [5], in order to solve the classification task,
a fixed set of texture features has been chosen to determine what type of cancer
the input image holds. Those features can be fed into some convolutional neural
network (CNN) based classifiers or some cluster-based classification module or
other classical machine learning module. In this case, the limitation is that the
model has less generalization capacity because a fixed set of textures has been
chosen.

(b) The traditional models work in such a way that they cannot perform well in low-
resolution images. Hence, we need to design a flexible model which can precisely
work on the images having different types of resolutions.

(c) State of the art deep learning architectures also have some limitations in classifying
the CRC. Generally, they perform well on object-based classification tasks but in
case of texture-based classification like classifying histopathology images, they
tend to overfit very quickly and have less generalization capability.

Here, a model has been presented in order to tackle solve these limitations, creating a
well-generalizedmodelwhich can even performwellwith variations of image resolution.
To achieve this goal, we have used features extracted from an image encoder and passed
that features to a modified version of DenseNet121 [14] for classification. Initially, the
autoencoder is trained on a subset of the main dataset for image reconstruction and later
from that trained autoencoder [6], the encoder is taken for encoding the input images into
important feature maps. These feature maps are then fed into the modified DenseNet121
classification block, which is a regular DenseNer121 architecture with some changes in
the first few blocks of the network, hence producing a model with high generalization
power capable of solving the limitations discussed earlier. In different sections, we have
discussed the entire workflow in detail which includes the structure of the autoencoder
and feature extraction from the encoder block of autoencoder unit, detailed structure
of our modified DenseNet121 block, all the performance measures, comparison of our
proposedmodelwith the standaloneDenseNet121 architecture in terms of generalization
capability along with the exhibition of proposed model on low resolution images.

2 Literature Review

Deep learning has acquired demand in medical imaging research which includes mag-
netic resonance imaging on the brain, cancer detection of breast ultrasounds and diabetic
foot ulcer classification and segmentation etc. [8]. There are varieties of research papers
that survey colorectal cancer. In this section, some of them are briefly outlined in a
nutshell.

Rathore et al. [9] discussed ensemble approach based on predefined set of features to
detect and grade colon cancers. For performance measures the individual performances
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of the classifiers with the ensemble model have been compared against two colon cancer
datasets. The outputs interpret that the ensemble model provides accurate results and
remarkably increases the effectiveness of independent classifiers. The authenticity of
this method recommends wide relevance over existing standalone classifiers, leading to
precise detection tools for colon cancer specimens in patients.

The most promising accomplishment in result of DNA microarray is sampling of
gene expression data between tumors from different sources. At present, designing evo-
lutionary artificial neural nets have flourished as favored alternative of discernible ideal
network. In [10], the authors proposed an evolutionary neural network that classifies
gene expression profiles into benign or malignant CRC cells. The empirical output on
colon microarray data exhibits effectiveness of explained model with respect to other
classification models.

Urban et al. [11] created a sophisticated polyp identification and localization method
which can operate in exact time. It is being observed that the occurrence of polyps in a
frame with 96.4% accuracy with 0.991 AUC score by utilizing a CNN initially trained
on ImageNet and next retrained on the proposed polyp dataset. Little incorporation of
this model helped it to localize the polyps inside bounded regions with a significant F1
score of 0.83 with 10 ms inference time for each frame. Hence, the authors believe that,
during live colonoscopy running, this methodology will need more careful examination
for finding extra polyps.

Ding et al. [12] developed amodel based on Faster R-CNN formetastatic lymph node
detection in the patients with rectal cancer. The main goal is verification of its accuracy
in medical use. The 414 patients with CRC were diagnosed in a period of 26 months
and the data was collected from the six medical centers, and the MRI data for pelvic
metastatic lymph nodes of every patient was recognized by Faster R-CNN. Diagnosis
based on the Faster R-CNN concept was compared with pathologist and radiologist-
based treatments for methodological verification, by utilizing the correlation analysis
and consistency checking. Here, the proposed diagnostic method exceeds radiologists
in the judgment of the disease but is not as accurate as of the pathologists.

In [5], the colorectal histology data were classified with various methods like CNN,
KNN, logistic regression, and random forest. The classifier producing the most accurate
results compared to other models has been taken. Convolutional Neural Network was
found to be the best technique with an accuracy of 82.2%.

In [4], the authors prepared a new dataset with 5000 colorectal cancer histological
images which included eight different types of tissues. For CRC, in fact, there are no
promising results on multiclass texture separation. Here, the authors used the above
dataset to evaluate the performance of classification for a broad range of texture descrip-
tors and classifiers. As an outcome, they established a perfect classification strategy
which noticeably outperformed conventional methods, for tumor-stroma separation and
establishing an up-to-date standard for multiclass tissue separation.

In [13], the authors proposed an ANN for the classification of cancer and feature
selection of the colon cancer dataset. For feature selection, the best first search technique
was used in the Weka tools and the accuracy achieved was 98.4% and without feature
selection, the accuracy obtained was 95.2%. Thus, it was seen that feature selection
boots the classification accuracy which was based on the experiment on the said dataset.
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3 Proposed Methodology

In this method, a combination of image encoding and classification algorithm is used.
An encoder block from autoencoder module is trained for image reconstruction. The
encoder’s outcome is embedded in modified DenseNet121 architectures and used for
the classification task to improve the performance compared to its traditional counter
parts. More specifically, encoder is used for extracting the important activation maps of
features present in the images which helps the classifier perform well without any image
preprocessing and augmentation techniques.

The idea of choosing DenseNet is motivated by the vanishing-gradient problem,
maximum feature propagation in forward and backward pass, stimulating feature reuse
and a smaller number of parameters which has achieved SOTA accuracy in different
competitive image classification tasks [14]. Due to the advantage of feature reuse in every
block of the DenseNet model, themain activationmaps extracted from the encoder block
will remain intact throughout the whole blocks of the network and propagate properly
to enhance the performance of classification task.

Fig. 1. Picture depicting the workflow of the proposed model.

The next section consists of dataset description where different characteristics of the
dataset are described along with the dataset distribution into train, test and validation
sets. After that, the image reconstruction module, in which we reconstruct the histology
images using the autoencoder architecture, are elaborated. Following this, we apply
classification algorithms on the encoded features from the autoencoder unit. For this
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purpose, the modified DenseNet121 model is used, thus classifying each image into one
of the 9 categories. All these steps are discussed below in detail and a brief workflow is
depicted in Fig. 1.

3.1 Dataset Description

In this task, data pertaining to the colorectal cancer was used from Zenedo dataset
[2], a publicly available standard histology image dataset. This dataset is considered
as the benchmark one in the field of colorectal cancer histology image data. It consists
of 100000 numbers of RGB images (without color normalization) having dimension
of 224 × 224 pixels at 0.5 microns per pixel. There are 9 categories of classes namely
adipose (ADI), background (BACK), debris (DEB), lymphocytes (LYM),mucus (MUC),
smoothmuscle (MUS), normal colonmucosa (NORM), cancer-associated stroma (STR)
and colorectal adenocarcinoma epithelium (TUM).

In the present work, the dataset is distributed into train, validation and test set having
80000 images, 10000 images, 9000 images, respectively. Also, an additional test set
containing 1000 images are prepared and resizing them into ¼ th of their original height
andwidth to test ourmodel against low resolution images.Below is a depiction of original

Fig. 2. Nine independent sample images of every class of colorectal cancer tissue present in
the dataset are shown here. (a): adipose (b): background (c): debris (d): lymphocytes (e): mucus
(f): smooth muscle (g): normal colon mucosa (h): cancer-associated stroma and (i): colorectal
adenocarcinoma epithelium.
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images of all the categories of colorectal cancer tissues from the above-mentioned dataset
(Fig. 2).

3.2 Extraction of Encoder Activation Maps

Autoencoders, a special kind of neural networks consisting of both an encoder and a
decoder part, generally used for image denoising, image retrieval, watermark removal,
dimensionality reduction, anomaly detection etc. [6]. Our goal is to encode the col-
orectal histopathological images with the encoder, then decode the encoded data with
the decoder such that the output is reconstruction of original input image. After train-
ing the autoencoder the extracted feature maps obtained from the encoder is used in
classification tasks. A pictorial representation of autoencoder module is shown in Fig. 3.

Fig. 3. Structure of autoencoder used in the proposed method.

The aim of encoding the image into a set of feature maps is to provide important
information to the classification block. It helps the model for focus on to the important
regions of the image needed for classification which are validated with Grad-CAM
visualization later.

3.3 Classification of Cancer Cells

Coming to classification, our aim is to successfully classify 9 types of cancers present in
the above-mentioned dataset. A modified DenseNet121 has been used for this purpose.
DenseNet has a capability of diminishing the vanishing-gradient problem, encouraging



Classification of Colorectal Cancer Histology Images 265

feature reuse, and due to its smaller number of parameters the redundant features will
be ignored [14].

In this network, every layer gets auxiliary inputs from all previous layers and the
output feature maps from that specific layer will be passed into the subsequent layers
in the entire network to ensure maximum information propagation both in forward and
backward directions (Fig. 4).

Fig. 4. A 5-layer dense block where each layer takes all preceding feature-maps as input [14].

In our use case, we have slightly changed the architecture of DenseNet121 by remov-
ing the first two convolution blocks before starting off the dense block and replacing it

Fig. 5. Architecture of the proposed DenseNet module.
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with our encoder block fromour trained autoencoder. Thus, the activationmaps extracted
during image reconstruction will remain intact and pass through all the subsequent
layers of DenseNet leading the model to higher accuracy. During training inside the
classification block the weights of the encoder is being frozen (Fig. 5).

4 Results and Discussion

In this section, we have discussed in detail about the experimental setup for the model
along with SOTA results to support the said setup.

4.1 Experimental Setup

The entire work is implemented on python 3.6.8 programming environment and we have
used Keras with TensorFlow backend for our deep learning tasks on Windows 10 OS.
Network training has been done on a workstation containing 64 GB RAM and NVIDIA
RTX 2080Ti GPU with 11 GB of VRAM. The other python libraries used here are
NumPy, matplotlib, pickle OpenCV. Source code and pretrained models are available
at https://github.com/DVLP-CMATERJU/colorect. In training setup, Adam optimizer
with 0.001 learning rate is used in both networks. The batch size of 64 for autoencoder
and 32 for classification block were used, checkpoints were saved and monitored by
validation loss during the training time and 97.2% of testing accuracy was achieved.

4.2 Performance Evaluation

Here, the efficiency of the proposed model pertaining to various performance measures
have been discussed. In order to calculate that the generic performance measures have
been calculated along with the confusion matrix which depicts the number of true pre-
dictions in each category based on 9000 test images. The four different measures have
been used here for measuring efficiency of the model are as follows.

• Performance metrics
• Confusion matrix
• Grad-CAMs visualization
• Training vs validation accuracy and training vs validation loss curves

Performance Metrics Calculation. This sub-section illustrates and discusses the find-
ings from the proposed method and the approach used to measure the performance met-
rics of the said method. Here, the performance has been measured in terms of accuracy,
precision, recall and F1 score [17].

During training, the proposed model achieved a validation accuracy of 97.67%. In
9000 test samples the value of accuracy, precision, recall and F1 score obtained are
97.2%, 97.23%, 97.1% and 97.16% respectively. We also tested our proposed model
with the 1000 low resolution images mentioned earlier and our model has achieved 97%
test accuracy.

https://github.com/DVLP-CMATERJU/colorect
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Fig. 6. Confusion matrix illustrating the result of classification on test samples.

Performance Evaluation Using Confusion Matrix. To validate the performance of
classification, the confusion matrix has been used, which is demonstrated in Fig. 6 as
follows:

In the confusion matrix for the proposed model, y-axis denotes the true categories
of the images and the x-axis denotes the predicted categories. It therefore gives us the
validation of our findings against the original categories of the images. Here, it can be
demonstrated that out of the 1000 images which were of adipose category, 986 images
have been correctly predicted as adipose category cells and 14 images has been wrongly
categorized. Similarly, out of the 1000 stroma category images 919 have been cor-
rectly categorized. However, 81 stroma category images have been falsely categorized.
Out of the 1000 lymphocytes images, we have 997 true predictions and 3 false pre-
dictions. Only 1 image among 1000 background images has been misclassified. Out of
1000 debris images, 972 are true predictions and out of 1000 mucus images only 21
have been wrongly classified. 968 images out of 1000 have been correctly classified
as smooth muscle and 957 images among 1000 have been correctly classified as colon
mucosa. Finally, 967 out of 1000 colorectal adenocarcinoma epithelium images have
been correctly predicted.

Performance Evaluation Using Grad-CAM Visualization. Here, we have discussed
the Gradient-weighted class activation mapping (Grad-CAM) [15] for our model inter-
pretability. The goal of using Grad-CAM is to examine how the encoder is influencing
the overall classification performance. Below we have provided a detailed view of the
images and their corresponding Grad-CAM results showing which regions of the images
were being extracted by the encoder were useful for classification task.
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Fig. 7. (a): Show the four colorectal cancer images from the Zenedo dataset, (b): Grad-CAMs of
the corresponding four images as shown in (a).

Based on the Grad-CAM visualizations shown in Fig. 7, we can clearly observe
that the encoded activation maps are useful for extracting the important regions of
histopathology images.

Performance Evaluation of the Proposed Model Against the Standalone
DenseNet121 Model. In the present work, we have used a modified DenseNet121
architecture over its traditional implementations. Now, the concern is, can it perform
better than the standalone DenseNet121 model? Below is a graphical representation of
training metrics vs epochs of our proposed model against the standalone DenseNet121
model during the training (Fig. 8).

From the above graphical analysis, it is clear that the standalone DenseNet121model
overfits heavily. Fluctuation of the curves, the difference between validation accuracy
and the training accuracy varying by a large margin clearly shows that the standalone
DenseNet121model overfits and fails to interpret and generalize the dataset. Conversely,
in our proposed model the difference is quite consistent and small throughout the entire
training epochs. It signifies that we have managed to counter the overfitting problem
which leads us to achieving a generalized classification model. Also, the loss in our
proposed model is small compared to the standalone DenseNet121 model. The stan-
dalone DenseNet scored 96.2% highest validation accuracy during the training phase
whereas our proposed model got 97.67% highest validation accuracy. It clearly indicates
the superiority of our proposed method.
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Fig. 8. (a) and (b) represents the training accuracy vs validation accuracy curves for the standalone
DenseNet121model and the proposedmodel respectively, (c) and (d) represents the training loss vs
validation loss curves for the standaloneDenseNet121model and the proposedmodel respectively.
In both cases the comparison is based on first 50 training epochs.

4.3 Comparative Study

In this section, a comparison of some significant works in this field with our proposed
methodology is presented. This comparative analysis is illustrated below in Table 1.

Table 1. Comparison of performance metrics of some previous works and the proposed work.

Sl. No References Employed methodology Testing accuracy (%)

1 Ponzio et al. [16] Transfer learning 96

2 Urban et al. [11] Convolutional neural network 96.4

3 L. Ding et al. [12] Faster region-based convolutional neural network 91.4

4 Rathore et al. [9] Multi-step gland segmentation 90.6

5 Kim et al. [10] Convolutional neural network 90

6 Salmi et al. [3] Naive Bayes classifier 95

7 Rizalputri et al. [5] Convolutional neural network 82.2

8 Proposed methodology Encoder and modified DenseNet121 97.2
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5 Conclusion

In this study, a standard image autoencoding technique has been applied for image recon-
struction of the histology images of colorectal cancer. The encoder block of the autoen-
coder module encodes raw images into feature space. Then, a modified DenseNet121
architecture has been implemented for classification with those extracted feature space.
The proposed technique achieved a SOTA test accuracy of 97.2% and F1 score of 97.16
for classifying the above mentioned 9 class dataset and also very much effective classi-
fying low-resolution images. Cancer-associated stroma and colorectal adenocarcinoma
epithelium has lowest classification accuracy in our proposedmodel, we intend to further
continue our research on this domain. We are considering to implement other unsuper-
vised techniques in near futurewhichwill be able to extract the features fromhistopathol-
ogy imagesmore efficiently.Accomplishing above-mentioned improvementswill ensure
complete automation in the diagnosis process of colorectal cancer.
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