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Chapter 10
Predicting Epidemic Outbreaks Using IOT, 
Artificial Intelligence and Cloud

S. Shitharth , Gouse Baig Mohammad, and K. Sangeetha

10.1  �Introduction

After celebrating a new year 2020, no one knows is sick. As usual, it feels like a very 
fine day. A few people around you are sick and suddenly, you get that everyone is 
sick and it sounds very threatening. It was happening very rapidly. This is the para-
dox of pandemic. In this article, we are going to analyze the outbreak of COVID-19 
using Machine Learning.

At very end of the year December 2019 outbreak in China, the WHO organiza-
tion had foundSARS-CoV-2 as a new type of coronavirus and at the drop of the hat 
outbreak spread around the world. Novel Coronavirus also known as COVID-19 is 
caused by SARS-CoV-2. This coronavirus is enough capable to infect dozens of 
people around it. The virus starts showing it’s symptoms after 10 to 12 days, which 
is most worried thing. COVID-19 thread is not the first and last viral pandemic. 
However, like never before this virus killing people and spreading very massively.

On 30 January 2020, a very first report is generated by Kerala-based laboratory 
who confirmed case of COVID-19. The patient is student by profession who returns 
earlier from Wuhan. After some days, a 65-year-old man from Mumbai who had 
travel history to the UAE is reported as 10th victim found in India. The PMO and 
the MoHFW have close eyes on 2019-nCoV situation. When ministry saw things 
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are going worst, then the Prime minister of India came up with a decision and 
addressed on same day of 24th march 2020. He clarified real situation and requested 
to be self-quarantine.

Now it became extremely important and essential to control the novel corona 
virus not only in India but also throughout the world. Without getting late WHO 
announces COVID-19 outbreak as a pandemic. Now ministry needs to control the 
spread of virus and predict its risks of infection. The major priority is to identify the 
infected patient and collect as much as data by testing individual ones.

Here is main role of Healthcare services. They can able to collect the reports by 
doing testing, researching vaccines for this virus, curing patients. They are also able 
to provide death reports, confirm reports, bed requirements and all [1].

IT sector also having their own challenges in this pandemic, like collecting mas-
sive volume of data generated by clinics, medicals. These reports are essential to 
analyze outbreak, tracking virus, identifying risk, understanding virus better, diag-
nose current patients, predict the spreading of virus, predict further pandemics and 
most important securing our future [2].

All these magic could happen by using Machine Learning, Big Data, Deep learn-
ing and Artificial Intelligence and those techie words will be proven soon as a trump 
card in this war.

Therefore, what is CoronaVirus, how it infects and how pandemic works we have 
to understand it first. In addition, how can we take help from ML, AI, Deep Learning 
and Big Data to fight with COVID-19.

10.1.1  �What Is COVID-19? (the Problem)

Coronavirus is an infectious disease emerged in Wuhan, China. The new coronavi-
rus spread through person to person. This virus spreads primary through droplets of 
saliva or by coughing and sneezing. It is diagnosed with a laboratory test. There is 
no vaccine available for this virus till date.

10.1.2  �How Can We Detect? (the Symptoms)

Coronavirus works on different people in a different way. Most of the people have 
good immunity to fight with this virus. So, they will recover naturally, without hos-
pitalization. This type of people gets only mild to moderate level of Illinois.

Here are some common symptoms:

	1.	 Fever
	2.	 Dry Cough
	3.	 Weakness
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Here are some major symptoms:

	1.	 Breathing problem
	2.	 Chest pain
	3.	 Loss of speech or movement

10.1.3  �How Can We Break the Virus? (the Solution)

This virus can infect bodies, if it cannot find bodies to infect it will end automati-
cally. Social distancing, self-quarantine, sanitizing are the effective ways to stop 
infecting people and spreading the virus.

10.1.4  �What Is Outbreak, Epidemic and Pandemic?

COVID-19 has a unique property which makes this virus most dangerous. This 
virus grows exponentially. That means, it become double day-by-day and unfortu-
nately there is no vaccine available to cure the patients.

However, it cannot go on last. The virus will eventually stop finding people to 
infect and ultimate will go slow down the count. This is called logistic growth.

An outbreak is when the disease happens in unpredicted multitude. It may stick 
in one zone or expand more extensively. An outbreak can last for few days or some 
years. Sometimes, authority reviews a single case of a contagious disease to be an 
outbreak. This could happen when if it is disclosed disease or virus, if it is latest to 
a community or if it is been missing from a community for a long-term [3].

An epidemic is when transmissible disease expands rapidly in regional commu-
nity than experts/authority would expect. It usually infects a larger region than an 
outbreak [4].

A pandemic is when an epidemic occurs across countries or continents. It infects 
in large amount and takes more lives than an epidemic. The WHO announces 
COVID-19 as a pandemic when it became clear that the disease was severe and that 
it was growing rapidly over a large region [5].

10.2  �Environment and Tools

10.2.1  �Machine Learning

�Overview

ML is an emerging technology day by day in different sectors. Now-a-days ‘health 
care’ is the area where ML applications are in high demand. But the question is that, 
what is machine learning?
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ML is a form of AI (artificial intelligence) that enables s/w applications to 
become more precise in predicting systems results without being explicitly pro-
grammed. ML is an approach of data analysis that robotizes analytical model build-
ing [6]. It is an arm of AI based on the goal that machines should be able to grasp 
and self-adjust through previous experience. To fight the COVID-19 Pandemic 
AI-Driven Informatics, Sensing, Imaging and Big Data Analytics are highly useful 
and its results are so authentic [7].

The process of grasping and learning starts with analyzing on data. The primary 
focus is giving access to the systems to learn automates without user interference 
and changes actions accordingly.

�Why Is Machine Learning Important?

ML can help to enhance ‘health related data management and exchange of health 
statistics’ with the aim of technologize updated workflows, ease access to clinical 
data and upgrading the precision and flow of health details [8].

It also help to pathologists make faster and more precise diagnose further more 
to identify patients who might sake of new types of treatments and therapies.

�Methods of Machine Learning

Two main trendy methods of ML are supervised learning and unsupervised learn-
ing. Supervised learning is about 70% of ML, although unsupervised learning is 
about 10–20% of ML. Reinforcement learning and semi-supervised learning meth-
ods are less used. Gaming, finance sector and manufacturing sector lie under rein-
forcement learning [9].

Supervised Machine Learning Algorithms

Supervised learning is all about ‘Classification’ and ‘Regression’. This algorithm 
enables fraud detection, e-mail spam detection, diagnostics and image classifica-
tion. It also helps in risk assessment and scores prediction. The technic is able to 
issue targets for any new input after sufficient training. The machine learning algo-
rithm further compares its output with the right results, intended output and search 
errors to modify and customize the model accordingly [10, 11].

Unsupervised Machine Learning Algorithms

Unsupervised ML supports ‘Dimensionality Reduction’ and ‘Clustering’. 
Dimensionality includes text mining, face recognition, big data visualization and 
image recognition. It also helps in biology, city-planning sectors. Unsupervised 
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learning does study and analyze in order to systems could derive a function to set 
out a hidden structure from unlabelled data [12]. The system is not able to check 
correct output, but it can able to analyze the data and can draw inferences from 
provided datasets to describe hidden structures from unlabelled data. These algo-
rithms do not need any pre-requirements like training with desired outcome data. 
Instead, they use an iterative approach called Deep Learning to review data and 
arrive at wind-up [13, 14].

Semi-Supervised Machine Learning Algorithms

This is a sort of combination of supervised and unsupervised learning and use both 
labelled and unlabelled data for analyzing. This type of ML can be used for methods 
like classification, regression and prediction. In semi-supervised learning, it would 
be like face and voice recognition techniques. In a typical situation, the algorithm 
will use a small amount of labelled data with a large amount of unlabelled data [15].

Reinforcement Machine Learning Algorithms

Reinforcement ML again uses same methods such as classification, regression and 
prediction. Reinforcement learning is very different from supervised learning. This 
ML algorithm is all about sequential decisions, in other hand in supervised learning 
decision made under starting inputs [16] (Table 10.1).

�The Machine Learning Process (Fig. 10.1)

10.2.2  �Deep Learning

�Overview

A survey on deep learning in medicine: Why, how and when? [19] shows the impact 
of the algorithm in the medicine field. It is an arm of machine learning. Alike ML, 
deep learning also has supervised, unsupervised and reinforcement learning in it. 

Table 10.1  Difference between supervised learning and unsupervised learning [17, 18]

Factors Supervised learning Unsupervised learning

Input Well-known and labelled data Unspecified data
Complexity Very complicated Less complicated
Number of classes Known Undisclosed
Accuracy Precise and authentic Average in accuracy and reliable
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The word ‘deep’ in deep learning indicates use of multiple layers in network. Most 
of the latest models are built on artificial neural network, CNN, although they also 
have propositional formulas sorted in layer-wise (Fig. 10.2).

Deep Learning is all about integrating such unseen layers between the initial and 
the final layer. Even Deep learning-based cardiovascular image diagnosis also been 
in research to show the versatility of the algorithm [20].

�Methods of Deep Learning

There are some different methods implemented in deep learning. Every suggested 
method has a certain use case like the sort of data we have, so it is either supervised 
or unsupervised learning, what kind of task you would want to solve [21]. Therefore, 
it is all about on these factors, you choose one of the methods that can best solve 
your problem (Fig. 10.3) (Table 10.2).

Identify appropriate datasets 

and arrange them for

Sort out ML algorithm to 

use further.

Machine Learning 
Process

Set up an analytical model 

based on the selected 

algorithm

Instruct the model on trial 

datasets, alter it as per 

requirement.

Run the model to produce 

scores and other findings.

Fig. 10.1  Machine learning process [3]
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Input Output

InitialLayer UnseenLayer  FinalLayer

Fig. 10.2  Shallow neural network [5]

Fig. 10.3  Deep learning method [5]

Table 10.2  Deep learning versus machine learning [5]

Factors Deep learning Machine learning

Data requirement Requires large data. Can train on less data.
Accuracy Provides high accuracy Gives less accuracy.
Training time Takes longer to train. Take lesser time to train.
Hardware dependency Requires GPU. Trains on CPU.
Hyper parameter tuning Can be tuned in various different ways. Limited tuning capabilities.
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10.3  �Analyzing the COVID-19 Epidemic

10.3.1  �Overview

�Objective

Idea is to come up with a really strong model that can able to predict how coronavi-
rus could spread across different countries and in regions.

�Goal

The task is to predict spread of the virus in next 7 days.
To analyze situation, we need to collect all type of medical data. On that data 

further, we can apply various methods and to get better understanding, we visualize 
this data graphically (pie chart, bar graphs, etc.) [22].

Here, we are using python, a scripting language. This programming language is 
very effective when it comes to analyzing on big data.

	(a)	 First, let us understand why these libraries are essential and how we use it, in 
our analysis (Table 10.3).

10.3.2  �Analyzing Present Condition in India

It is important to analyze present condition in India. As we already discussed, India 
is on that stage 2 of pandemic progression, which is why shutdown is important.

We are now finding some similarities and differences between counts of confirm 
cases in India with other country’s confirmation cases [25]. But, while we comparing 
India with other countries, we should select same trending countries. Therefore, we 
could analyze future domestic losses and we will be preparing for any other unknown risk.

We are also exploring worldwide data and keep updating to our healthcare sector 
and the dataset. We already have a dataset in form of excel file. Using that same 
data, we are creating a frame using Pandas. This library helps us to read tabular 
form of data.

Table 10.3  Libraries [9]

Libraries Description

Pandas It is mainly used for data analysis and manipulation.
Matplotlib It is a graph plot library. It gives an OOP-based API for insert plots into applications 

by using GUI [23].
Seaborn This library based on matplotlib. It is mainly used for statistical data visualization 

[24].
Folium We used this library to populate a geographical map.
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�Track Cases in Indian States/Territories

Now, we have name of states in India (Fig. 10.4).

�Find Total Confirm Cases

Now, we are finding Total No. of confirm cases (National + International) (Fig. 10.5).
So, as per statistics, as of 22nd March 2020 India has total 562 confirmed cases.

�Graphical Representation (Total Cases) (Fig. 10.6)

As per figure, the darker the red is in each of these cells the more the number of 
fatalities are. Actually here, we coloured each cell according to the fatality rate. As 
we can see, ‘Karnataka’, ‘Kerala’ and ‘Maharashtra’ have largest number of cases 
41, 109, 101, respectively. Least Number of cases are in ‘Chhattisgarh’, ‘Manipur’ 
and ‘Mizoram’ with only one case each, as per 25th March statistics [26].

Fig. 10.4  COVID cases in India [2]. Total confirm cases (Indian National), Total confirm cases 
(Foreign National), cured cases and death cases

Fig. 10.5  Confirmed cases in India [2]
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�Find Total Active Cases

Now we have total death cases, total cured patients and sum of all. However, these 
data are not more relevant for our analysis.

What actually we are seeking is Active cases. We only want to know the number 
of people that have been hospitalized at that moment (Fig. 10.7).

 

	
Total Active Cases Total cases Total Death Total Cured� �� �–

	

We can clearly see that, ‘Kerala’ and ‘Maharashtra’ have highest number of 
Active cases and combined cases in India have 512 of count [27].

Here, we have grouped states and union territories and further we sorted them by 
the value of their total active cases. Again, here we used same red-coloured gradient 
to visualize it better.

Fig. 10.6  Graphical representation of confirmed cases in India [6]
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groupby():
This is a pivot function mostly we use in excel sheets. It actually turns wide table 
format into long table format.

�Location-based Tracking (Total Cases) (Fig. 10.8)

Here, we used Folium library as folium.map() and we specified the location 
(Longitude and Latitude). We also use a red circle marker whose size depends on 
the number of cases in their particular region [28].

Fig. 10.7  Active cases in India
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As we can see, ‘Kerala’ immediately followed by ‘Maharashtra’ both have very 
big red circles. In addition, north Indian side has some couple of circles and east 
side of India is less affected region.

�Confirmed Versus Recovered Cases (Fig. 10.9)

Here, we are basically using seaborn library for visualization where we are plotting 
a couple of bar graphs to showing and comprising total number of sure cases and 
total number of cured cases in Indian territories. Pink represents total number of 
cases similarly, cured cases are in green colour [29, 30].

As we can see, again ‘Kerala’, ‘Karnataka’ and ‘Maharashtra’ have highest num-
ber of cases and also, ‘Haryana’ and ‘Uttar Pradesh’ have good recovery.

If we compare ‘Kerala’ with ‘Maharashtra’, Kerala despites maximum number 
of cases and also maximum number of recovery than Maharashtra [31]. So, conclu-
sion from above graph is that, the net percentage of affected people in Kerala is 
much lesser than Maharashtra.

�Rise of Coronavirus Cases (Fig. 10.10)

Here, we use a scatter plot and a line plus marker for a better understanding and 
visualization. This graph shows an actual rise of coronavirus cases in India.

Fig. 10.8  Visualizing the spread geographically
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In that above graph, X-axis intended to months similarly, Y-axis intended the 
cases rise in India. We can easily see how the graph takes a jump in March 
(Fig. 10.11).
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Fig. 10.9  Total cases and recovered cases
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Fig. 10.10  Trend of coronavirus cases in India [32]
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We also create a daily basis analysis for COVID-19 cases in India to get precise 
values and data for further analysis and accurate prediction. A SaaS approach for 
community Body Sensor Networks gives a more detailed view on body cloud [34].

This is a bar chart where our access is date and the values are new daily cases. 
After getting this output, we clearly see that up till 23rd of February, India has too 
little cases and after starting March we get more and more cases in India.On 23rd of 
March, India reached at a peak of 103 new cases on a particular day.

10.3.3  �India Versus World (Analyze Similar 
Trending Countries)

At this point, India had already crossed 500 cases. It is still very important to con-
tain the situation in the upcoming days. The numbers of coronavirus patients had 
started doubling after many countries hit the 100 marks, and almost starting increas-
ing exponentially.

Now, we have, all confirmed, recovered and death cases report and monthly-
daily analysis. Up till here, we analyze about India only. Its time to compare and 
analyze India with few similar trending cases countries [35].

It is more important to analyze present condition of world. So, we are now find-
ing some similar situations in other countries. These data will help us for better 
prediction and preparation [36].
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Fig. 10.11  Daily basis analysis [33]
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�India (Confirmed Cases) (Fig. 10.12)

For this type of graph, we imported column graph using plot Li and some colour 
gradient. The more dense the colour, the higher the confirm rate. As per our title, we 
are comparing India with world [37]. This is the graph for India. India has exponen-
tial growth in confirm cases and it has taken a hit since 3rd–4th of March.

�Italy (Confirmed Cases)

If we talk about Italy’s condition, we can see a sharp and exponential increase in 
confirm case reports after the 3rd–4th of March. But, this graph looks so even and 
in flow, there are no breaks and kinks unlike India. At the end of March, it shows 
69k cases from Italy that is much more than India (Figs. 10.13 and 10.14).

�South Korea (Confirmed Cases)

South Korea’s graph has started to completely become a sigmoid curve since the 7th 
of March, the actual story behind is, South Korea had started the extensive testing. 
The government took very strong decision that anyone who got even mildest infec-
tion has been quarantined in this country [38].

This idea really works so that the curve is almost flattened in last few days of 
March. On 22nd–24th of March, the confirm cases seem so minimal (Fig. 10.15).
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�Wuhan

Wuhan’s graph is also following sigmoid pattern. On 12th–13th February, there is 
steep rise. But it is successfully started to flatten out just after 66k–67k on 3rd 
of March.

China also has their own unique story; China has started to get help from some 
artificial intelligent models, which have helped them to diagnose people with flu on 
a very extensive scale. They used to scan bodies with heat mapping sensors, these 
sensors are much able to pick out people with even mild temperatures, which will 
help to quarantine and diagnose people and this project at its best in machine learn-
ing [39].

From the above visualization, one can infer the following:

•	 Confirmed cases in India are rising exponentially with no fixed pattern (Very less 
test in India).

•	 Confirmed cases in Italy are rising exponentially with a certain fixed pattern.
•	 Confirmed cases in South Korea are rising gradually.
•	 There have been almost negligible numbers of confirmed cases in Wuhan a week.

T
ot

al
 C

as
es

Total Cases

60k

50k

40k

10k

20k

30k

Confirmed Cases in Wuhan

50k

60k

70k

40k

30k

20k

10k

0
Jan 5
2020

Jan 19 Feb 2 Feb 16 Mar 1 Mar 15

Date

Fig. 10.15  Confirm cases in Wuhan
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�Overall Comparison (Fig. 10.16)

The more number of cumulative cases per day the bluer the graph becomes. So, we 
take some countries South Korea, Italy to compare. We put all graphs into a single 
canvas to differentiate them properly. This type of visualization will contribute more 
than the previous one [40].

We can see that, India has comparatively fewer cases than South Korea and Italy 
on the same date. At the same time, if we campier India with these countries, India 
has large population. What is the reason behind India has less cases? Let us fig-
ure it out.

�Trend after Crossing 100 Cases (India, South Korea, Italy) (Fig. 10.17)

As we can see, after crossing 100 cases the graph shows India has minimum number 
of cases and other both countries cross the mark of 5,600.

If we compare India with Italy and South Korea, India has low number in cases 
when it comes to in this pandemic. Why this is happening?

According to CNN reports, India is actually not testing people enough to find out 
whether the total number of reported cases are genuine or not and why is a highly 
populated country with billions of people testing so in less count [41].

By the experts, India has testing below scale because of being under resourced 
and an uneven public-health system.
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10.3.4  �Visualize Worldwide Data (Fig. 10.18)

Here we are using coloured lines with markers. Blue lines show total number of 
confirmed cases around the world, Green lines show recovered patients and simi-
larly red line intended to total number of death cases due to the coronavirus in world.

As we can see, between point A and B there is sudden rise in graph and not a 
perfect curve. Actually, in that particular day 12th of February, an organization 
came up with a unique method of counting affected people, but by the end of the day 
they realize that this is not a proper method to count fatalities. Hence, they came 
back to the original method of counting.

10.4  �Forecasting/Prediction

10.4.1  �Forecasting Total Number of Cases Worldwide

For Forecasting and prediction here, we use an open source software called ‘Prophet’ 
which is developed by Facebook core data science team.

We actually use Prophet for forecasting in sort of time series results based data 
on an additive model where non-linear trends are suitable with yearly, weekly and 
daily basis.
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�Why Prophet?

•	 Precise and quick: Prophet is mainly utilized in different applications in 
Facebook for building authenticate and valid forecasts for goal setting. It is 
enough quick that you may get forecasts in a bit by using Stan module. Facebook 
finds it to execute better than any other approach.

•	 Automated: Get a reasonable forecast on messy data with no manual effort. 
Prophet is robust to outliers, missing data and dramatic changes in your 
time series.

•	 Availability: Facebook has introduced the Prophet Module procedure with sup-
port of Python and R programming language. Both languages share the Stan 
code. You can use any language that you are comfortable.

Confirm Cases Forecast

Now, it is time to predict upcoming coronavirus cases in the world. Here we are try-
ing to find out a range within which the prediction is going to occur and in an addi-
tion to that we are finding upper limit and lower limit so that our prediction and 
values will not deflect so much (Fig. 10.19).

•	 yhat:- values which are predicted.
•	 yhat_lower:- It shows lower limit which is predicted.
•	 yhat_upper:- It shows how much high cases could go.
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Tolerance lies between yhat_lower to yhat_upper (Fig. 10.20).
Here we visualize the data in graph by putting some plots. We use prophet plot 

Method to plot forecast by passing forecast frame.
As per graph, we can see the graph’s line goes beyond 24th of March. Graph is 

raising constantly day by day (Fig. 10.21).
This graph actually focusses on a particular days of a week. As we can see, there 

is a dip on Tuesday to Wednesday [42]. These are because there is huge dip in the 
cases in the china in that particular day.

Fig. 10.19  Confirm cases prediction

Fig. 10.20  Confirm forecast
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Death Cases Forecast (Fig. 10.22)

Here, in this graph dots represent the actual value and the blue line is representing 
the forecasting with upper and lower tolerance as we already calculated and as we 
can see in the beginning it is coinciding with each other but after 8th of march there 
is spike in death forecast (Fig. 10.23).

According to forecast, the number of deaths come down from Tuesday through 
Thursday because obviously the number of confirm cases are predicted to come 
down between those three days and after that it rises again.

10.5  �Conclusion

Do not take your cough and cold lightly as you would. If you look at the data, the 
number of cases in India are rising just like in Italy, Wuhan, South Korea, Spain and 
the USA. We have crossed 100,000 cases already. Do not let lower awareness and 
fewer test numbers ruin the health of our world. Currently, India is a deadly and 
risky zone as there are very few COVID- 19 test centres available. Imagine how 
many infected people are still around you and are infecting others unknowingly. If 
the spread of coronavirus goes along with the forecast and as per our model then it 
would come up with big loss of lives as it presents the exponential growth of the 
transmission worldwide.

Fig. 10.21  Confirm forecast (weekly analysis)
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Fig. 10.22  Death forecast

Fig. 10.23  Death forecast (weekly analysis)
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Let us give a hand in fighting this pandemic at least by quarantining ourselves by 
staying indoors and protecting others and ourselves around us. Take precautions, 
stay indoors.
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