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Introduction

The healthcare industry is one of the most advanced in implementing and adopting
emerging technology in some form. Al and cloud computing techniques, along with
10T, are useful in analyzing imaging and genetic data to extract information from
clinical data. In many cases, IoT integrated with the cloud and AI will open new
paths to innovation and insight in the medical domain. The fusion of Al, 10T, and
cloud computing-based diagnostic systems will help doctors and medical practitio-
ners predict various diseases by improving the speed of diagnosis and accuracy.

This book is a collective reference that provides a collection of research on the
applications of I0T, cloud computing, and artificial intelligence in health care. This
book is ideally designed for medical professionals, researchers, academicians,
developers, and postgraduate students. The chapters presented in this book are
unique to this book and explore the applications of emerging technologies in the
healthcare domain.

The content is structured into 12 chapters, which are further classified into Part I
and Part II. Part I discusses the foundational concepts of 10T, cloud, and artificial
intelligence in health care. Part I covers the applications of [oT, cloud, and artificial
intelligence in tackling COVID-19 and other pandemic diseases.

Chapter 1 provides an Overview of the Medical Internet of Things, Artificial
Intelligence, and Cloud Computing Employed in Health Care from a Modern
Panorama. The connected IoMT device provides objective reports of the patient’s
actual activity, helping to monitor their behavior and activities outside the office,
allowing physicians to have real data of patient compliance and therapy
recommendations.

The authors highlight Healthcare Data Storage Options Using the Cloud in
Chap. 2. In this chapter, the healthcare data storage options on the cloud as well as
the security of healthcare data are described.

A Review on Classification and Retrieval of Biomedical Images Using Artificial
Intelligence is provided in Chap. 3. This chapter reviews the existing content-based
medical image retrieval systems and techniques used for feature extraction and
image classification.
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The Diagnosis of Breast Cancer by Malignant Changes in Buccal Epithelium
Using Artificial Intelligence, the Internet of Things, and Cloud Storage is discussed
in Chap. 4. The authors proposed a model to detect tumor-associated changes in the
fractal structure of chromatin in people with fibroadenomatosis and breast cancer.

Chapter 5 focuses on the Smart IoT Treatment: Making Medical Care More
Intelligent. This chapter explores a conceptual model for understanding the factors
determining patient satisfaction with the use of artificial intelligence in health care.

Chapter 6 highlights the Privacy and Security Concerns in IoT-Based Healthcare
Systems. This chapter proposes a framework for securing healthcare information on
the IoT-based platform. This chapter also demonstrates the architecture of the exten-
sive healthcare system based on IoT, the technological problems, and some standard
implementations relevant to comprehensive health care. Data safety, privacy, and
confidentiality are looked into IoT-based security and privacy in healthcare systems.

Chapter 7 explores IoT Healthcare Applications. With the use of IoT technology,
treatment and monitoring will be more precise and in proper order. This chapter
concludes with IoT applications that enable patients to access data and personalized
care and reduce visits to the hospital.

In Chap. 8 the authors examine a Tele Health Monitoring System in Rural Areas
through Primary Health Centers using IOT for COVID-19. The project was success-
fully implemented in Abdullapurmet village in Telangana State. A small handbook
was also created in the local language, Telugu, with a proper explanation of the
operation of all the devices.

Chapter 9 discusses the applications of Artificial Intelligence for Disease
Identification and Diagnosis. The chapter highlights the challenges of medical data
processing for detecting and diagnosing diseases. The challenges include small
datasets, missing data, and unbalanced datasets.

In Chap. 10 the authors propose a model for predicting epidemic outbreaks using
10T, Artificial Intelligence, and the Cloud. These emerging technologies will play
an important role in fighting pandemic diseases.

Chapter 11 reviews Computational Intelligence Technologies for Tackling the
COVID-19 Pandemic. This chapter talks about the symptoms and prevention of
COVID-109. It also highlights the emerging technologies used to fight COVID-19.
IoT technology is used to integrate medical equipment with the internet and provide
remote treatment to infected patients, and many more technologies are highlighted.

Chapter 12 provides guidance on the role of artificial intelligence in healthcare
management and the challenge of the Coronavirus pandemic. A review of the litera-
ture was conducted on the applications of artificial intelligence to tackle pandemic
diseases like COVID-19.
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Chapter 1

An Overview of Medical Internet

of Things, Artificial Intelligence, and Cloud
Computing Employed in Health Care

from a Modern Panorama

Ana Carolina Borges Monteiro (9, Reinaldo Padilha Franca ),
Rangel Arthur @), and Yuzo Iano

1.1 Introduction

Cloud-based telemedicine for health care focuses on identifying important medical
needs, how to integrate patients with telemedicine, facilitate collaboration between
multidisciplinary health teams, and improve operational efficiency, with strict safety
measures [1].

Innovation is needed mainly during the pandemic of the new coronavirus (SARS-
CoV-2), which is drastically impacting the lives of people around the world and
transforming health systems in the same way. After all, social isolation measures
mainly affected the patient’s access to medical care in elective consultations (when
there is no risk of death), requiring increasingly personalized care and demanding
daily updates on the latest protocols in the treatment of COVID-19 that is forcing
new solutions to come up or for old ones to be rethought [2].

An important element for the health area is the remote monitoring of patients,
such as after hospital discharge or in cases that do not require hospitalization. For
this work to be effective, professionals must check the situation of patients daily,
except that most of the tools available for this purpose are generally limited to phone
calls and e-mails, in addition to the restricted technologies for secure videoconfer-
encing [3].
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Also related that digital health applications make it possible to monitor the health
of patients by recording health data (or synchronizing the application with the con-
nected medical devices (IoMT, ie, medical Internet of things), following their health
conditions evolution through graphics, or even accessing central digital health. Also
consider the possibility of carrying out monitoring of patient conditions, i.e., moni-
toring the health data of patients, or even keeping the record of clinical data in
electronic medical records. By means of connected medical devices (IoMT) through
cloud platforms, it is possible to be used synchronized with specific applications,
making the data inclusion process simpler, ensuring reliable data [4].

With telemedicine through cloud for healthcare, healthcare organizations can
create individualized care plans for patients or groups of patients. It is also possible
to implement secure virtual consultations, initial screenings with chatbots, and
remote monitoring, which enhance the online experience, and even using this ser-
vice in self-assessment tools for infection, and, thus, seek to reduce the number of
requests on their emergency lines [5].

Still considering that telemedicine solutions may involve telemedicine solutions
based on teleconsultation, through a real-time video consultation platform, conduct-
ing online screenings, or even telemedicine sessions between doctors, nurses, and
patients. Also consider the possibility of sharing information and sharing screens by
video or chat, since medical devices can be integrated, and systems based on cloud
and IoT technology (Internet of Things). This allows simultaneous connection of
different communication points and the sending of medical images (via streaming)
in real-time at the time of consultation [6].

Another important point is the continuous monitoring of patients through the
IoT, enabling the monitoring of data coming from remote medical devices and
allowing more efficient monitoring of patients, both inside and outside hospital
facilities. With this information collected in real time, service teams can act before
an emergency or fatality, reducing the chances of readmission of patients, among
others [35, 6], resulting in telediagnosis through a platform for reports and manage-
ment of medical information (exams and histories), organizing specific clinical pro-
tocols by specialties, still being able to attach exams in PDF, DOCX, PPT, images,
and even videos formats, and emphasizing that such systems allow images to be
attached to medical records and remote access to records via notebooks, tablets and
smartphones, and other devices [7].

In this sense, cloud-based telemedicine ecosystem technologies using IoMT,
cloud computing, and artificial intelligence (AI) offered a portfolio of complete
solutions in eHealth with a focus on telemedicine and digital health through cloud
infrastructure (cloud-based) assisting health institutions to act in a more agile, asser-
tive, and sustainable way, representing that this technological performance helps in
conducting teleconsultations and teleconsultations, monitoring patients with elec-
tronic medical records with prescription, teletriage and telediagnosis, scheduling
appointments, and exams, managing service queues, among others, in various medi-
cal specialties [8].

In digital health, a range of monitoring solutions is offered that includes mobile
health applications for patients, connected devices (IoMT), and compatibility for
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synchronization and personalized alerts in real time, registration of clinical data in
electronic medical records, and clinical monitoring [9].

Therefore, this chapter aims to provide an updated overview of the cloud-based
telemedicine ecosystem and adopting IoT, IoMT, cloud computing, and Al, address-
ing its branch of application, approaching with a concise bibliographic background,
synthesizing the potential of the technologies.

1.2 IoMT Concept

The Internet of things (IoT) can be characterized in that several devices are con-
nected to communication networks for the exchange and collection of information,
generally involving the use of smart sensors in an environment (Fig. 1.1). Evaluating
that obtaining more data and information about internal processes can increase the
efficiency of operations by combining IoT technology with Big Data and Al tools,
generating the possibility to identify patterns or internal areas that need improve-
ment [10-12].

Internet of medical things (IoMT) is derived from Internet of things (IoT), which
is related and used to develop and define devices that are connected to the Internet,
with communication power, highlighting one of its main characteristics of IoT in
the exchange of information [13].

Fig. 1.1 Internet of medical things
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Fig. 1.2 Internet of things illustration

IoT is closely related to companies and their maximization of production and
services, through the improvement of results and revenues, improving the perfor-
mance of a given system and maximizing the connectivity between machines and
people. Thus, IoT makes it possible for all objects to be connected to each other over
the Internet, representing the connection between the physical world and the con-
stant transmission of virtual data (Fig. 1.2) [13, 14].

In the health environment, when it comes to medical devices, IoT emerges as a
new name and a new specification, consisting of the evolution of the IoT concept,
having its applications in the health sector, evaluating the central objective in offer-
ing specialized treatment. [oMT is guided by data generated through connected
devices to support the life of patients and other healthcare equipment. [oMT uses
either through mobile devices with smart applications, service applications, medical
equipment for home use, emergency care kits, among many other, and varied forms
of technology to assist the health area (Fig. 1.3) [15].

Also considering that through the wearable devices that connect more and more
diverse actors form the health triangle, i.e., patient, doctor, and healthcare institu-
tions (hospitals, clinics, laboratories, medical equipment companies, medication
companies, health insurance companies, and even preventive medicine clinics),
which interconnect form an ecosystem [16].



1 An Overview of Medical Internet of Things, Artificial Intelligence, and Cloud... 7

Fig. 1.3 Devices Internet of medical things

It is a fact that in modern times, IoT technology and medicine are increasingly
closer, in a symbiosis in which health professionals use machines and devices con-
nected to the Web to perfect exams, diagnoses, and even treatments, i.e., [oMT, with
a lot more potential for use, and there is still much to explore from IoMT. Also
evaluating that far beyond a data connection, [oMT is consistent with the integration
between essential information from the patient’s reality and the availability of data
for consultation with doctors and specialists. Through IoMT, medicine has proper-
ties to benefit from greater agility in the verification of hospital pictures and even
the early preparation for possible failures of both patients and medical equip-
ment [17].

1.2.1 AI Application in Health

Artificial intelligence (Al) is considered a research area that uses technological
resources capable of generating mechanisms and/or devices, computer intelligence,
or machine learning, which are able to reproduce the human being’s ability to think
and solve problems, that is, to be rational. Applied to health, it brings countless
benefits, as is the case of telemedicine advancing with the resources of artificial
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Fig. 1.4 Al illustration

intelligence, mainly related to automation and definition of medical priorities (emer-
gency cases). Al-based solutions through imaging equipment are able to point out
possible diseases, through machine learning and even deep learning (Fig. 1.4), and
automatically forward notifications to the doctor, and even send the patient’s vital
signs directly to the medical records, among other features [18].

Health AT basically consists of automated statistics from a database and vari-
ables, consisting of computer systems capable of making decisions based on stan-
dards analyzed in a large amount of data, instead of a predefined fixed logic, such as
those used in conventional systems. That is, it makes it possible to understand the
scenario, model, and forecast demand, through an ideal cut and according to the
type of activity or behavior being measured, still considering its property capable of
“learning” and increasing its accuracy over time, contributing to diagnostic pro-
cesses, identification of predispositions to diseases, and even treatment prescrip-
tions [19].

With respect to telemedicine, inserted in a broader concept as to eHealth, it is the
technology capable of storing and processing a huge repertoire of data, allowing the
crossing of information and images digitally captured in exams and reports and
transmitted via the telemedicine platform. This feature brings many benefits to doc-
tors and patients in the definition of increasingly accurate diagnoses, relating the
sum of this digital file to the patient’s history, which is also stored digitally. Relating
from the historical point of view, the call from before was telemedicine today; how-
ever, the technology has evolved to the point of the possibility of visualizing the
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image, still with limitations in terms of not being able to make a diagnosis without
palpating the patient. However, this technology optimizes the doctor’s time and
provides an improvement in patients’ routines, avoiding unnecessary travel [20].

Considering that eHealth is compatible with any Internet application, used in
conjunction with other information technologies, such as Al techniques, i.e.,
machine learning and derivatives, it is focused on providing better conditions for
clinical processes, patient treatment, and better costing conditions for the system of
health. The concept includes many dimensions, ranging from the delivery of clinical
information to actors and members of the healthcare chain, to the ease of interaction
between them and reaching the availability of that same information in the most
difficult and remote places. Including a set of tools and services capable of sustain-
ing the service in an integrated way through the Web, allowing to mention Electronic
Health Record (ePatient), mobile health (mHealth), Big Data, Cloud Computing,
Personalized Medicine, Telemedicine among others [21].

Still relating employment together with Big Data technologies and machine
learning algorithms (Fig. 1.5), information on patients will be more abundant, pat-
terns are more easily identified, and new solutions to various health problems can be
identified more easily, boosting the area of health entering a new era [11, 21].

Or even, it relates the collaboration between medical teams through cloud com-
puting services and IoT gadgets making the medical routine safer and more effec-
tive, allowing the ability to diagnose patients more quickly. It uses technology
creating personalized treatments and is more adapted to the unique profile of each
patient [12].

The potential of IoT in health is related to the possibility of promoting greater
integration between Al equipment and systems, in addition to feeding the database
for AL I see that through common medical devices connected to the Internet, they
expand the data collection capacity and also expand the vision obtained through
digital optics about symptoms and trends. This opens up the possibility of capturing
data from multiparameter monitors, such as heart rate, respiratory rate, blood pres-
sure, and patient temperature, among other types of digital data. Given that based on

Fig. 1.5 Big data illustration
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this information, Al tools can perform risk classification for patients, for example,
optimizing care for the most vulnerable patients [22].

In hospitals, IoT is also present in equipment such as sensors that collect air qual-
ity data and incorporate Al, making autonomous robots used to disinfect facilities
and allowing the development of applications for tracking infected people and cre-
ating security perimeters, very useful in the case of the COVID-19 pandemic,
among many other applications [23].

Or the potential of IoT is that this technological concept makes possible some
aspects of telemedicine, such as telemonitoring, contributing to making health more
preventive, with regard to the possibility of measuring pressure and checking heart-
beat in smartwatches, that is, via the Web, among many other possibilities of use.
Regarding the monitoring of chronic diseases, IoMT can be used through smart
apps, electronic medical records, sensors, and wearable devices, with smartwatches,
collecting data related to symptoms, during their daily activities, and conditions of
these patients. From this information, Al algorithms through machine learning are
able to guide diagnostics and therapies at a distance and also monitor the evolution
of the disease [24].

A useful utility in relation to IoMT is associated with oximetry sensors, widely
used in hospitals and maternity hospitals, and used to measure the vital signs of
inpatients and newborns. These oximeter sensors, through portable devices, can be
placed on the wrist, finger, or ear, and with Al resources, they collect this event data,
storing it in memory and still allowing remote or USB access [25].

1.2.2 IoT Technology

Currently, there are digital devices for performing diagnostic tests such as X-rays,
computed tomography, and electrocardiogram, capable of generating and storing
data digitally, eliminating the use of paper. Archiving digitally, these data and infor-
mation allow greater simplicity in sharing between the entire medical chains. This
characteristic of IoT in healthcare services helps in optimizing workflow, managing
inventory and integrating medical devices, reducing the need for physical space for
files, and ensuring the conservation of documents (digital format), without any addi-
tional care as in the handling of radiographic films, which could be easily damaged,
still reaching the premise of preserving the environment [26].

Also relating that IoT can enable the prediction in the maintenance of medical
equipment, such as X-ray devices, computed tomography, mammography, electro-
cardiogram, among others, based on the information collected, making it possible to
anticipate breaks, stops and, in this sense, to increase the availability of installed
equipment. Or even, there is still the possibility with the [oMT technology of these
types of equipment to be operated remotely (remote control), reducing the need for
a complete specialist medical team in loco [26, 27].

IoT technology is smart pacemakers facilitating the cardiac monitoring of thou-
sands of people around the world. Consisting of the same modality as wearables,
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i.e., connected cardiac digital devices that can be implanted in the patient, they col-
lect, store, and transmit data and information in real time about the patient’s cardio-
vascular system. In this scenario, a cardiologist medical professional with the
conditions to monitor the individual’s health conditions from a distance, intervening
when necessary, and having sufficient properties to be able to make decisions to
improve the quality of life of this patient [28].

Another possibility of intelligent technology through IoT is devices with proper-
ties to monitor the glucose levels of diabetic patients, through continuous intelligent
glucose monitoring (CGM) being able to register patterns and point out abnormali-
ties in patients and even able to send data to another device, such as a smartphone,
tablet, or medical device. These smart IoT devices allow diabetes, i.e., chronic dis-
ease that needs to be monitored daily, to be assessed using instant and accurate data
through technology [29].

Or even mentioning the IoT technology applied through ingestible sensors
(nanosensors), capturing and transmitting images of the gastrointestinal tract and
the colon, replacing invasive procedures monitoring vital signs. And even, in spe-
cific cases, they allow the early detection of colorectal cancer, serving as an alterna-
tive to colonoscopy [30].

There are wearables with properties and characteristics to monitor symptoms
and behaviors of people with depression and to follow through the application of
tests and data collected through smartwatches with patients diagnosed with mild to
moderate depression, mood assessments, and cognition effectively. Following
through the usability of wearable devices, based on recorded information, i.e.,
patients who have their data collected while performing routine tasks, can be
employed to monitor those patients with depression, or even following the evolution
of Parkinson’s symptoms. From there, it transmits this information to the physician
and other specialists, analyzing this, and providing opting for more assertive treat-
ments that improve the quality of life of those who suffer from this type of dis-
ease [31].

Or even with regard to those patients with serious diseases such as Alzheimer’s
disease, through the integration of IoT sensors with smartphones, it is possible to
track hand tremors to the place where the user is. Through these data collected and
transmitted on these devices, it is possible to identify the advances of Alzheimer’s
disease and the impact that this has on the patient’s routine. From the patient’s point
of view, is obtained a better quality of life, since is acquired more security in your
daily commutes and other situations in which Alzheimer’s can affect your rou-
tine [32].

The deployment of IoT technology in hospitals and clinics can be achieved
through the installation of smart hospital beds, through a differentiated approach
assisting nurses and other professionals specialized in the accommodation and
safety of patients at risk of falling from their beds. In addition, the beds have the
properties of sending and informing messages about the best position to accommo-
date the patient, collaborating so that he is comfortable, in case they have not been
repositioned properly after feeding or cleaning. Or even, the IoT technology applied
in conjunction with artificial intelligence (AI) techniques allows identifying in
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advance, patients at risk, or in the circumstances of developing a generalized infec-
tion (sepsis) [33].

1.3 Telemedicine and Healthcare Concept

A series of IoT devices can be connected to the Wi-Fi network or other types of
networks in a hospital, generating vast amounts of data and allowing the tracking of
information, for professionals and medical teams, and even for patients, having their
activities and monitoring health conditions. In this sense, it is possible to define
health care as everything that encompasses the healthcare market, since this has
become more and more specialized in the patient’s demands, finding itself in the
space of development of technologies and methodologies bringing a new approach
in the provision and the promoting the health and well-being of the world popula-
tion, developing an intelligent and sustainable health chain. Driven by people’s life
expectancy, it has increased over the years and in the same proportion the desire and
interest in wanting to live with more quality and more independently. Thus, Health
digital is the set of healthcare that aims to treat diseases and preserve health, encom-
passing all necessary medical, pharmaceutical, and diagnostic services [20, 33].

Telemedicine is attainable through a modern and intuitive platform, which
records and stores information transmitted by connected devices, taking advantage
of the potential of IoT by expanding the portfolio and reducing health costs. Through
telemedicine, it is possible for clinics and hospitals to use digital equipment for
diagnostic tests at a distance, which can be conducted by technicians in radiology or
nursing [34].

IoT and telemedicine were born from the use of information and communication
technologies; currently, the use of telemedicine is a provider of distance exam inter-
pretation services. An example emphasizing how both technologies can work
together is the sharing of data captured by digital devices during diagnostic tests,
carried out via the telemedicine platform, enabling the issuance of distance reports
with quality and efficiency, considering that this information is automatically added
to the patient’s medical record and is available for interpretation by specialists,
enhancing the results for doctors, health units, and patients [35].

Through this type of platform, data from these exams are shared at one end and
accessed at the other end by qualified specialists, responsible for interpreting the
records. Also relating that with the support of the information available in the
patient’s record, usually collected in the emergency room, which is the gateway for
patients in clinics, hospitals, and other health institutions, the specialists evaluate
the exams and produce the report at a distance and even digitally signing it [36].

The properties of telemedicine technology speed up and reduce the processing
time of exam results, considering that urgent exam requests are released in real time,
supporting the choice of the best treatment through adverse events, such as heart
attack, stroke, and serious incidents [37].
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Telemedicine can be inserted into eHealth, and it can be subdivided into Telecare,
given that the focus of communication is on the patient and his well-being, in which
he is monitored in his own home or at a local health center by a doctor or any other
health professional who communicates with other professionals at a distance.
Teleconsultation is carried out among doctors, when a general practitioner seeks
assistance from a specialist, such as a second opinion in the diagnosis, a more suit-
able medication, live guidance on how to perform a procedure, or even with the
online consultation, made directly between doctors and patients. Tele-education is
applied in medicine with a focus on training health professionals who are far from
major centers, seeking to update and prepare them for various medical practice situ-
ations, using videoconferences, classes, lectures, e-learning, and recycling pro-
grams [38].

From a modern and current perspective, in combating the COVID-19 pandemic,
which intensified the use of IoT and stimulated health tech that automates devices
in the ICU (Intensive Care Unit) integrating management systems of electronic
medical records and medical equipment. In an ICU environment, IoMT technology
allows to connect data from devices that monitor the heart and lungs of patients with
COVID-19, gathering all the information in a digital interface allowing doctors to
be able to follow the evolution of the disease from a distance, either through a tele-
medicine platform even by smartphone, without risk of contamination [39].

Or even reflecting on the aspect of social distance, in view of the reality of the
pandemic of COVID-19, telemedicine allows remote medical care making the rou-
tine in hospitals more agile and safer, since this technology allows the practice of
consultations, diagnosis, and exams remote [40].

Thus, telemedicine covers all medical practice performed at a distance, regard-
less of the instrument used for this relationship; with the use of information tech-
nologies adding quality and speed in the exchange of knowledge, specialists and
doctors can make decisions with greater agility and precision, being able to access
exams from anywhere in the country, using computers and mobile devices, such as
smartphones and tablets connected to the Internet.

1.3.1 Cloud-Related to Health Care

Over the past few years, the healthcare market has undergone a technological
change, verifying the insertion of digital technologies in order to improve the clini-
cal, operational, and financial aspects of the health business model, whether private
or public, allied to the focus on generating benefits to the population as a whole,
expanding the population’s access to the provision of smarter healthcare services,
within a smart and sustainable health chain [41].

The set of technologies such as IoT, Big Data, cloud computing, analytics, and
Al allows a new perspective, completely changing the management of processes in
the medical field. Through data on individual and even collective health, collected
through smart devices, which represents, in addition to patients receiving
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personalized preventive treatments (more assertive), vital signs monitored remotely,
resulting in a reduction in costs with hospital admissions, i.e., from the digital trans-
formation in health care as key aspects influencing the global healthcare segment,
financial sustainability in healthcare services is achieved [1, 3, 42].

With cloud computing, it was possible to accelerate the creation of new solutions
and make them available to anyone, anywhere and anytime, making data storage
infinite and anyone’s access to cutting-edge solutions at a cost accessible. This tech-
nology has been an important protagonist in the response of the world society to the
pandemic of COVID-19, with respect to telemedicine allowing the expansion of the
number of people served, providing agility and security for all involved, collaborat-
ing even with online therapy, made through applications, online platforms, and even
video conferencing [42, 43].

Due to measures of social distance to contain the spread of the disease, hospitals
and clinics had to adapt to provide remote care. Cloud computing in the telemedi-
cine background has made it more practical to access reports and test results and
decrease spending by all institutions, doctors, patients, and greater reach to labora-
tories and offices. These measures have been consolidated as a “new normal” in the
last months, adopted in an emergency way, offering a more efficient work model,
and can be used as a complement to traditional care [43].

Still reflecting on COVID-19, deep learning techniques used in the learning of
functions (neural network) are very specific imitating the functioning of the human
brain, with supervised learning (Fig. 1.6), combined with computer vision to iden-
tify patterns in imaging exams, given how quickly technology adjusts to demands.
This union is capable of detecting disease at an early stage, often imperceptible in
the eyes of a doctor, representing a disruptive fact in favor of human life, exemplify-
ing the potential of AI employed in cloud computing in favor of medicine, is the
analysis of chest X-ray images of patients, based on a neural network analyzing
examinations of healthy patients and patients with a positive diagnosis COVID-19,
establishing analysis standards and becoming able to classify as low or high risk for
complications pulmonary. The solution can be used in the cloud, given the high
processing power of the technology, which is necessary for training neural networks
and analyzing a digital image with the database [44].

Deep learning through the processing of molecular assays in order to carry out
simulations for vaccines, against the new coronavirus, allows complex calculations
and simulations with high demand for computational processing power to be per-
formed, something that would be impossible to do without computer computing a
cloud [45].

Technology should also be responsible for keeping the healthcare segment in a
good cost-benefit ratio through modernization with the adoption of technologies
such as cloud computing, Al, robotics, and IoT. In a connected world, health care is
turning into digital; however, it is worth considering that the interconnection of data
and information increases the cybersecurity concern, with the preservation of this
data for health institutions to remain proactive protection and integrity of your sys-
tems against virtual attacks [36, 45].
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Fig. 1.6 Internet of things

Also correlating this factor with Cloud Computing technology, which allows
data in the cloud to have greater digital security, agility, and cost reduction. In terms
of cybersecurity, end-to-end encryption, secure authentication, and restricted server
access in the cloud are barriers against system intrusions, considering that with
respect to cloud computing it is to guarantee the integration and mobility of data,
facilitating the sharing of them between managers and clinical staff of a hospital,
whether on a tablet, smartphone, or even personal computer [46].

1.4 Discussion

The evolution of IoT and its extension in the health area through IoMT have been
revolutionizing by means of disruptive technologies, through diagnoses occurring
in real time and with increasingly efficient treatments, in addition to the revolution-
ary aspect representing health, proving that technology in the field of health has
generated a lot of interest in life care, in patient care, and in improving diagnoses.
IoMT can be the great differentiator for communities to approach an overbur-
dened health system that will only be under more stress as the population continues
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to age, i.e., as life expectancy increases, related to the aspect that the elderly tend to
have more health problems, increasing health costs aimed at this specific niche of
the population.

Examples IoMT is being used and changing people’s daily lives can be seen on
bracelets and watches fits, consisting of gadgets monitoring a series of human body
items, such as movement, number of steps, heartbeat, sleep level, pressure arterial
pressure, among other aspects. From this information, these IoMT devices can eval-
uate the human body, suggest activities, and monitor the condition of the patient/user.

The benefit and potential of IoMT through monitoring the patient in real time
come from the possibility of having the vital data of the patient in the hospital beds
in a centralized way, with reduction of costs with adverse events, and even consider-
ing that the data are updated every instant.

Still pondering that certain smart bracelets wore previously registered medical
services in case any abnormality is detected, checking the daily activities of the
elderly and observing aspects of health that are unusual and may cause loss of bal-
ance and fall.

Since these wearable medical devices and even implantable ones make it possi-
ble to place the patient at the center of his own care, i.e., patient self-care. Being
aware of the evolution of your own health status, being able to anticipate in relation
to scheduling elective appointments. Still considering that in some cases, going to
any health institution can be avoided, and the person can intervene at home since he
has already been properly advised by his doctor, which prevents him from adverse
infections, such as covid-19 which currently plagues the whole world.

These IoMT gadgets range from the clock and can even be used to measure trem-
ors related to disorders of the nervous system, such as Parkinson’s disease, pills
with a tiny sensor transmitting information and relaying to a cellphone monitored
by the doctor, ensuring that the medication is being taken in time and the correct
dosage, or even a contact lens for diabetics measuring blood sugar through the tear
of the eyes, offering continuous data on blood sugar fluctuations, informing the
patient to avoid complications and risk of life. Other related examples can still be
considered in relation to the probes that can be swallowed facilitating the tracking
of intestinal diseases or even voice assistants in medical clinics, among other [oMT
applications.

The greater use and impact of IoMT in addition to helping in the diagnosis of
patients, ensuring adherence to doctor’s orders, providing data collected from IoMT
devices for better diagnostics and treatment plans, in addition to reducing inefficien-
cies and waste in the health system. Relating that part of the waste in health is
related to the wrong dispensing of medicines or even their poor packaging. Through
the IoMT technology, it is possible to control the temperature and humidity of these
drugs in hospital pharmacies and even in medical clinics, as well as checking the
bedside before these drugs are administered to the patient.

The advantages of IoT in medicine through connected IoMT devices and gadgets
are related to the autonomous registration of information, continuous monitoring of
the patient, greater access to health information, and even ease of data sharing,
together with automatic storage in cloud structures, providing a more complete
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medical history, with support for assertive diagnoses, generating patient empower-
ment as well as strengthening preventive and self-care actions.

With regard to the challenges of IoMT, digital security of data can be considered,
both during transmission and during storage and sharing, highlighting that the infor-
mation on the health of patients is confidential and sensitive. Assessing that in order
to guarantee its digital protection, it requires a series of measures, establishing lim-
its, which are often linked through regulation and legislation. The integration of
intelligent digital systems is another barrier that prevents the popularization of
IoMT in health, since it is necessary that different devices and gadgets be able to
exchange information with each other.

In this context, it is understandable how it is possible to use IoMT sensors, for
data collection and to generate information from it on a large scale to improve health
services, considering that the options available to the patient have a level of custom-
ization never seen before. At the same time as it was seen using [oT technology in
cars, watches, refrigerators, TVs, and even smartphones as a source of digital
records about the life of each user (Fig. 1.7). In the same focus that ToMT will be

X

Fig. 1.7 Internet of things—body sensor network (BSN)
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responsible for new models of health management, where doctors, specialists, and
health institutions, and even the patient can better monitor the state of the body in
search of more assertive treatments and healthier routines.

Related to advances in electronics, it has enabled the development of miniatur-
ized and intelligent biomedical sensors, consisting of a group of sensors that form a
network, body sensor network (BSN), and are attached to a patient's body in order
to acquire physiological data and even be used to monitor the functioning of the
human body. BSN employs the use of wireless communication as a suitable alterna-
tive, which provides less discomfort to patients and greater cost-benefit; however,
technical and even social challenges must be addressed to allow its full practical
adoption, relating the operational requirements for network wireless as energy effi-
ciency, the heterogeneous composition of the network, and even the few computa-
tional resources. Therefore, the BSN infrastructure must be robust enough to assist
its patients reliably and continuously [47-49].

BSN through wireless communications technology and sensors has enabled the
creation of truly pervasive wireless sensor networks; this has the potential to enable
monitoring of patients' vital signs from a distance through a robust infrastructure
that allows doctors to monitor their patients remotely. By associating BSN with the
advancement in biomedicine research, it made it possible to create integrated
devices for monitoring vital signs, adjusting their configuration according to the
patient's risk status, allowing the development and implementation of an application
with sensor support to assist, in particular, the diagnosis and monitoring of patients
in a simple way, with low cost, and thus helping to prevent the collapse of the medi-
cal hospital system, which is usually caused by the overcrowding of hospitals and
medical centers in the face of current problems, exemplifying the current modern
crisis caused by COVID-19 [49-52].

Since hospitals and medical centers must be able to quickly diagnose and effi-
ciently treat patient cases, however, it is known, especially in reality in developing
countries, that there is not enough equipment for the simultaneous treatment of a
large number of patients. In this context, BSN represents a way of circumventing
this problem by enabling the monitoring of patients' vital signs at a distance through
arobust infrastructure that allows doctors to monitor their patients remotely [52-55].

BSN's main objective is to continuously monitor an individual's vital signs,
adjusting their settings according to the patient's health status, associating the risk
status of a patient classified as low, medium, or high risk. In this sense, it is impor-
tant to note that, as it involves monitoring data from different sensors, in addition to
the computational infrastructure, this BSN system requires the correct classification
of monitored patients in their respective pathologies, when necessary, requiring
solid knowledge in necessary statistics for the correct diagnosis of the pathology,
and high-performance computational processing related to the volume of data
required in association with statistical methods of classification for the accurate and
efficient diagnosis of the patient [49-55].

BSN are networks that commonly encompass the use of a collection of devices
and even BSN systems that belong to M-IoT supporting health care, whose main
characteristics are low energy consumption, small size and weight, and ability to
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communicate wirelessly close to the body. These IoMT devices can be implanted
on, in, or around the human body, commonly derived from sensors and actuators
monitoring body functions and characteristics of the healthcare environment around
them that influence the patient's health [47-55].

Still considering that this has some different characteristics of the sensor net-
works (WSN—wireless sensor network), since both need sensors of small dimen-
sions and highly efficient in terms of energy consumption, relating that BSN, the
sensors can be placed externally or internally to the human body or it can be placed
in special garments and are generally placed in places that are difficult to access and
the batteries are difficult to change because it can use the human body as means of
transmission. Regarding the manipulation of collected data, reliability of the data
obtained is necessary since it is private and confidential data requiring some type of
encryption and access controls to the medium [52-55]

Thus, BSN also represents solutions for monitoring vital signs of patients at a
distance, mainly in the homes of the monitored patients, mainly elderly people in
the context of systems focused on assisted living environment, reified by means of
integrated IoMT sensor devices for monitoring vital signs, thereby helping to bypass
hospital contingency [52-55].

1.5 Trends

IoT applications require enhanced digital security due to sensors and integrated
devices transmitting information between themselves and over the Internet. In this
context, Blockchain technology guarantees the protection of these communications,
by offering a standardized method to accelerate the exchange of data, allowing the
execution of processes between IoT devices without intermediaries and securely,
preventing the IoT devices from being compromised by cyberattacks and standards
users' behaviors are revealed [56].

The principles of blockchain that allow the exchange of information, without a
central server validating requests, making the IoT more secure are related to the
possibility of anonymity; enhanced cybersecurity resources; and decentralization of
transactions carried out through the blockchain. In an IoT network with distributed
blockchain technology, it allows the users themselves to participate in the validation
of all transactions on the network, still evaluating that the devices can be in a point-
to-point mesh network, authenticating transactions and executing it based on prede-
termined rules [57].

AIoT comes from the union of AI with IoT based on the premise of creating
systems that use the potential of these two innovations to have more efficient opera-
tions, improving the interaction between man and machine, and gaining more
robustness in data analysis. On the one hand, IoT provides connectivity and data
generation, and on the other, Al stands for intelligent systems with advanced
machine learning techniques. AIoT combines the need for IoT data and analysis
with the optimization and treatment of Al, creating solutions capable of offering
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customization, analyzing habits, patterns, and preferences of almost anything within
the context of health, and making quick and assertive decisions [58].

Based on medical automation obtained by IoT through wearable devices and
gadgets, edge computing technology is considered a counterpart for cloud comput-
ing, allowing digital connection and analysis closer to the edges of the network.
Edge computing technology before the IoT, and the universe of devices connected
via the Internet, deals with devices with the property to perform advanced process-
ing and analysis, particularly for those that depend on cognitive computing for tasks
such as face recognition, detection, language processing, and even preventing obsta-
cles [59].

Fog computing is the technology that stands out as a great differential when
applied in partnership with the IoT, since the storage services in cloud computing do
not present the adequate speed that solutions offered in IoT will require in the near
future. This is based on the premise of the growing volume of IoT devices that will
be in use, in the context of health care, and currently, cloud computing systems will
not be able to handle all of the virtual data traffic and data load [60].

Thus, computing in fog aims to expand the capacity of the computing device and
cloud storage across the network, essentially consisting of the application of an
intermediate layer (fog) between the cloud and the hardware allowing for process-
ing, analysis, and storage digitalization of these data more quickly, giving faster
answers to certain questions. In other words, fog computing establishes a process
that precedes cloud computing, managing, and analyzing the digital environment to
store what is really needed [61].

1.6 Conclusions

IoT is an innovating society, given that its potential is enormous, given its character-
istics of bringing smart connections to millions of devices, exponentially expanding
the number of records available for various sectors, connecting simple everyday
devices, such as coffee makers, toasters, refrigerators, TVs, and even other diverse
devices for focused use, such as temperature, humidity sensors, and thermostats,
collecting information from that.

In the health context, IoT expands innovation in patient monitoring, making the
prevention of health problems more effectively with a real-time collection of infor-
mation from the human body, at the same time as enabling more accurate diagnoses,
allowing the creation of a patient profile with long-term records, resulting in a gain
in a better quality of life, with fewer diseases and more time to deal with diagnoses
and treatments.

The connected IoMT device provides objective reports of the patient’s actual
activity, helping to monitor their behavior and activities outside the office, allowing
physicians to have real data for patient compliance and therapy recommendations.

IoMT technology allows internal surveillance of a patient; this feature helps the
medical team to monitor the progression of a disease, for example, and to learn
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things that can impact guidelines and patients. In this sense, [oMT opens the door to
more personalized health care for each individual, from creating personalized diag-
noses to determining care guidelines based on a particular patient’s unique biologi-
cal systems.

In addition to IoMT solutions provide continuous improvement of medical care
with more accurate diagnostic results and more assertive treatments, increasing its
efficiency, i.e., [oMT technology is the next frontier in patient care, both inside and
outside the hospital. Considering that through these solutions, whether in the hospi-
tal, in the office, or at home, they allow the best decision making of the doctor, in
the way of treating health problems, chronic or not.

In this same scenario, it is possible to highlight [oMT as a trend that allows the
creation of new treatments, more accurate and with a greater wealth of information,
based on reality with information obtained in real time, ranging from the blood
pressure of patients to the number of steps taken.
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Chapter 2

Healthcare Data Storage Options Using
Cloud

Sandhya Armoogum @ and Patricia Khonje

2.1 Introduction

In this era of digitalization, information and communication technologies (ICT) are
widely adopted and form part of our daily life. Likewise, the healthcare system is
embracing ICT to improve healthcare access, the quality of healthcare, and to be
more cost-effective. Such smart healthcare system uses technologies such as wear-
able devices and the Internet of things (IoT), mobile Internet, big data analytics,
cloud computing, and artificial intelligence (AI) to provide better diagnostics, better
treatment, and intelligent tools and devices (e.g., for ambient assisted living) that
improve the quality of life for patients [1]. As the global population is aging, chronic
diseases are increasing. With the emergence of new viruses such as the COVID-19
coronavirus, which is causing a worldwide pandemic, smart healthcare solutions are
fundamental to improve the efficiency of medical care, enhance the health service
experience of citizens, and decrease the operational cost.

Wearable devices or medical devices which are integrated in an IoT network or
connected to a smartphone mobile application can now monitor and collect patient
information which enables remote real-time alerting, tracking, and monitoring of
patients which permits personalized treatments, better accuracy, and more apt inter-
vention by doctors. Such real-time monitoring via connected devices can save lives
in event of a medical emergency like heart failure, diabetes, and asthma attacks.
Body sensor networks (BSN), which consist of wireless sensor networks designed
for monitoring human physiological signals, are rapidly emerging as human-centric
cyber—physical systems. Fortino et al. [2] proposed the BodyCloud, which allows
BSNss to be integrated on the cloud and supports the development and deployment
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of cloud-assisted BSN applications. Furthermore, Gravina et al. [3] proposed a
cloud-based activity as a service cyber—physical framework for human activity
monitoring in mobility built atop the BodyCloud platform. Healthcare IoT devices
are interconnected through wireless communication protocols like COAP, MQTT,
Zigbee, and Bluetooth [4]. Big data analytics on medical data provide much insight
into diseases and treatments [5]. Similarly, Al enables to interpret complex data and
act intelligently to achieve a goal. Al and machine learning are commonly used to
analyze patient data and medical imaging to make recommendations that can help
doctors in their diagnostics, evaluate diseases, and perform epidemiological
analysis.

Large amount of data is generated by smart healthcare system, which is referred
to as healthcare big data. Such data include traditional data from electronic medical
records (EMRs) or electronic health record (EHR) systems (e.g., patient’s medical
history, physician notes, clinical reports, laboratory reports, medications, insurance
information, medical imaging such as CT scans, MRIs, X-ray reports, PET scans,
tomography), and data related to computerized provider order entry (CPOE) sys-
tems. Moreover, high volume of real-time IoT-based health care and wearable
devices as well as mobile applications data is also recorded such as blood pressure,
oxygen and blood sugar levels monitoring, pulse oximeter readings, pacemaker
readings, and stress level [6]. Research in medical field also involves omics data
such as genomics (genome sequence data) and proteomics (proteome is a set of
proteins produced in an organism). The size of a single sequenced human genome
is approximately 200 GB [7].

Current estimates suggest a single patient generates close to 80 MB each year
only in imaging and electronic medical record (EMR) data [8]. It has been estimated
that up to 30% of the entire world’s stored data is health-related (on the yottabyte
scale) [9]. Data from the U.S. healthcare system alone reached 150 exabytes in 2011
[10]. The Global Healthcare Data Storage market is expected to reach $8.11 billion
by 2026 growing at a CAGR of 16.4% from 2019 to 2026 [11]. Healthcare data are
projected to grow faster than manufacturing data, financial services data, or media.
Thus, the amount of healthcare data is increasing exponentially, and the need to
effectively store and manage healthcare big data is crucial.

This chapter delves into the storage of healthcare big data. In Sect. 2.2, the
healthcare big data management challenges are discussed. Section 2.3 presents the
cloud option of storing healthcare data. Section 2.4 introduces the different types of
storage that are available for storing data, as well as the different storage systems
on the cloud. The storage security aspect on the cloud is described in Sect. 2.5.
Finally, Sect. 2.6 summarizes and concludes the chapter by discussing the future
directions.



2 Healthcare Data Storage Options Using Cloud 27

2.2 Healthcare Big Data Management Requirements
and Challenges

When storing healthcare data, the healthcare data management requirements need
to be considered. Figure 2.1 depicts the main requirements of healthcare data
management.

Healthcare systems have gone though the digitalization phase and have
increasingly adopted IoT technology to enhance their services and improve their
efficiency. This has resulted in increasing amount of data generated which has to be
stored. Big data can be primarily defined as having three V characteristics, i.e.,
volume, variety, velocity. Healthcare data, apart from the sheer volume, are also of
a disparate nature i.e., it consists of structured, semi-structured, and unstructured
data as the data can be in different forms such as a table, email, image, video, and
sensor feeds. Sensor monitoring often produces real-time data that need to be
recorded; this depicts the velocity characteristics of healthcare big data. Similarly,
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with the improving medical devices now available, the quality and size of medical
imaging data have also increased. There is thus the need to adopt a scalable
architecture for storing the increasingly amount of healthcare big data [12].
Moreover, for large healthcare institutions, which have care centers in different
geographical locations, the data are also distributed across different servers in
different locations. Often though, such data need to be accessible to different users
from different locations. Healthcare data storage should be accessible 24/7, which
means that the storage system has to be reliable and available.

The healthcare industry has to invest largely on upgrading and increasing their
storage capacity such that it is more flexible and scalable, which can be costly. It can
also be challenging to manage the different variety of clinical data generated from
EMR, IoT, medical imaging, genome sequencing, etc.

Another important requirement for the data storage system is compliance, as the
healthcare industry is highly regulated. In the USA, most of the regulations are
represented in the Health Insurance Portability and Accountability Act (HIPAA) of
1996. In 2009, the HITECH Act (Health Information Technology for Economic and
Clinical Health Act) was created to promote and expand the adoption of health
information technology, specifically the use of electronic health records (EHRs) by
healthcare providers, and to also remove loopholes in the HIPAA. The HITECH Act
is not a replacement of the HIPAA but rather a supplement to HIPAA, and as such,
it introduced tougher penalties for HIPAA compliance failures to ensure that health-
care organizations duly comply with the HIPAA Privacy and Security Rules. A fail-
ure to adhere to the complex set of rules governing access, security, and privacy can
result in heavy fines for the healthcare organization. For the European Union (EU),
the General Data Protection Regulation (GDPR) is enforced since 2018, and it regu-
lates the way companies collect, process, and use personal data of EU citizens [13].
GDPR, similar to HIPAA, also has extraterritorial scope, since a healthcare institu-
tion in any country having European patients must comply with GDPR, which
effectively makes GDPR another global regulation. GDPR distinguishes between
three types of personal data related to health care which are subject to the rights
GDPR conveys upon EU citizens. These three types of data are as follows: (1) data
concerning health, (2) Genetic data, and (3) Biometric data.

There are some differences between the HIPAA and GDPR such as the
requirements for active consent and a declaration of purpose in data collecting/
processing, the right of an EU citizen to request a healthcare organization to delete
their records under certain circumstances, and the time span for reporting data
breaches (72 h under GDPR and 60 days under HIPAA). Thus, compliance to both
HIPAA and GDPR requires healthcare organization to make some operational and
technological changes.

Finally, the interconnected nature of modern health care also makes it vulnerable
to online threats and security attacks in general as hackers and cybercriminals con-
tinuously look for vulnerabilities to exploit. Accessing patient medical history col-
lected over years possibly from different sources helps to provide better treatment
but also puts at risk the healthcare network. The healthcare industry is plagued by a
myriad of cybersecurity attacks such as distributed denial-of-service attacks (DDoS)
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which can disrupt an organizations ability to provide patient care, theft of data,
medical insurance fraud, identity theft, insider misuse and unintentional actions,
and ransomware attacks. According to Millard [14], ransomware incidents increased
by 300% from 2015 to 2016. The UK’s National Health System (NHS) hospitals
were held hostage in May 2017 to the WannaCry ransomware which resulted in
delayed treatment plans. Universal Health Services, one of the largest healthcare
provider in the USA, was hit by the Ryuk ransomware in September 2020, whereby
all of the 250 healthcare facilities’ computer infrastructure were locked resulting in
chaotic conditions which tremendously affected patient treatment [15]. In September
2020, due to a ransomware attack at the Duesseldorf University Hospital, a woman
who needed urgent medical care died after being rerouted to a hospital in the city of
Wauppertal, more than 30 km away [16]. This incident marked the first reported
human death indirectly caused by a ransomware attack.

Going forward, the healthcare industry has to improve its data management
capabilities in order to keep pace in a digital landscape and ensure security of data.

2.3 Cloud for Healthcare Big Data Storage

Traditionally, healthcare institutions have been storing their data on-premise as this
allows them to have full control over the in-house data, where they minimize risks
associated with data breach and maintain their own backup and recovery systems.
However, today with the growing complexity of healthcare big data, which includes
different geographically located healthcare facilities and the increasing number of
smart health applications, there is no “one-size-fit-all” solution. It is becoming more
challenging to handle big data storage, the evolving real-time data from IoT devices,
Bring Your Own Devices (BYOD) practices, to enforce security, compliance, avail-
ability, and to provide ubiquitous access for on-premise healthcare data storage.

On-premise storage is often not very agile. It is required that the storage solution
is scalable such that more storage capacity can be added without requiring a com-
plete upgrade and conversion, which may not always be the case. Increasing on-
premise storage capacity also implies increasing physical space within the premises
which might not be easy to accommodate. Apart from the costs of additional storage
solutions, there is also the operational cost incurred such as power supply, cooling
of server rooms, IT staff, which makes on-premise data storage a rather costly
option. Depending on the backup strategy in place, on-premise storage may also
have more latency in recovery from an attack or failure. Healthcare data being criti-
cal, longer downtime can significantly impact on the quality of care given to patients
when patient data is not readily available.

The cloud has emerged as a most convenient and viable, more global and holistic
data storage solution for the healthcare industry [17-22]. Cloud storage is definitely
more scalable and more cost-effective in terms of capital expenditure and opera-
tional expenditures as well as secure. In Sect. 2.5, the security mechanisms pro-
posed for securing healthcare applications and data are described. More smart
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health applications are being deployed on the cloud today and consequently using
cloud storage for the related data [23-29]. Aileni et al. [30] propose the use of cloud
for storing and processing big data from biosensors. The authors, Kolodner et al.
[31], proposed an architecture of a scalable and flexible cloud environment for data-
intensive storage cloud services for health care, which enable data mobility across
providers and allow computational and content-centric access to storage and deploy
new data-oriented mechanisms for QoS and security guarantees. The use of cloud
computing has also been proposed for healthcare underground wireless sensor net-
work [32]. Mobile cloud computing (MCC) is also popularly proposed for mobile
healthcare (m-healthcare) applications [33—35]. This results in more accessibility,
improved performance, better disaster recovery, and more efficiently managed sys-
tems which positively impacts the quality of medical care provided to patients ulti-
mately. For healthcare institutions that already have on-premise storage, it is also
possible to extend their storage and ICT infrastructure requirements by using the
cloud platform, i.e., a hybrid solution.

The NIST [36] defines the cloud as follows “Cloud computing is a model for
enabling ubiquitous, convenient, on-demand network access to a shared pool of
configurable computing resources (e.g., networks, servers, storage, applications,
and services) that can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction.” There are four cloud deployment mod-
els, namely public cloud, private cloud, hybrid cloud, and community cloud. Public
cloud is cloud infrastructure owned and operated by a third-party cloud service
provider (CSP), delivered over the Internet. The public cloud resources can be used
by anyone who subscribes to the cloud offerings. The private cloud is exclusively
for the use of a single organization. Often, it is owned and built on the organizations
premises, but it could also be outsourced from a third-party organization. Hybrid
cloud is the result, when companies partly use their own private cloud and partly use
resources from one or several public cloud. In such scenario, usually all sensitive
and confidential data are kept on the private cloud. The community cloud is set up
from a collaborative effort, for the specific needs of an industry, and shared by the
partners. The three-service delivery model of the cloud includes the Software as a
Service (SaaS) where software is consumed by users, Platform as a Service (PaaS)
which allows developers to build applications, and Infrastructure as a Service (IaaS)
which mainly allows to get access to a compute node on the cloud in the form of a
virtual machine (VM) with its own virtual disk or even a virtual network of VMs.
Cloud customers can use one or more of the service delivery model. The term
Storage as a Service mainly refers to the storage of data in the form of files such as
document, images, and videos. Common Storage as a Service offering on the cloud
includes Google Drive, Microsoft One Drive, Apple’s iCloud, and Dropbox. Such
storage mechanisms are mainly for storing data or data backups as well as for shar-
ing data among users.

Rajabion et al. [37] state that “Cloud computing is one of the main choices for
handling and processing of this type of data (healthcare).” Smart healthcare applica-
tions and m-healthcare applications can easily and quickly be deployed on the cloud
today where all the required resources are provisioned for the applications including
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storage, whether it is in the form of relational databases, NoSQL databases, file stor-
age, or object store.

2.4 Cloud Storage

For the healthcare industry to deliver patient care and coordinate medical
information, there is the need for storage that is both reliable and secure. The
suitable data storage solution is the cloud storage and the hybrid storage; i.e.,
healthcare facilities can migrate all their ICT services and storage on the cloud, or
they can use both their on-premise systems and storage and extend their storage
onto the cloud for more storage capacity.

According to Gartner [38], the leaders for Public Cloud Storage Services are
Amazon Web Services (AWS), Microsoft Azure, and Google. All three major cloud
providers are proposing new cloud services including cloud storage for hospitals
and other healthcare facilities [39]. Recently, Microsoft has launched its new cloud
service, Cloud for Healthcare, specifically designed for health care. The new ser-
vices include scheduling telehealth visits, allowing virtual care via virtual visits,
and support the Fast Healthcare Interoperability Resources (FHIR), which is a com-
mon data standard for health care, and a tool called Patient 360 which allows health
providers to get the full information about the patient [40]. Mayo Clinic has signed
a 10-year strategic partnership with Google to accelerate innovation in Al and ana-
lytics through digital technologies [41]. Amazon is also proposing solutions to
store, protect, and optimize healthcare data in AWS. Cerner, a major company that
supplies health information technology services, devices, and hardware, is working
with AWS for developing innovative healthcare solutions using AI and machine
learning (ML) [42].

2.4.1 Cloud Storage Type

Similar to the on-premise infrastructure, the cloud storage consists of magnetic
storage (hard disks) and solid-state storage (flash disks).

Magnetic Storage: Hard Disk Drive (HDD)

HDD are magnetic storage media whereby data is stored in a magnetized medium.
They are mechanical hard drives as they have moving parts, namely the central
spindle that allows the disk platters of the HDD to rotate and the actuator that allows
the read/write head to move. The speed at which the disk spins affects the time taken
to read/write data from/to the HDD among others. The higher the revolutions per
minute (RPM), the faster data can be read. Magnetic tapes are also another type of
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magnetic storage, which is popularly used to store old patient records, and clinical
data. Magnetic tapes are also suitable for storing backups as they can store data reli-
ably for a long period of time, but data stored on magnetic tapes cannot be accessed
fast online.

HDD can store very large amount of data (high capacity) at relatively cheap price
and have better data access times compared to magnetic tapes. Traditionally in the
healthcare industry, most data are stored on HDD and backup data on magnetic
tapes. Magnetic tapes are preferred despite that they are slow and prove to be expen-
sive when it comes to managing and maintaining them, as they are more secure
given that they may not be directly accessible via the network.

Cloud data storage options also include HDD. The cloud is equipped with a large
number of HDD storage arrays which are mounted on racks. The popular vendors
of storage arrays include NetApp, Dell EMC, Hewlett Packard Enterprise (HPE),
IBM, Huawei, and Hitachi Vantara [43]. Three different kinds of HDD are typically
used: Serial ATA (SATA), Serial Attached SCSI (SAS), and Near Line SAS
(NL-SAS). SATA drives typically have RPM of 5400 RPM and 7200 RPM; thus,
their performance is the lowest among the three types of HDD. However, they are
reliable and have large storage capacity and are relatively cheap. SAS drives typi-
cally have 10,000 and 15,000 RPM and provide the best performance and low
latency, and are typically used to store data for mission critical application as they
are also more reliable. The SAS drives have additional commands that control the
disks, which contribute to make SAS drives more efficient than SATA. They are also
more expensive than SATA drives. NL-SAS disk consists of spinning SATA platters
but with the native command set of SAS drives. Due to their low rotational speed,
their performance is lower than SAS drives, but overall, they are more efficient than
SATA drives. The cloud data centers have all three types of HDD as well as SSD
storage. Storage on SAS drives and SSD drives on the cloud provides better perfor-
mance but are also more expensive. Cloud providers offer storage tiering to allow
customers to optimize the use of storage. Thereby, backup data can be stored on
SATA drives, for instance, while production data is stored on SAS drives instead of
both being stored on SAS drives. This allows the customer to save on the cost stor-
age by making the best use of the storage type for the different kind of data to be
stored. Typically, Tier 1 could represent storage which has best performance and
reliability, while also being the most expensive. Tier 2 could represent the storage
which is slower and less efficient, but which is also usually cheaper. In this regards,
SAS drives can be considered as being Tier 1 storage, while SATA drives could be
offered as Tier 2 storage on the cloud. Tiering is further addressed in Sect. 2.4.2.

Flash Storage: Solid-State Drive (SSD)

Flash storage is a nonmechanical and nonmagnetic storage whereby data is stored
using electronic circuits, i.e., NAND-based flash memory. Given that SSD drives do
not have mechanical parts, they are less susceptible to physical shock, are silent, and
have overall better performance than HDD and are also much smaller in size for the
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same capacity HDD. However, they are also more expensive. Overtime, the cost of
flash memory is becoming more affordable and SSD of larger capacity is increas-
ingly available. SSD is the storage of choice for healthcare data that need to be
readily accessible especially in cases of emergency. For instance, it would take over
15 s to read an MRI image of the size 1.8 GB stored on a HDD as compared to just
0.15 s from SSD flash storage [44]. Flash storage can also offer built-in encryption
which can be particularly useful for securing healthcare data for HIPAA compliance.

Traditional Flash storage uses the SATA III interface, primarily used by HDD,
which is not designed to support SSD. SATA III can support 6 GB/s of peak band-
width theoretically, but due to overhead associated with the interface, the effective
bandwidth peaks at about the 555 MB/s. This limits the access speed to the SSD stor-
age. PCle is one of the fastest storage communication protocols. Nonvolatile mem-
ory express (NVMe) is a new storage access and transport protocol that uses PCle.
NVMe flash storage is the next-generation SSD that delivers high bandwidth and
low latency for all types of complex workloads. NVMe SSD drives are up to six
times faster than the typical SATA SSD. NVMe Over Fabric (NVMe-oF) is a stor-
age networking protocol for NVMe-enabled storage disk arrays. It enables faster
and more efficient connectivity between storage disk arrays and the servers. Cloud
storage providers are heavily using All-Flash NVMe arrays to provide low latency
and high-throughput storage. Facebook uses NVMe cloud storage technology in
their data centers around the clock to address the hyperscale issues regarding the
data of their 2.5 Billion users [45].

2.4.2 Cloud Storage Tiering

Storage tiering distinguishes between more important or frequently accessed data,
which should ideally be stored on the fastest type of storage (but also more costly)
with less important and rarely accessed data (e.g., backup data) that can be stored
on the slowest and cheapest storage type. The simplest tiering system has two tiers:
Tier 1 (also known as hot storage)—provides high performance, usually expensive;
and Tier 2 (also known as cold storage)—characterized by lower performance, but
is cheaper. Most of the popular public cloud offers more than two tiers of storage,
thus offering more choice and granularity for classifying and storing data accord-
ingly onto the different storage tiers.

A four-tier model could involve Tier 0,1,2,3 or mission critical, hot, warm, cold
tiers. Here, the tier 3/cold would be used to store rarely accessed data, e.g., old
patient health records; tier 2/warm would be used for data which are not constantly
accessed, e.g., outpatient health records; tier 1/hot would be data constantly used,
e.g., in-patient records; and tier O/mission critical could be data which is used con-
stantly and which needs to be speedily accessible, e.g., medical imaging data of
patient during surgery. Tiering thus allows storage resources to be used more effi-
ciently and is also more cost-effective while at the same time providing good per-
formance access for each class of data.



34 S. Armoogum and P. Khonje

Because data classification can change over time or in certain situation, e.g.,
emergency health crisis of a patient, data can be moved from a lower tier to a higher
tier as required or vice versa i.e. old patient data can be moved from higher tier to
lower tier. Automated storage tiering is also supported whereby data can be moved
across storage tiers dynamically, e.g., based on the frequency with which some
records are being accessed; they can be moved to a higher tier automatically by the
storage system, while data that have been less frequently used from a higher tier can
be shifted to a lower tier accordingly.

Typically, the cloud providers offer more storage tier levels for their object
storage offerings. Object storage is described in Sect. 2.4.3.3. An object can be
stored in one storage class i.e. tier level. Users can configure policies (i.e., object life
cycle management) to set up rules describing actions to be taken on objects, e.g.,
downgrade data not accessed for more than 30 days from the current tier to a lower
tier with the aim to reduce long-term storage costs. Google object storage tiering are
as follows: (1) Standard: Hot data or short storage periods; (2) Nearline: Lower
cost, good for data accessed once a month or less; (3) Coldline: Very low cost, better
for data read or modified once per quarter; (4) Archive: Lowest cost, for data
accessed less than once a year but still with millisecond access times. Microsoft
Azure offers three tiering levels for the Azure Blob Storage as follows: (1) Hot: Data
in active use or expected to be accessed frequently; (2) Cool: Lower cost, monthly
access or less; (3) Archive: Lowest cost, access time is several hours. Typically, data
stored in Archive access tier is considered offline, and it takes longer to get the data
online and accessible. AWS storage tiering is provided for the object storage
Amazon Simple Storage Service (S3) where it has the following storage classes—
(1) Standard: Low latency and high throughput, used for frequently accessed data
and more expensive; (2) Standard-Infrequent Access (IA): Same performance, lower
storage charges, with retrieval charges, which is ideal for long-term storage; (3)
Glacier: Ideal for data archiving and has low cost with a retrieval range from 1 min
up to 12 h; (4) Glacier Deep Archive: Lowest cost storage but data is restored within
12 h. AWS S3 also supports the object life cycle management allowing users to
define policies regarding the shifting of data from one tier to another. However,
AWS also has another storage class called S3 Intelligent Tiering, which is a two-
tiered storage in a single class (frequent access/hot tier, and infrequent access/cold
tier). It is ideal for long-lived data with unknown or unpredictable access patterns.
Data objects in this tier are initially placed in the hot tier, and AWS automatically
downgrade objects which have not been accessed for 30 consecutive days to the
cold tier, and shift them back to the hot tier if they are accessed.

2.4.3 Cloud Storage: File, Block, and Object Storage

Data can be stored on the cloud as files, blocks, or objects.
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File Storage

File Storage is one of the old styles of storage that are file system-based methods of
storing and retrieving data. File storage organizes and represents data as files. These
files are, in turn, organized in folders, and these folders are then arranged into direc-
tories and subdirectories in a hierarchical fashion. To access a file, computers need
the path from directory to subdirectory to folder to file. Limited amount of metadata
is stored for each file such as the name of the file and size of the file. The files can
be stored locally on a directly attached storage (DAS) or remotely on network-
attached storage (NAS). The NAS storage uses a network file system (e.g., NES,
CIFS, SMB) to expose data stored. AWS’s Elastic File System is an NFS file system-
based storage, while Azure also offers cloud-based file storage access via
SMB. Google Cloud Filestore is the network file storage solution of the Google
Cloud. File storage is scalable as using scale-out NAS devices such as the Dell EMC
Isilon; the storage capacity can be increased. Data can be easily shared between
users in cloud file storage for collaboration. Administrators can also easily set
access rights of files, while security and version control are easily managed.
However, file storage is suitable for small organizations. The tree-like file system
hierarchy can handle millions of files quite easily, but when the number of files
increases further, the file access start to slow down due to the overhead of the under-
lying file system lookup to find the file location. File storage on cloud can be used
to store some type of healthcare data, but it is not the ideal solution for large health-
care facilities. It is also not suitable for storing all the different variety of healthcare
data and especially the large volume of real-time healthcare big data generated by
health IoT networks.

Block Storage

Block storage chunks data into arbitrarily organized, evenly sized volumes. Each
block of data is given a unique identifier, which allows a storage system to store the
block of data anywhere on the storage area. No metadata are stored for the block of
data. When data are requested, the storage system retrieves and reassembles the
blocks of data. Block storage is usually deployed in storage area network (SAN)
environments and must be tied to a functioning server (controller). A SAN is a spe-
cialized high-speed network that provides block-level network access to storage
devices which are typically all-flash disk arrays. SAN environments typically have
high performance, consistent low latency, high availability, and resilience. Due to
their centralized architecture, consistent methodologies, and tools for security, data
protection and disaster recovery can be applied to the SAN. Data can be replicated
for reliability and/or stored in a RAID configuration. Block storage and SAN are
often used for performance-hungry applications like databases, email servers, vir-
tual disks associated to virtual machines, and large virtual desktop infrastructures
(VDIs). Block storage is suited for structured data and is costly as SAN consists
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often of a bunch of SSD disks arrays. It can be used for storing structured health-
care data.

AWS offers the Amazon Elastic Block Store (EBS) which is an easy-to-use,
high-performance block storage service designed for use with Amazon Elastic
Compute Cloud (EC2). It is most suitable for transaction-intensive applications and
workloads requiring high throughput at any scale. On EBS, users can store data on
five types of storage to optimize storage performance and cost for a broad range of
applications, namely three types of SSD (i02, iol, and gp2) and two types of HDD
(stl and scl) [46, 47]. The Microsoft block storage offering is the Azure Managed
Disk where data can be stored on different types of storage media for different per-
formance levels: Premium SSD, Standard SSD, Standard HDD, and Ultra Disk.
Google Cloud Persistent Disk provides block storage which is reliable and has high
performance; it is used by all virtual machines in Google Cloud (Google Cloud
Compute Engine). Data can be stored on three storage types: standard persistent
disks, balanced persistent disks, and SSD persistent disks; the latter are designed for
enterprise applications and high-performance database needs that require lower
latency and more IOPS. SSD persistent disk storage option is also the most expen-
sive. Google also allows choosing where the storage is located (i.e., which region)
and the type of availability. Regional persistent disks are replicated in different
zones within a region and offer high availability, whereas zonal disks (cheaper
option) also provide high availability but with disks replicated only within a single
zone [48, 49].

Object Storage

With object storage, data items are not stored in blocks or files but rather in flexibly
sized containers called “objects” or “blobs.” The object size can vary from a few
kilobytes to multiterabytes. Object stores can hold any type of data (e.g., text, image,
video, and sensor data) as the object is essentially stored as binary data. Object stor-
age is thus suitable for storing a large volume of unstructured data. Each object is
uniquely identified by means of an objectID; they are stored in a flat address space,
whereby it is easier to locate and retrieve them, even if they are stored in geographi-
cally distributed storage clusters. Each object is linked to associated metadata. With
object storage, lots of metadata can be stored about the object, and the objects can
be accessed directly through REST APIs or HTTP/HTTPs requests using their iden-
tifier. Object storage is potentially good for analytics/searching due to its rich meta-
data. But it is not convenient for transactional data, e.g., databases. Object storage
is cost-efficient and extremely scalable as it can be scaled out and managed simply
by adding additional nodes to the storage cluster. Object storage is also very robust
and resilient. To protect data stored in an object store from both disk failure (i.e.,
one node fails, data can still be accessed) and data corruption, replication or erasure
coding (EC) or both are applied. Object store is most convenient for hospitals which
with the growth in digitalization are required to store large amounts of unstructured
data more efficiently and securely.
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Traditionally, object storage, due to their highly scalable and reliable storage
mechanism for storing large volumes of data, is also suitable for storing archived
data, backup data, large datasets of unstructured data for analytics, and Web appli-
cations that require large storage capacity which can be accessed via REST APIs.
Cloud providers offer different storage tiers based on performance, cost, and fre-
quency of access for object storage which makes it more and more suitable for IoT
applications, Web applications, and data analytics. Thus, today, the cloud object
storage can be used for storing and accessing a wide variety of applications data.
According to Symonds [50], “Modern object storage is cloud-native and suited for
containerization and orchestration, making it truly elastic.”

Microsoft Azure has Blob storage which is the object storage solution where
large amount of unstructured data can be stored. The storage service offers three
types of blobs: block blobs, append blobs, and page blobs. They are all geared
toward providing better read/write access. Block blobs are optimized for uploading
large amounts of data efficiently. Page blobs are a collection of 512-byte pages
optimized for random read and write operations. An append blob is comprised of
blocks and is optimized for append operations. For cost-effective data storage,
Azure block storage supports two performance tiers: (1) Premium: optimized for
high transaction rates and single-digit consistent storage latency where data is stored
on SSD; and (2) Standard: optimized for high capacity and high throughput [51].
Google object storage solution is the “Google Cloud Storage.” Tiering is supported
as described in Sect. 2.4.2. Similarly, Amazon offers the Simple Storage Service
(Amazon S3) as an object storage service which provides scalability, data availabil-
ity, security, and performance.

Healthcare Cloud Storage

Healthcare big data consist of large volumes of structured as well as unstructured
data. File storage is not scalable enough to be able to store healthcare big data.
Block storage is suitable for storing structured transactional healthcare data such as
appointment scheduling, invoicing, and insurance data, but it cannot easily scale up
and is also a more costly option. Thus, for storing and accessing unstructured clini-
cal data in the healthcare industry such as patients’ health records, prescriptions,
medical imaging, IoT data, genome data for research, bioinformatics datasets,
object storage is most suitable as it is easily scalable, reliable and secure, has good
performance, and is extremely cost-effective compared to block storage solutions
[52]. Modern healthcare applications communicate through RESTful APIs which is
inherently compatible with cloud object storage solutions such as AWS S3. The
FHIR (Fast Healthcare Interoperability Resources) Specification, which is a stan-
dard for exchanging healthcare information electronically, is also based on RESTful
APIs. Cloud healthcare applications can also easily access IoT data stored at the
edge of the cloud. The Broad Institute has adopted the Google Cloud Platform for
storage and processing of human genome sequence with the aim of finding patterns,
which may reveal the origins of diseases. It was revealed that the cloud platform
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analyzes human genomes 400% faster, while also ensuring security and privacy of
the data [53]. On-premise storage can also easily be leveraged to include cloud
object storage.

2.4.4 Blockchain Technology for Storage of Data
in Health Care

A blockchain is a digital distributed ledger; i.e., it consists of a time-stamped series
of immutable records of data also known as “blocks” that are managed and stored
in a network connected through peer-to-peer nodes. Each of these blocks of data is
secured and bound to each other using cryptographic hashing mechanisms to con-
stitute a “chain.” Blockchain is inherently reliable due to its distributed nature and
is also highly secure. Access to the blockchain is based on authentication; new
blocks are authorized and secured by means of digital signatures. Furthermore,
blocks in the blockchain are safeguarded from tampering, thus providing integrity,
by means of cryptographic hashing and chaining principles. The use of blockchain
was first introduced in the context of cryptocurrency for the Bitcoin protocol.
However, today, blockchain technology is being explored and used in various indus-
tries such as business, finance, retail, agriculture, manufacturing, real estate, and the
IoT. Blockchain technology is also being increasingly adopted in the healthcare
industry for a wide range of applications and data storage.

Blockchain technology can effectively be used as a distributed storage mechanism
[54]. The authors propose the use of the Interplanetary File System (IPFS) and
blockchain for storing patient diagnostic reports in healthcare facilities [54].
Blockchain technology can improve healthcare data sharing and storing due to its
decentralized nature, immutability of data stored in the blockchain, and the trans-
parency and traceability features of the blockchain [55, 56]. Shahnaz et al. [57]
proposed to implement a scalable EHR using blockchain technology where granular
access control is provided to secure the storage of patient data. Similarly, Mayer
et al. [58] looked into the use of blockchain for storing and sharing EHR data and
which can facilitate trust between healthcare providers for sharing data, EHR
interoperability, auditability, and privacy. Usman and Qamar [59] used the permis-
sioned Hyperledger blockchain platform for implementing a prototype of EMR
Management System. Zheng et al. [60] proposed the use of blockchain technology
for users to securely store and share such personal health data in a GDPR compliant
manner using cloud storage. Wearable/fitness devices (e.g., Apple Watch, Fitbit
Charge 4, Samsung Galaxy Fit, Garmin Vivosmart 4, Whoop Strap 3.0) and mobile
applications also store large amount of personal health-related data in databases.
Such data can be useful for research or commercial project and can be shared via a
blockchain. Kassab et al. [61], in a review article, suggest that blockchain technol-
ogy has lots of potential in the sphere of health care. It can not only securely store
and manage patient data (the most popular use case scenario for blockchain) but
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also track the entire supply chain of medicines and medical equipment such that it
facilitates accountability and transparency as well as providing reliable data for
clinical research and insurance claims. The four key benefits of using blockchain
technology were (1) improved availability of data; (2) improved transparency; (3)
improved security; and (4) improved performance. The following challenges were
also identified: (1) Scalability and performance; (2) Usability; (3) Secure identifica-
tion of patients; and (4) Lack of Incentives and willingness to adopt blockchain
technology. Tariq et al. [62] recommend that the use of blockchain technology for
IoT-enabled smart healthcare systems, which are particularly vulnerable to security
breaches, can be beneficial but there are also challenges regarding the deployment
of large scale blockchain. Esposito et al. [63] in their paper title “Blockchain: A
Panacea for Healthcare Cloud-Based Data Security and Privacy?” discuss the poten-
tial of using the Blockchain technology to protect healthcare data hosted within
the cloud.

2.5 Cloud Storage Security

Deploying healthcare applications and big data storage on public or hybrid cloud is
vulnerable to threats posed by attackers, cloud employees, or vendors subcontracted
by the cloud service provider. Healthcare providers have to adhere to storing and
sharing data securely whether the data are stored on-premise or on the cloud. For
HIPAA and GDPR compliance, healthcare data security and privacy are even more
important. Protected Health Information (PHI) relates to identifiable health infor-
mation that is stored in electronic form such as EHR/EMRs health records, labora-
tory test results, health histories, diagnoses, treatment information, insurance
information, and lists of allergies. Basic security mechanisms such as firewall pro-
tection, AES data encryption at rest, SSL security for data in transit, secure key
management, strong authentication, policy-based data loss protection (DLP) con-
trols for storage have to be implemented [64]. Some of the security and privacy
concerns that are thought to come with the use of the cloud include abuse of privi-
leges, poor encryption, identity theft, data loss, and theft because of the shared and
open environment [65]. Issues to do with trust, security attacks, and confidentiality
are some of the concerns causing reluctance in embracing cloud storage [66—68].
Zhang and Liu [69] presented the important security concepts related to data shar-
ing in EHR system deployed on the cloud and analyzed the arising security and
privacy issues in the access and management of the cloud-based EHR systems.
Carter [70] emphasizes the considerations and importance for genomic data privacy
and security when working in the cloud to ensure compliance. Much research is
being conducted to propose novel ways of securing healthcare data and applications
deployed on the cloud to address the security shortcomings.

Khattak et al. [71] present the analysis of security concerns of cloud-based
healthcare systems such as availability, trust, confidentiality, compliance, integrity,
and audit and concludes that a single-cloud solution is more vulnerable to attack
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from malicious cloud employees and denial-of-service attacks due to some compo-
nent failure. While most focus has been on the security related to single cloud, the
authors propose a multi-cloud model also known as cloud-of-clouds, as a more
secure cloud computing and storage environment for e-healthcare. Similarly, Ziglari
and Negini [72] propose the use of several cloud service providers collaborating to
offer security in EHR systems; for instance, the EHR application can be deployed
on one cloud provider, while the data storage is implemented on another cloud pro-
vider for more resilience and security of the overall EHR system. Likewise, a
backup of the data could be stored with a third cloud provider. Tunneled communi-
cation (cryptographically secured) is used for communication between cloud pro-
viders for the purpose of the application.

Hombal and Dayananda [73] address the security issue of accessing and sharing
data among the medical practitioners of different healthcare facilities in an efficient
manner, i.e., sharing data among a group. The proposed system involves the group
members to perform a key agreement protocol, whereby they obtain a common
group key that allows sharing of data securely while also detecting malicious users
during the group data sharing.

Tupakula and Varadharajan [74] proposed techniques to establish trust on the
tenant virtual machine (VM) by performing attestation using the Trusted Platform
Module (TPM) chip as well as securing the tenant communication in the context of
healthcare facilities (customer/tenant) using the IaaS on the cloud. Attestation
allows the customer to ensure integrity of the VM.

Dean et al. [75] depict the design and implementation of a scalable and secure
multitenant cloud environment for storage and processing of PHI data in a compli-
ant manner. Alexander and Sathyalakshmi [76] proposed a privacy-aware system
and anonymization techniques for data publishing on cloud for PHI based on
k-anonymity algorithm and the Advanced Encryption Standard (AES). Shakil et al.
[77] focus on the authentication of users accessing and managing the cloud-based
BAMHealthCloud system. A behavioral biometric signature-based authentication is
proposed for secure data access and retrieval. Al Hamid et al. [78] proposed a key
agreement protocol based on a bilinear pairing cryptography for generating a ses-
sion key to be used to secure medical big data to be shared among the users with
whom the session key is shared. Attackers attempting to access the secure data are
redirected to decoy data gallery, while only verified users are allowed access to the
medical data. Roy et al. [79] propose a fine-grained data access control over multi-
ple cloud servers in a mobile cloud computing-based healthcare applications.

Moreover, cloud storage providers also provide security for data. AWS S3
provides access control mechanisms to block the public in general from accessing
the data stored on the cloud as well as configuring the bucket access control lists to
set access rights for users based on the principle of least privilege [47]. Users must
be authenticated to get access to the storage. AWS typically uses SSL/TLS for
securing data in transit from the cloud to the user. Server-side encryption (SSE) can
be opted for the encryption of the data stored. Three SSE options are available as
follows: (1) Server-side encryption with Amazon S3-managed keys (SSE-S3); (2)
Server-side encryption with customer master keys stored in AWS Key Management
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Service (SSE-KMS); and (3) Server-side encryption with customer-provided keys
(SSE-C). If data stored on the S3 cloud storage are data which do not require
modification, e.g., X-Ray image, by using the “Object Lock” feature of S3, they can
be stored using a “Write Once Read Many” (WORM) storage. The Object Lock
feature prevents accidental or malicious deletion of data. For data that can be
modified, the versioning feature can be used to preserve, retrieve, and restore the
different versions of the object. Likewise, versioning builds resilience in the storage
system. To provide high availability, data can be replicated in multi regions. Finally,
AWS S3 also has features that allow the user to monitor and log access to the data.

Microsoft Azure also supports several security features for the cloud storage
[80]. Azure role-based access control (Azure RBAC) allows setting up access rights
to users. Only authenticated and authorized users are allowed access to the data.
Azure Defender, if enabled, detects unusual and potentially harmful attempts to
access or exploit storage accounts and trigger security alerts to inform the adminis-
trator. The administrator can lock users so that they cannot intentionally or uninten-
tionally modify or delete data. Azure storage can also store blob as WORM state
whereby the data are immutable. Azure storage soft delete feature allows recovering
blob data after it has been deleted. Blobs can also be encrypted and stored at rest as
well as in transit (256-bit AES encryption). Similar security features are also pro-
vided by Google Cloud Object Storage [49].

2.6 Conclusion

In this chapter, the healthcare data storage options on the cloud as well as the
security of healthcare data are described. The healthcare industry is rapidly evolving
and turning into smart healthcare systems with the adoption of new technologies
such as cloud computing, mobile computing, [oT, Al and machine learning, and
data analytics. New challenges will be faced as the smart healthcare systems mature
and become more agile, reliable, secure, and robust. The use of blockchain
technology for storing healthcare data in the cloud is also promising due to the
security provided by the blockchain technology. The demand for storage capacity
for healthcare data will only increase with time. For offloading archived healthcare
data from cloud storage, new storage may be adopted such as DNA storage, which
involves the use of synthetic DNA for storing data. DNA has very high storage
density, has potentially low maintenance cost, is energy efficient, and can store data
reliably for a longer period of time as compared to both HDD and SDD. Currently,
DNA storage is expensive and not being used on a large scale.
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Abbreviations

Al Artificial intelligence

BoVW Bag of visual words

CBIR Content-based image retrieval

CBMIR  Content-based medical image retrieval
CMBs Cerebral microbleeds

CNN Convolutional neural network
ConvNet Convolutional neural networks
CT Computed tomography

DL Deep Learning

DoG Difference of Gaussian

DR Diabetic retinopathy

HOG Histogram of oriented gradient
ILD Interstitial lung diseases

IoMT Internet of medical things

10T Internet of things

LBP Local binary patterns

MIRS Medical image retrieval systems
ML Machine learning

MR Magnetic resonance

MRI Magnetic resonance imaging
NN Neural networks

OPT Optical projection tomography
PACS Picture archiving and communication system
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PET Positron emission tomography
PFN Perifissural nodules
RBMs Restricted Boltzmann machines

ReLLU Rectified linear unit
RFRM Relevance feedback retrieval method

SIFT Scale-invariant feature transform
SURF Speeded-up robust features
SVM Support vector machine

3.1 Introduction

Nowadays, IOT plays a vital role in healthcare industry for collecting, visualizing,
and transmitting data to provide decision making and proper diagnosis and treat-
ment. Using artificial intelligence, machine learning and deep learning-based
approaches help to collect and process the data captured by the IOT devices. To
implement these technologies, high computational power and services are needed
which are often available by means of cloud. For better medical treatment, various
computer-aided diagnosis tools and techniques have been adopted. These tools pro-
vide visual information using various medical image modalities for the diagnosis
and treatment in medical science.

Medical image analysis is a very complex task for medical experts to interpret
the information from the visual data that contains complex structure of human body
organs. A medical expert can take better decisions and treatment for serious medical
problems by analyzing similar past relevant cases. However, due to the availability
of many types of medical image modalities in medical science, bounteous number
of medical visual records is generated daily. This is a very challenging and time-
consuming task to handle this big data of medical records and retrieve relevant
information by medical professionals. In healthcare industry to handle such a prob-
lem in an effective and efficient way, we can use the fusion of IOT, artificial intel-
ligence, and cloud computing technologies.

Internet of medical things (IoMT) devices and architectures [1], content-based
medical image retrieval (CBMIR) [2] systems, and computer-based medical image
retrieval systems (MIRS) help the medical experts to retrieve relevant cases similar
to a medical condition from this huge amount of data. Content-based image retrieval
(CBIR) [3] and image classification are the most important area in image processing
and computer vision. CBIR is an image search and retrieval techniques based on the
visual content within the large amount of data. To develop a better medical image
retrieval system, image classification is the key challenge. Machine learning and
artificial including deep learning algorithms and methods can provide a better clas-
sification and high retrieval performance in medical images.

Deep learning has a great impact in medical image analysis and has shown
remarkable performance in general CBIR approaches. Deep learning models have
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made many contributions in healthcare industry such as diabetic retinopathy (DR),
brain tumor detection, retinal fundus images, brain MRI, heart disease diagnosis,
and many cancer detection problems [4]. Medical imaging technology is growing
rapidly, but the content-based image retrieval tasks are in the developmental phase.
This paper reviews the major deep learning and machine learning models used in
the medical image classification and retrieval [5-17].

Content-based image retrieval classification is an active area of research with
considerable applications in medical education, training, clinical diagnosis, and
medical research areas. CBMIR [18] systems or picture archiving and communica-
tion system (PACS) [19] can store many solved patient treatment records of differ-
ent diseases. PACS helps the medical experts to consider a patient’s image records
by allowing them to finds all similar images related to that particular patient.
CBMIR systems have been proposed by many researchers to assist physicians in
healthcare for better treatment and diagnosis.

We have surveyed various research papers describing machine learning and deep
learning models using convolutional neural networks (ConvNet) for single modal-
based and multimodal-based image classification and retrieval of medical images.
The performances of these architectures are compared with various conventional
feature extraction techniques and state-of-the-art methods used in CBIR [20-22].

The rest of the chapter is organized as follows: Section 3.2 describes the state-of-
the-art methods and approaches. Sect. 3.3 presents an overview of medical image
retrieval techniques—content-based image retrieval (CBIR) and content-based
medical image retrieval (CBMIR). Image classification techniques are presented in
Sect. 3.4. We have reviewed different machine learning and deep learning algo-
rithms used in medical CBIR in Sect. 3.5. Section 3.6 provides various feature
descriptors used in medical image classification and retrieval systems, and finally,
we draw a conclusion in Sect. 3.7.

3.2 State of the Art

Researchers have presented many methods for the improvement in classification
and retrieval of biomedical images. In the recent studies, a significant breakthrough
has done in medical field, and they are classified as single modality and multiple
modalities of medical images. As the single modality method, Ciompi et al. [23]
have proposed an approach for the automatic classification of perifissural nodules
(PFN). They presented a pretrained convolutional neural network for feature extrac-
tion and have high relevance on the subject of lung cancer screening. In the paper of
Setio et al. [24], they presented a novel CAD system for pulmonary nodule detec-
tion from lung CT scans using multiview convolutional networks (ConvNets). Van
Tulder et al. [25] proposed a convolutional classification restricted Boltzmann
machines (RBMs) by combining the generative and discriminative learning objec-
tives for lung CT analysis.
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Anthimopoulos et al. [26] presented a deep convolutional neural network (CNN)-
based system for the classification of interstitial lung diseases (ILD) patterns by
extracting the features of ILD from the ILD CT scan image dataset. Yan et al. [27]
proposed a novel multistage deep learning framework for image classification and
applied it on recognition of different body organs. In the pretrained stage, they have
trained a CNN on local patches to separate discriminative and noninformative
patches from the training data. Then, the network is further fine-tuned by these local
patches for the classification task. In a research paper, Dou et al. [28] presented a
novel automatic approach to detect cerebral microbleeds (CMBs) from magnetic
resonance (MR) images. In this work, they proposed a two-stage framework under
3D convolutional neural networks for the task of CMB detection. In the work of
Chowdhury et al. [29], an efficient CBMIR system using convolutional neural net-
work is presented for the automatic retrieval of radiographic images. In the first
stage, a set of images are retrieved by using CNN-based feature comparisons, and
in the second stage, outlier images are filtered out with the help of edge histogram
feature descriptor.

In the research papers that discussed about multiple-based modalities, Qayyum
et al. [30] presented a deep learning-based framework for content-based medical
image retrieval by training a deep convolutional neural network for the classifica-
tion task. Two strategies have been proposed for the retrieval of biomedical images,
one is by getting prediction about the class of query image by the trained network,
and other is to search relevant images in that specific class. Owais et al. [2] proposed
a medical image classification framework for retrieving heterogeneous medical
images by utilizing recent deep learning techniques. The proposed deep learning-
based framework bridges the semantic gap by exploring the discriminative features
(i.e., all low-level and high-level features) directly from the images. These extracted
features are used to perform class prediction-based image retrieval tasks. The per-
formance of the proposed system is evaluated on various multimodal databases for
all possible real-world configuration modes (i.e., closed-world, open-world, and
mixed-world) (Table 3.1).

3.3 Medical Imaging and Image Retrieval

In just 1 year, a leading medical facility in Texas generated more than half a million
medical images in their fight against cancer. With there being so many images to
analyze, harnessing the power of IoT was a must in early diagnosis to present the
correct treatments.

The facility installed a smart CT scanner that uses something known as computer
vision. The scanner sends data directly to the cloud or a series of connected clouds
and uses neural networks and deep learning algorithms to process that in a split
second. The application is able to interpret the image from everything it has learnt
in the past and identify the indicators of cancer that could have potentially gone
unnoticed. This is not a slight against healthcare professionals, but there are some
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Table 3.1 State-of-the-art methods for medical image classification and retrieval

No of
Imaging modalities Study classes | Methodology
Single CT Ciompi et al. [23] | 2 Pretrained
modality convolutional neural
networks
CT Setio et al. [24] 2 Multiview
convolutional neural
networks
CT van Tulderetal. |5 Restricted
[27] Boltzmann
machines
CT Anthimopoulos |7 Deep CNN
et al. [26]
CT Yan et al. [31] 12 Multistage deep
learning framework
MRI Dou et al. [28] 2 3D CNN
X-ray Chowdhury et al. |31 CNN + edge
[29] histogram descriptor
Multiple MRI, CT, PET, OPT, fundus | Qayyum et al. 24 CBMIR using CNN
modalities | camera [30]
MRI, CT, PET, OPT, fundus | Owais et al. [2] 50 Deep residual CNN
camera, X-ray, ultrasound,
endoscopy, visible light
camera

early stage symptoms that are virtually impossible to spot, and the Al was able to
pinpoint those. Doctors are able to provide patients with an on-the-spot diagnosis
and treatment plan.

Smart image processing connected technologies like the CT scanner will also
allow medical device manufacturers to innovate. Integrating smart cloud platforms
to medical devices, they bring to market and licensing cloud analytics capabilities
to their customers as a premium service. Subscription-based cloud analytic services
for medical diagnosis have the potential to drastically improve workflows by allow-
ing for faster and more accurate diagnosis.

Medical image retrieval system is a tool for medical experts to retrieve similar
images to query image in content. Nowadays, with the help of IOT and cloud, the
healthcare industry can maintain large number of patient treatment records in an
efficient manner. The medical experts can access the patients integrated reports
stored in the database and process it for proper diagnosis and treatment. The medi-
cal image data are increasing day by day which exist in many formats, namely
computed tomography, magnetic resonance imaging, ultrasound, and X-ray images.
The medical images produced are large in number because of increasing tomo-
graphic images. Hence, managing and the getting grant use to these large image
databases have become extremely complex. It has a great influence on the clinical
factor in the medical field [32].
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While image processing has the capability of changing how we perceive the
healthcare industry, it is important to be aware of other developments that are
already being use or coming soon. These are a few of the key ones.

e Managing beds and records: Al is being used to manage patient records and
place them in the best room/bed based on their condition.

* Repetitive jobs: Al can automate previously manual jobs such as analyzing
X-rays and scans.

* Treatment design: Create patient treatment plans based on data.

e Virtual doctors: Al applications are being used to offer 24/7 virtual doctor ser-
vices and reduce waiting room times.

e Medication and inventory management: Track medication and inventory across
multiple locations and stocks.

Other developments such as health monitoring (devices like Garmin and Fitbit)
and drug creation through medicine analysis are also in their early stages but look
set to revolutionize the industry.

3.3.1 Content-Based Image Retrieval (CBIR)

A block diagram of a generic content-based image retrieval system is illustrated in
Fig. 3.1. In CBIR, based on the features extracted from the image content, the
images are retrieved from the database. CBIR system contains two phases. One is
offline phase, and other is online. During the offline phase, features are extracted
from each image to establish a local features database. In the online processing
phase, the same feature extraction is performed on the query image and the similar-
ity measurement is calculated between the query image’s features and features of
database images. The measurements can then be used to find the high similarity, or
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Database

Simi
Mea
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- . uery :
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Features !

Fig. 3.1 Block diagram of a generic content-based image retrieval system
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low distance is then displayed to users as retrieval results. The preprocessing and
feature extraction procedures are same in both phases [33].

3.3.2 Content-Based Medical Image Retrieval (CBMIR)

Content-based medical image retrieval system is a method to search and retrieve
similar images to query image from the medical image repository. With the wide-
spread dissemination of picture archiving and communication systems (PACS) in
hospitals, the sizes of medical image collections are increasing rapidly. Therefore,
to manage such large medical databases, the development of effective medical
image retrieval system is required. Apart from this task of managing database, a
specific CBMIR system helps the doctors in making critical decisions about a spe-
cific disease or injury. By retrieving similar images and case histories, the doctors
could make a more informed decision about the patient’s disease stage and diagno-
sis [34]. For medical images, global feature extraction-based systems have failed to
provide compact feature representations as clinically beneficial information is
highly localized in small regions of the image [35-38].

Although a number of methods and approaches have been suggested, it remains
one of the most challenging problems in current (CBMIR) studies, largely due to the
well-known “semantic gap” issue that exists between machine-captured low-level
image features and human-perceived high-level semantic concepts. There have been
many techniques proposed to bridge this gap. Ahmed et al. proposed a novel rele-
vance feedback retrieval method (RFRM) for CBMIR. The feedback implemented
here is based on voting values performed by each class in the image repository.

3.4 Image Classification Techniques

Image classification plays a major role in various computer vision domains, like
image retrieval, online shopping, driverless car, and surveillance. In image classifi-
cation, the main aim is the feature extraction from the images and classifies it into
right classes using any one of the classifiers or classification methods [39]. Soft
computing approaches like neural networks and SVM [40] have made major break-
through for the image classification tasks. For classifications of images or patterns,
one of the best classification methods is multiclass support vector machine (SVM).
Histogram of oriented gradient (HOG) [41] is an efficient gradient-based feature
descriptor for data discrimination, and its performance is excellent comparing with
other feature sets.

Nowadays, the most exciting technology revolution has been the rise of the deep
learning. In the area of computer vision, convolutional neural networks (CNN or
ConvNet) are default deep learning model used for image classification problems.
In these deep network models, feature extraction is figured out by itself and these
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models tend to perform well with huge number of samples. Deep learning often
refers to some hidden elements as hyperparameters as they are one of the most cru-
cial components of any deep learning applications. Hyperparameters are the fine-
tuning elements that live outside the model but that can heavily influence its behavior
and the performance of the model immensely dependent on the selection of right
hyperparameter.

Image classification is a supervised machine learning problem. The labeled train-
ing data are given, and the subset of this training data is used as validation data for
training algorithm. And iterate through training until the model is good. And test the
images using this model, and evaluate the accuracy [42] (Fig. 3.2).

3.5 Machine Learning and Deep Learning Algorithms

Machine learning is the study of algorithms that can extract or learn information’s
automatically. It is the application of artificial intelligence in which the system’s
ability to learn automatically or to make better decision for future and to make
improvement from experiments without being explicitly programmed (Fig. 3.3).

(labeled)
Training Data

(labeled)
Training Data

Prediction/

=iy Inference

Evaluate
Accuracy

Fig. 3.2 Image classification using machine learning

Al - Artificial Intelligence
ML - Machine Learning

DL - Deep Learning

NN - Neural Networks

Fig. 3.3 Relationship between Al, ML, and DL
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Deep learning is a subset of ML algorithms specifically all the various types of
neural networks, and when applied to massive datasets and given massive comput-
ing power, these NN will outperform all other models. DL is the popular fields in Al
(Fig. 3.4).

Machine learning is a field that is focused on the construction of algorithms that
make predictions based on data. Machine learning algorithms can be largely classi-
fied into three categories by the type of datasets that are used as experience. These
categories are as follows:

* Supervised learning.
* Unsupervised learning.

Supervised learning systems make use of labeled datasets. Unsupervised learn-
ing systems use unlabeled datasets to train the system (Fig. 3.5).
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ML and DL have various types of applications in medical domain. Some of them
are as follows:

* Image recognition.
* Image retrieval.
* Image classification.

Image classification is a supervised machine learning problem. The labeled train-
ing data are given, and the subset of this training data is used as validation data for
training algorithm. And iterate through training until the model is good. And test the
images using this model, and evaluate the accuracy.

3.5.1 Bag of Visual Words (BoVW)

Bag of visual words refers to a technique that allows us to compactly describe
images and to perform similarity queries. For example, giving a database of images,
the bag of visual words approach can be used to efficiently find subsets of images
that look similar either among each other or with respect to a given query image.
The bag of visual words uses a set of image features as visual words. It describes the
images by simply counting how often individual visual words appear in an image.
Each image is reduced to visual words, and the actual pixel values do not matter
anymore. In bag of visual words, each image becomes in histogram simply counting
the occurrences of the visual words within the image. All comparisons are per-
formed only using the histograms, not the images [43].

3.5.2  Support Vector Machine (SVM)

In ML, one kind of the most common and successful classifier in supervised learn-
ing is SVM [44] which can be applied for classification and regression problems.
But it commonly used for classification. Supporting vector machine has been suc-
cessfully applied in the field of pattern recognitions, like face recognition and text
recognition. It shows good performance in applications. SVM classification method
can be used for linear and nonlinear data. SVM was originally developed by Vapnik
for binary classification problems. However, it can be applied in multiclass classifi-
cations and widely used in medical image domain [16, 45, 46] (Fig. 3.6).

Linear and nonlinear type of data can be classified using SVM. The technique
used in SVM is called kernel trick which is used to alter the data, and then based on
these alterations, it finds a most appropriate border between the possible outputs.
The goal is to design a hyperplane to classify two classes. The best choice will be
hyperplane that leaves maximum margin from both classes. Separate the points of
two classes using hyperplane with maximum margin. SVM finds its hyperplane
using support vectors and margins.
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3.5.3 Convolutional Neural Networks

Convolutional neural networks (CNN or ConvNets) [42] is a type of deep neural
network which made up of neurons. It is a specific class of feed-forward neural
network in which the connectivity between the neurons inspired by the animal
visual cortex. It is generally used to analyze the visual images by processing data
with grid like topology. A CNN is also called as a “ConvNet.” The first ConvNet
called LeNet is built in 1988. It was used for character recognition tasks like reading
zip codes and digits. This ConvNet was trained by the complex algorithm like
backpropagation.

All CNN model consists of mainly four operations. These are the building blocks
of ConvNets. These are:

1. Convolution.

2. Nonlinearity (ReL.U).
3. Pooling or subsampling.
4. Fully connected layer.

Convolution

All color images have 3 channels—red, green, and blue. These channels have pixel
values ranging from O to 255. But in the case of grayscale images, there is only one
channel with values from O to 255. The values which are very close to 0 represent
the black and values closer to 255 represent the black. To collect features from the
images is the main purpose of the convolution operation.
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Fig. 3.7 Image in
matrix form

Fig. 3.8 Feature matrix

For example, by considering an image of 5 x 5 matrix with values 1 and 0
(Fig. 3.7).

Considering with a 3 x 3 matrix (Fig. 3.8),

Now, the convolution operation performed on the 5 x 5 image with a 3 x 3 fea-
ture matrix can be computed as (Fig. 3.9).

The 3 x 3 matrix which is slide over the image is known as a kernel or filter. The
filter moves over the input image pixel by pixel, and in each cell of the pixel, an
element-wise multiplication operation is performed. And all these outputs are
summed up to get the value which is added to the resultant matrix. This resultant
matrix is called as convolved feature or feature map which is shown in the above
picture. By using different kernel matrices, it produces various types of feature
maps for the same input. Different features of an image like color, patterns, and
boundaries can be extracted using this several filters.

CNN model can learn the values of the filter by itself during the training process,
but it has to specify the parameters like size and number of filters before the
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Fig. 3.9 Convolution operation on image

training. When the number of filters increased, more features of the images are
retrieved and more efficient recognition of patterns can be achieved [47].

e Stride: The number of pixels on which we move the kernel over the given
input image.

e Zero padding: It can change and modify the size of the filter. For applying filter
to the bordering elements of the input matrix of the image, the border of the
image matrix is padded with zeros.

e Depth: The number of filters needed for the convolution operation.

Nonlinearity (ReLU)

Rectified linear unit (ReLU) is a very popular activation function when it comes
with deep learning and even normal neural networks. ReLU is just max (0, x) means;
whenever the x is less than zero, it gives 0, and whenever it is greater than zero, it
remains as it is.

Figure 3.10 depicts the graph of a ReLU function.

Output = max (zero,Input)

Comparing with other nonlinear activation functions like tanh and sigmoid ReLU
performs the best.
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Fig. 3.10 ReLU function
Pooling

Pooling or subsampling reduces the dimension of the image, but it preserves the
important information from the feature map. Several types of pooling operation are
used in ConvNets. They are max pooling, sum pooling, and average pooling.

Figure 3.11 displays the pooling operation.

In max pooling function, the maximum value in the feature map is retrieved from
the given region of elements. In average pooling, it takes the average of the all ele-
ments in the specified region. Like in sum pooling, it consider the sum of the ele-
ments in that region. Considering all pooling functions, the max pooling performs
the best.

Figure 3.12 depicts a max pooling operation of an input image.

Fully Connected Layer

Fully connected layers are those where each node is connected to every previous
and every next node. These layers can lead to overfitting (Fig. 3.13).

Even if the very large training set is given for classification, the ConvNets can
perform well on the unseen images and classify them correctly into the relevant
classes.

3.6 Feature Descriptors

Combining feature descriptors in content-based image retrieval (CBIR) systems
plays a key role due to improve the retrieval performance and reduce semantic gap
between the visual features and semantics concepts. Texture and shape are the two
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significant features in content-based medical image retrieval systems. Each feature
extracted from the image describes various point of view, and multiple feature
descriptors can provide a better description of image content. Local binary pattern
(LBP) [41] features are considered as one of the best texture-based feature extrac-
tion method. The key points are described as multidimensional numerical vectors,
according to their content. In other words, features descriptors are used to determine
how to represent the neighborhood of pixels near a localized key point. The most
efficient feature descriptors in the BoVW model are SIFT and SURF [48].

Feature descriptor involves computing a local descriptor, which is usually done
on regions centered on detected interest points. Local descriptors depend on image
processing to transform a local pixel neighborhood into a compact vector represen-
tation. The local descriptors are broadly used in many of computer vision research,
such as robust matching, image retrieval, and object detection and classification. In
addition, using local descriptors enables computer vision algorithms to deal strongly
with rotation, occlusion, and scale changes.

3.6.1 Speeded-Up Robust Features (SURF)

Herbert Bay et al. introduced the SURF algorithm as a novel scale- and rotation-
invariant interest point detector and descriptor. SURF produces a set of interest
points for each image and a set of 64-dimensional descriptors for each interest
points. To detect interest points, SURF algorithm is based on the Hessian matrix,
but uses a very basic accurate approximation of Hessian determinant using the dif-
ference of Gaussian (DoG). DoG is a very basic Laplacian-based detector. The
descriptor uses a distribution of Haar wavelet responses around the interest point’s
neighborhood [49].

SUREF algorithm is very similar to SIFT algorithm, introduced by David G. Lowe,
in term that they are both an interest point detector and descriptors as image fea-
tures. In SIFT, these features are identified by using a staged filtering approach. The
first stage identifies key locations in scale space by looking for locations that are
maxima or minima of a difference of Gaussian (DoG) function. Each point is used
to generate a feature vector that describes the local image region sampled relative to
its scale-space coordinate frame [50].



3 A Review on Classification and Retrieval of Biomedical Images Using Artificial... 63
3.6.2 Histogram of Oriented Gradients (HOG)

One kind of simple and effective feature extraction methods is HOG feature descrip-
tor. It is a fast and efficient feature descriptor in comparison to the SIFT and LBP
due to the simple computations; it has been also shown that HOG features are suc-
cessful descriptor for detection. Mainly, it is used for the purpose of object detection
in image processing and CV. Using HOG, the shape and appearance of the image
can be described. It divides the image into small cells like 4-by-4 which is used in
this work and computes the edge directions [44]. For improving the accuracy, the
histograms can be normalized. And it contains enough information to visualize the
fashion image shape. For identifying the suitable parameter setting configuration of
HOG parameters, more training and testing processes using the classifier have to be
performed.

3.6.3 Local Binary Patterns (LBP)

Local binary patterns (LBPs) coverts a grayscale image at pixel level to a matrix of
integer numbers. This matrix of labels describes the original image. It computes the
local representation of the texture. It is a visual descriptor used in CV for classifica-
tion. This model is proposed in 1990 and first described in 1994 [44]. When com-
bining with the HOG feature descriptors, it significantly improves the performance.
LBP feature descriptor is a powerful feature used for texture classification.

3.7 Conclusion

Digital images are generated increasingly with the help of IOT sensors and devices,
and this big volume of data is stored in clouds so that they can be accessed by medi-
cal experts or radiologists for decision making and disease diagnosis. The early
detection of diseases is possible in an efficient way with these smart computer sys-
tems. Artificial intelligence techniques like machine learning and deep learning
algorithms are widely used in biomedical image domain. Content-based image
retrieval systems provided state-of-the-art results with the help of different feature
descriptors and classification algorithms. The deep learning technique, convolu-
tional neural networks, machine learning algorithm, and support vector machine
have been used in many research areas for feature classification. In this paper, we
present the review of existing content-based medical image retrieval systems and
techniques used for feature extraction and image classification. Al has a bright
future in the healthcare industry, and this article only touches the surface on the pos-
sibilities. As new technology such as the connected cloud, edge computing, and 5G
become commonplace, the capabilities of innovation will be pushed further to save
time, lower costs, and ultimately improve accuracy.
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Chapter 4

Diagnosis of Breast Cancer by Malignant
Changes in Buccal Epithelium Using
Artificial Intelligence, Internet of Things,
and Cloud Storage

Dmitriy Klyushin, Kateryna Golubeva, Natalia Boroday,
and Dmytro Shervarly

4.1 Introduction

The problem of early diagnosis of breast cancer against the background of
increasing morbidity and mortality from this kind of cancer in the world is
undoubtedly one of the most important. In order to diagnose cancer at an early
stage, an automated mass examination of large groups of the population is needed
in order to detect cancer at an early, asymptomatic stage. An effective screening
test must be highly sensitive and specific, i.e., clearly separate healthy people
from people at risk.

The standard diagnosis of breast cancer consisting of clinical examination, mam-
mography, and aspiration biopsy (Breast Triple Assessment) guarantees high accu-
racy. However, it can be achieved only using quite dangerous invasive procedures
involving radiation and trauma to the tumor, in addition provided that the malignant
process has reached a stage where the tumor can be seen on an X-ray and get into it
with a fine needle. The use of such methods for screening is not effective enough.
Therefore, the second important property of an effective screening method should
be non-invasive and harmless, i.e., it must guarantee the absence of tumor injury and
other dangerous factors.

Some investigations [1] have directly demonstrated the emergence of tumor-
associated changes that are manifested in DNA damage of far-tumor cells in mice
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with M05076 sarcoma, B16 melanoma, and COLON26 carcinoma. The most prob-
able cause of tumor-associated changes in tissues distant from the tumor is consid-
ered as reaction of the immune system to the presence of a tumor.

On the other hand, in [2] the team of authors proved that the DNA in the cell
nucleus is packed as a fractal globule, i.e., twisted along a three-dimensional Peano
curve. Thus, we can hope that a combination of malignancy-associated changes in
the buccal epithelium and fractal nature of DNA packaging in chromatin would be
useful for breast cancer diagnosis and screening. Based on this idea, we developed
a new classifier that would separate healthy people from patients with breast cancer
or fibroadenomatosis by digital image processing of cell nucleus using new tech-
nologies: cloud storages, cloud platforms, and IoT.

Today, the fractal analysis is considered as one the most perspective field of
investigation of cell heterogeneity. For example, the fractal dimension is used for
defining heterogeneity of cells of complex endometrial hyperplasia and well-
differentiated endometrioid carcinoma [3]. It is also used a prognostic factor for
survival in melanoma [4], leucemia [5, 6], and other diseases [7-9]. The investiga-
tions of Nikolaou and Papamarkos [10], Ohri et al. [11], Losa and Castelli [12],
Muniandy and Stanlas [13], etc. have shown the significant potential of fractal anal-
ysis in estimation of the morphological data. Meanwhile, the objects of these inves-
tigations were solely tumor cells but not normal cells with the malignancy-associated
changes.

The malignancy-associated changes (MAC) in cells far from a tumor were inves-
tigated in papers of Susnik et al. [14], Us-Krasovec et al. [15], Andrushkiw et al.
[16], Boroday et al. [17], etc. In these papers it was shown that the analysis of MAC
in buccal epithelium is one of the perspective non-invasive methods for the effective
screening of cancer. Such methods can be divided in two groups: methods involving
the analysis of MAC in non-tumor cells located near a tumor [14, 15] and methods
involving the analysis of MAC in non-tumor cells located far from a tumor, in par-
ticular, in buccal epithelium (oral mucosa) [16, 17].

Thus, the aim of the chapter is to describe the novel highly accurate Al system
for screening of breast cancer based on investigation of fractal properties of chroma-
tin in Feulgen-stained nuclei of buccal epithelium. The chapter is organized as fol-
lows. Section 4.1 contains the introduction and a short survey of papers on the
malignancy-associated changes and fractal analysis in morphology. Section 4.2
describes the material and methods for analysis of MAC in buccal epithelium. In
Sect. 4.3 the system for screening is described. Section 4.4 contains the results of
analysis of control and test groups. Section 4.5 concludes the presentation and
describes some open problems.
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4.2 Materials and Methods

The subject of the study were three groups of people: a control group (29 people), a
group of patients with breast cancer of the second stage (68 patients), a group of
patients with fibroadenomatosis (33 patients), whose diagnosis was confirmed his-
tologically. The dataset consists of 20,256 images of interphase nuclei of buccal
epithelium (6752 nuclei scanned without filter, through a yellow filter, and through
a violet filter).

The initial materials for the study were scrapings of epitheliocytes of the oral
mucosa from the average depth of the spinous layer, obtained after drying at room
temperature, fixation in a mixture of Nikiforov and histochemical reaction of
Feulgen with cold hydrolysis in 57 HCI for 15 min at = 21-22 °C. The DNA con-
tent stained by Feulgen was estimated using the Olympus computer analyzer, con-
sisting of the Olympus BX microscope, Camedia C-5050 digital zoom camera, and
a computer. We investigated 52 cells in average in every preparation. The DNA-
fuchsine content in the nuclei of the epitheliocytes was defined as a product of the
optical density on area. Thus under investigation of the interphase nucleus we
obtained a scanogram of the DNA distribution which is rectangular table (matrix)
160 x 160 pixels.

One of the main requirements that must be met when fixing the parameters of
digital photography of the nucleus is the invariance with respect to the rotation of
the scan, because the orientation of the nucleus on a microscope slide can be com-
pletely random. In order to obtain the invariance with respect to rotation, we pro-
pose to use space-filling curves [18], i.e., to read the RGB values of the colors of the
pixels of the scan not line by line, but along the Hilbert curve. In this way, we can
use any orientation of the nucleus in the image and can consider our image as a vec-
tor, not as a matrix.

The digital images analyzed had a size of 128 by 128 pixels, which allows you to
read all the pixels of the image, following the Hilbert curve of the seventh order.
Thus, we analyzed three arrays of brightness of pixel corresponding to three color
components (Red Green Blue) for each curve.

To apply the space-filling curves, we first binarized the image using as a thresh-
old the median brightness of all the pixels (Fig. 4.1).

Next, we cleaned an image deleting background artifacts (Fig. 4.2).

Then, we cleaned the image by binarization and the mask from the previous
stage (Fig. 4.3).

At the last stage, we overlaid the mask onto the initial image and obtained the
image that further was used for analysis (Figs. 4.4 and 4.5).

However, these dependencies can be interpreted somewhat differently. We
decided to consider the data sequences that occur during the walking along a curve
as the values of the corresponding color component: red, blue, and green. Now you
can use a mathematical apparatus designed for such data sequences (Fig. 4.6).

Given the hypothesis of the fractal nature of chromatin distribution, the Hurst
exponent was chosen for data sequences analysis, which is related to the fractal
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Fig. 4.1 Binarization of an image

Fig. 4.2 Filtering of an image

Fig. 4.3 Cleaned image

dimension D by the formula H = 2 — D. The Hurst exponent is calculated by the
following algorithm [19].

1. Find the deviation of the values of the time series from the average value over a
chosen segment of a sequence

8,x :i(xi—)_c,v), 4.1)
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Fig. 4.4 Last stage of
image cleaning

Fig. 4.5 Feulgen-stained
nuclei of cell in buccal
epithelium

Fig. 4.6 Hilbert curve of
fourth order
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where N is the length of the segment varying from 2 up to the full length of the
sequence, m is the upper limit of summing varying from 1 to N — 1, x; is an element
of the data sequence, X, is the average value of the segment. Thus, we have N — 1

values 52’1\], ceey 5N— I, N+
2. Find the range of deviations

R= mr:r%axN 5m’ N m1:1211nN 5m, N “4.2)
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3. Normalize the range of deviation

0=—, 4.3)

R

s
where s is the standard deviation of the data sequence.

4. Find IgQ and IgN and compute the linear approximation of the dependence of
IgQ on IgN.

5. Find the Hurst exponent, which is the tangent of the angle of the slope of the line
approximating the dependence of 1gQ on IgN.

Methods based on this feature have minimal assumptions about the system under
study, and they are extremely stable. The Hurst exponent characterizes the chaotic
distribution of the elements of the data sequence. If 0 < H < 0.5, then the sequence
is ergodic (Fig. 4.7), i.e., if the system shows growth in the previous period of time,
it is likely that the next moment of time will begin to decline, and vice versa. If
H =0.5, then the sequence is chaotic (Fig. 4.8), i.e., the values of the sequence have
no effect on subsequent values. If 0.5 < H < 1.0, then the sequence is trend-stable
(Fig. 4.9), i.e., if the sequence increases or decreases in the previous segment, it is
likely that it will continue this trend in the next segment. If H > 1, then we are talk-
ing about a fractal Levy random process (Fig. 4.10). There are independent ampli-
tude jumps, distributed by Levy for in the segment determined by the magnitude of
the jump, and increasing with it.

For each cell, the H values for the data sequence of the red, blue, and green com-
ponents were calculated. The following features were calculated for every patient
(the first group of features): the average value of the Hurst exponent for every
patient, the maximum value of the Hurst exponent of every patient, and the mini-
mum value of the Hurst exponent for every patient. Therefore, we calculate mingy,
mingy, Mingy (minimum values for three colors for all patient cells), maxgy, maxgy,
maxgpy (maximum values for three colors for all patient cells), and avergy, avergy,
averyy (average values for three colors for all the patient’s cells).

As we shall see further, this stage of the screening discovered that the most infor-
mative is the blue color parameters. Thus, for each patient the following descriptive

Fig. 4.7 Ergodic data
sequence
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Fig. 4.8 Chaotic data 1,2
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statistics of the Hurst exponent of the blue component for all the cells were calcu-
lated additionally (the second group of features).
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Classification of the data was made using the method of decision trees
CART. Figure 4.11 demonstrates one of such tree.

To test the accuracy of the proposed method of screening we used the cross-
validation method one-leave-out, i.e., we built a tree on all but one observation, then
checked this observation on the resulting tree, and then repeated this procedure for
every patient.

4.3 Outline of Screening System

The World Health Organization considers the fight against breast cancer, which
includes prevention, early detection, diagnosis and treatment, rehabilitation, and
palliative therapy, as one of its main tasks (see https://www.who.int/topics/cancer/
breastcancer/ru/index3.html).

Prevention refers to the fight against the main risk factors for breast cancer, as
well as the promotion of a healthy diet, physical activity, alcohol withdrawal, and
the fight against obesity. Together, these activities help to reduce the incidence of
breast cancer.

Often, preventive measures alone cannot significantly reduce the incidence of
breast cancer due to the constraints associated with economic conditions in different
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countries. Therefore, the emphasis in the fight against breast cancer should be on its
early detection, which can improve treatment efficacy and survival.
There are two types of early detection of breast cancer:

1. early diagnosis and treatment of cancer;
2. screening populations without visible symptoms to recognize people with sus-
pected breast cancer.

One of the most important factors in the early spread of breast cancer is the early
diagnosis of cancer. The more cancer is diagnosed, the more effective its treatment
and patient survival.

Currently, the main components of screening are mammography and breast self-
examination. Despite the fact that mammography is considered to be the only
screening method that has proven its effectiveness, it is a complex and expensive
method, which also involves the use of X-ray radiation. The effectiveness of breast
self-examination has not yet been reliably evaluated, but its use increases the disci-
pline and awareness of women and is therefore beneficial. So, mammography is
considered the only screening method that has no alternatives as the main screening
method. Nevertheless, its shortcomings are pushing researchers to look for other
screening methods that are non-invasive, highly accurate, and easily implemented
in practice using computer technology in particular, cloud platforms and IoT
devices.

As shown above, the described screening method is associated with storing a
large amount of graphic images and numerical data. Cloud platforms are increas-
ingly being used to efficiently store and process such data such as AWS, Amazon,
Google Cloud, Kaggle, etc.

An equally important part of screening is maintaining communication with the
patient after the diagnosis. Since the processing of smears, their staining, drying,
and photographing can take 2-3 h, the patient can leave the screening site and
recover from their business and then get a report on the IoT device, in particular on
a smart watch or fitness bracelet. It is also possible that to clarify the diagnosis, the
patient will have to repeat the procedure, so maintaining contact with him is a very
important component.

Modern IoT systems are created on the basis of data transfer protocols (CoAP,
DTLS, Eddystone, HTTP, iBeacon, MQTT, PJON, STOMP, WebSocket, XMPP,
etc.) for connecting end devices with cloud platforms (Azure IoT Suite, Amazon
Web Services IoT, Kubernetics, OpenStack, etc.). We can develop the following
scheme (Fig. 4.12).

A possible scenario of the screening may be follows:

1. Potential patient receives an invitation to visit a clinic and to pass a screening
procedure through an IoT-gadget.

2. Patient visits a clinic and passes the analysis.

3. Patient goes away from a clinic and waits for results.
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HTTP loT-device HTTP loT-device L HTTP loT-device
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Fig. 4.12 Possible scheme of a screening system

4. Patient receives the results. Depending on the results she can obtain advice to
visit invitation to mammologist, invitation to visit a clinic once more to refine the
analysis or congratulations with favorable results and advises on healthy lifestyle.

5. Patient may program her [oT-gadget for systematic screening of mammary gland
(one per 2-3 year) and use it for control of the health.

4.4 Results and Discussion

Classification based on the Hurst exponent depends on the properties of a data
sequence. From the other hand, three channels of the model RGB can produce data
sequences of different type. Thus, at the initial stage we must analyze type of data
sequence and select a component which is potentially most useful for screening and
produce a trend-stable data sequence (Tables 4.1, 4.2, and 4.3).

These results indicate the existence of a certain shift in the red and blue compo-
nents: trend-stable data sequences are characteristic of all healthy and most patients
with fibroadenomatosis and cancer, but some patients in the latter two groups fall
into the extreme category of random processes with fractal time. However, it should
be noted that for the two-sample Z-criterion and y>-criterion with significance levels
of 0.05, this difference is not statistically significant. According to the green com-
ponent, such a division does not exist at all. Therefore, these diseases are not subject
to simple classification by type of data sequence although the hypothesis of the
presence of a shift gives grounds for the application of more complex methods of
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Table 4.1 Distribution of data sequence types in the groups of patients for red component

Type/diagnosis Healthy Breast cancer Fibroadenomatosis
Ergodic 0 0 0

Chaotic 0 0 0

Trend-stable 29 54 27

Fractal 0 14 6

Table 4.2 Distribution of data sequence types in the groups of patients for green component

Type/diagnosis Healthy Breast cancer Fibroadenomatosis
Ergodic 0 0 0

Chaotic 0 0 0

Trend-stable 2 6 6

Fractal 27 62 27

Table 4.3 Distribution of data sequence typ

es in the groups of patients for blue component

Type/diagnosis Healthy Breast cancer Fibroadenomatosis
Ergodic 0 0 0

Chaotic 0 0 0

Trend-stable 29 43 24

Fractal 0 25 9

discriminant analysis. Thus, the method of classification and regression trees
(CART) and the blue component were chosen for classification.

We used two-stage classification. At the first stage, we constructed a decision
tree and obtained a decision rule. Second, we classified patients using leave-one-out
cross-validation, the Hilbert curve, and the first group of the features. Comparing
the control group with breast cancer and fibroadenomatosis we randomly selected
51 patients with these diagnoses to prevent misbalancing (Figs. 4.13, 4.14, and 4.15;
Tables 4.4,4.5,4.6,4.7,4.8, 4.9, and 4.10).

Further, assessing the quality of the model for its accuracy, we will use the tradi-
tional scale: excellent (0.9-1.0), very good (0.8-0.9), good (0.7-0.8), average
(0.6-0.7), and unsatisfactory (0.5-0.6).

Summarizing these results, we can state that our method using the first group of
the features differentiates control group and breast cancer with high sensitivity but
modest specificity, almost does not distinguishes control group and fibroadenoma-
tosis and has average accuracy comparing control group and joint group consisting
of patients with breast cancer and fibroadenomatosis. The clear difference between
control groups and breast cancer groups reflects the fact that the latter patients have
significant malignancy-associated changes. The malignancy-associated changes in
the patients with fibroadenomatosis are not so significant, and, as a result, the con-
trol group and fibroadenomatosis and the control groups and the joint group are
distinguished not so good.

Consider the results obtained for the second groups of features consisting of
descriptive statistics: variance, mean square, 75th empirical quartile, median,
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Fig. 4.15 Decision tree for control and joint group of breast cancer and fibroadenomatosis

Table 4.4 Contingency table of decision tree for differential diagnosis between control and breast
cancer for the first group of features

Diagnosis Control Breast cancer Total
Control 21 8 29
Breast cancer 6 62 68
Total 27 70 97

Table 4.5 Contingency table of cross-validation between control and breast cancer for the first

group of features

Diagnosis Control Breast cancer Total
Control 20 9 29
Breast cancer 5 63 68
Total 25 72 97

Table 4.6 Contingency table of decision tree for differential diagnosis between control and

fibroadenomatosis for the first group of features

Diagnosis Control Fibroadenomatosis Total
Control 27 2 29
Fibroadenomatosis 9 24 33
Total 36 26 62
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Table 4.7 Contingency table of cross-validation between control and fibroadenomatosis for the

first group of features

Diagnosis Healthy Fibroadenomatosis Total
Healthy 18 11 29
Fibroadenomatosis 12 21 33
Total 30 32 62

Table 4.8 Contingency table of decision tree for differential diagnosis between control and joint
group of breast cancer and fibroadenomatosis for the first group of features

Diagnosis Control BC&FAM Total
Healthy 27 2 29
BC&FAM 3 48 51
Control 30 50 80

Table 4.9 Contingency table of cross-validation between control and joint group of breast cancer
and fibroadenomatosis for the first group of features

Diagnosis Healthy BC&FAM Total
Healthy 27 2 29
BC&FAM 14 37 51
Total 41 39 80

Table 4.10 Pairwise specificity, sensitivity, and accuracy of differential diagnosis for the first
group of features

Control vs breast cancer
Sensitivity, % 92.65
Specificity, % 68.97
Accuracy, % 85.57

Control vs fibroadenomatosis
Sensitivity, % 66.67
Specificity, % 58.62
Accuracy, % 62.90

Control vs BC&FAM
Sensitivity, % 72.00
Specificity, % 86.21
Accuracy, % 72.22

harmonic mean, geometrical mean, average cut-off value (including all but 5%),
arithmetic mean, and excess values. We applied to these data the two-stage proce-
dure described above: (1) construction of a decision tree; (2) classification using
leave-one-out cross-validation, Hilbert curve, and the second group of the features.
To avoid misbalancing, for comparison the control group with breast cancer and
fibroadenomatosis we randomly selected 51 patients with BC and FAM into a joined
group (Figs.4.16,4.17,and 4.18; Tables 4.11,4.12,4.13,4.14,4.15,4.16, and 4.17).
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Fig. 4.18 Decision tree for control and joint group of breast cancer and fibroadenomatosis

Table 4.11 Contingency table of decision tree for differential diagnosis between control and
breast cancer for the second group of features

Diagnosis Healthy Breast cancer Total
Healthy 21 8 29
Breast cancer 6 62 68
Total 27 70 97

Table 4.12 Contingency table of cross-validation between control and breast cancer for the

second group of features

Diagnosis Healthy Breast cancer Total
Healthy 21 8 29
Breast cancer 10 58 68
Total 39 66 97

Table 4.13 Contingency table of decision tree for differential diagnosis between control and
fibroadenomatosis for the second group of features

Diagnosis Healthy Fibroadenomatosis Total
Healthy 26 3 29
Fibroadenomatosis 6 27 33
Total 53 9 62
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Table 4.14 Contingency table of cross-validation between control and fibroadenomatosis for the

second group of features

Diagnosis Healthy Fibroadenomatosis Total
Healthy 25 4 29
Fibroadenomatosis 7 33 33
Total 32 37 62

Table 4.15 Contingency table of decision tree for differential diagnosis between control and joint

group of breast cancer and fibroadenomatosis for the second group of features

Diagnosis Control BC&FAM Total
Control 27 2 29
BC&FAM 6 45 51
Total 33 47 80

Table 4.16 Contingency table of cross-validation between control and joint group of breast cancer
and fibroadenomatosis for the second group of features

Diagnosis Control BC&FAM Total
Control 26 3 29
BC&FAM 10 41 51
Total 36 44 80

Table 4.17 Pairwise specificity, sensitivity, and accuracy of differential diagnosis for the second

group of features
Control vs breast cancer
Sensitivity, % 85.29
Specificity, % 72.41
Accuracy, % 81.44

Control vs fibroadenomatosis

Sensitivity, % 81.82
Specificity, % 86.21
Accuracy, % 83.87
Control vs BC&FAM
Sensitivity, % 78.43
Specificity, % 89.66
Accuracy, % 78.43

Summarizing these results, we can state that our method using the second group of

the features differentiates control group and breast cancer with high sensitivity and
good specificity, much better that the first group distinguishes the control group and
fibroadenomatosis and has good accuracy comparing the control group and the joint
group consisting of patients with breast cancer and fibroadenomatosis. Thus, the
descriptive statistics of the distribution of the Hurst exponent is quite perspective fea-
tures for differential diagnosis and screening breast cancer and fibroadenomatosis.
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4.5 Conclusion

We were able to detect tumor-associated changes in the fractal structure of chroma-
tin in people with fibroadenomatosis and breast cancer. This difference means that
the information “encoded” in the cells has a certain coefficient of “chaos,” and in
healthy cells there is more “chaos” than in patients (Hurst exponent is closer to 0.5).
The constructed classification models have very good, which allows to detect the
presence of malignant or benign tumors in the human body during screening. At the
same time, they cannot be used for the differential diagnosis of cancer and fibroad-
enomatosis, and this topic needs to be investigated by other methods.
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Smart IoT Treatment: Making Medical
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Abbreviations

Al Artificial intelligence
ANOVA  Analysis of variance

BCI Brain computer interface
CNN Convolutional neural network
CT Computed tomography

GPU Graphics processing unit
IoMT Internet of medical things
IoT Internet of things

IT Information technology

ML Machine learning

PET Positron emission tomography

5.1 Introduction

Modernization and Competition among the countries economically and
technologically is taking the world toward a new revolution. Technological evolution
is taking place at a high speed and continues progressing toward new heights with
advancements. With these rising competitions, technologies have made much
progress in the field of big data tools like Machine Learning (ML), Al, Internet of
Things (IoT), etc. In order to evolve out of others, advance their position and to
become a dominating force in success in the field of Al gave rise to a race among
the countries worldwide. Apart from Al other tools like Internet of Things (IoT) is
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also gaining more and more attention widely, it has the capability to provide smart
physical environments via cyberphysical services to the people [1]. In almost every
field, big data tool like Machine Learning has been proved as an excellent tool for
various complex researches requiring huge complex data by detecting its meaningful
patterns [2]. Human activity recognition is also being adopted widely in recent
years for healthcare monitoring, gait measurement, mental activities and functioning,
and many more [3]. However, Al is not only limited to the field of machines and
technology but is also spread across other fields as well. In the field of healthcare its
application has given the world a way to better and healthy lifestyle.

According to various researches, there is lack of proper healthcare system in half
of the world and near about 100 million people are penniless [4, 5]. In the data given
by the WHO, it predicted that in the coming future, there will be shortage of proper
medical facilities and experts by near about 129 million [6]. So, WHO started focus-
ing on the improvement of the technologies in the field of healthcare by concentrat-
ing on the application of Al to improve the conditions of healthcare system. World
Health Organization [7, 8]). Even the countries worldwide are contributing in Al to
bring evolution in the field healthcare by spending investing considerable amount of
money in it. There was an investment of around $20 billion by the United States,
China, and United Kingdom in 2016 [9, 10].

Thus, Al is being implemented in order to remove the loopholes in the healthcare
system in order to remove the disparities prevailing in healthcare globally [11]. Al
is not just a machine-oriented term applicable on machines or in technological field
but is widely distributed and is leading to growth of various other fields, functions,
and technology. It can be generalized as well as narrow in its concept based on the
quantity and richness of the data it uses, due to which there is no clear definition of
the AI [9, 12]. In simplified terms, Al can be defined as the emulation of the human
perception and intelligence, self-improvement, interconnection [13—15].

Incorporation of Al into the field of healthcare aims to reduce costs, improving
healthcare services, medical decision-making, control the spreading diseases, and
they provide required fallibilities for widespread health ailments, supporting, and
improving the lifespan of the people specially aged ones, etc. [16, 17]. Al has pro-
gressed a lot by providing digital medical records along with digitalized curing
techniques, health experts, etc. It also includes strategies in order to develop the
infrastructure, research methods, opportunities, literacy, economic and legal poli-
cies [18-24].

Al is increasingly being used widely in healthcare, which stated few years back,
and is having strong base in medical system [14, 15, 25-27]. According to an arti-
cle, Journal Natural, published in 2017, a skin cancer was detected with the help of
Al as effectively as a dermatologist [28], and in 2018, it was claimed by another
article that the skin cancer was diagnosed much better than a dermatologist [29].
Similarly, there are various successful applications of it in other countries as well,
like in France has been said that there can be replacement of medical experts, being
radiologist and pathologist, to the Al system in healthcare and they are working
enough to bring this change and to adapt it ([13] (SFR-IA Group, CERF, French
Radiology Community, 2018; Dreyer & Geis, 2017).
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Besides progressing, Al is facing some challenges as well in the field of healthcare
with the makeable impact on the health system, services, organization, society, and
the people [16, 17]. Though AI has been adopted widely in various fields of
medicine, it has marked its visible positive outcomes in medicinal field with modi-
fications and achievements by reducing cost of healthcare services to some extent
and delivering quality and advanced healthcare facilities [14, 15, 30-32]. But there
is lack of required information and its impact on healthcare services to some extent
with limited idea about its outcomes of medicinal practice. Since application of Al
in healthcare involves huge amount of quality, data are not possible to be carried out
with limited investment which give rise to limited information, and variations in its
applications as developing and underdeveloped countries may lack minimum
required investment and infrastructure [4, 11]; (The Lancet Public Health, 2019).

In spite of being fewer practical implications of Al in medical field, it has positive
outcomes, till now, of its applications. It can be further used and improved in order
to bring out its wide applications, by minimizing the existing loopholes and
unwanted variations of Al in medical field [33]. Al can be improved further with the
implication of more investments in Al in healthcare, admitting more health experts
and healthcare staffs, carrying out required researches in order to explore more of
its practical implications, etc. For example, applications of Al in identification of
various diseases and widespread complex health ailments with deeper researches onit.

5.2 Review of Literature

Data-based Al along with machine learning is one of the emerging tools currently,
in various fields, in order to sort out various issues being faced in such fields [34—
39]; (Le & Kong, 2011) and will be helpful in getting and maintaining relatively big
data in this data-driven era. There have been many Al tools giving a transformation
to the way a healthcare services are carried out, and it includes robotics, speech and
scene recognition, language processing, sensory systems, etc., having a wide influ-
ence in different fields [40, 41]. AT has been applied not only in curing or treating in
healthcare but also for providing various related services. It has helped in under-
standing languages and speeches, solved various issues, possible treatments, model-
ing, etc. Talking about some of the applications of Al, Al is helpful in recognition of
various languages being used worldwide, to carry out researches based on previous
data and information, and the robots being used nowadays are also the application
of Al only, which is used to serve in every field worldwide [42].

Since we all are in the phase of vast revolution in industries and technology with
the inclusion and combination of various types of technology, Al is prevailing in the
field of medicines [43, 44]. Potential of Al is being welcomed by most of the parts
of the society but along with it there are list of cautions as well to be taken care of.
Once in news headlined “A.I. can be a boon to Medicine That Could Easily Go
Rogue,” it was said that Al being a gift for the society can become a curse as well
[45]. Then also it is being widely accepted and used in medical field. In order to
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make use of Al efficiently, one should make predictions of its pros and cons with
past applications and future requirements, etc., in medical stream [46]. There are
probable chances of some mistakes, possibility of data manipulations, biasness in
the data interpretation, data loss, cyber-crimes, unsuccessful implications of the
data or the information, and many more.

In medical stream, Al is performing well enough thus boosting the medical
science and pushing it toward growth, and it has helped a lot in investigating more
about complex diseases that include ophthalmology, cancer detection, etc., which a
human cannot do to certain extent [47-50]. Al is being used to detect various dis-
eases in order get the idea about the disease, its symptoms, possible cures, etc., and
to have a better understanding of its treatments and applicable medicines [14, 15,
51-56]. Due to its increasing use, it is predictable that there can be replacement of
the clinical experts to this Al, so there is need of medical planning in order to main-
tain the ratio [14, 15, 54]. It is so because human mind cannot store and process
such big data, neither humans can manipulate data to make out various outcomes
not it can have the storage of medicinal records and information to large extent [57].

Al is being used in order to create data related to health or personal health of the
people or the patients in the hospital. These data are created in various forms and are
kept and used by the laboratories to carry out certain investigations, by the doctors
to understand the patient’s health conditions, etc. These data are not only used in the
hospitals or the research laboratories but also by certain institutions or I'T companies
to carry out several research on healthcare or on application Al in various field with
more wide scope [58]. Data available for various sets in healthcare are being used
according to their models to be examined which determines the use of the data,
purpose of the data to be used, information required, data to be used by whom, etc.
An information is basically a set of data that are being used and kept by the organi-
zations but nowadays these data are being used by the organizations or the institu-
tions for the further analysis of the possible applications of the Al in healthcare
(Data Governance Institute, n.d.) [59-61].

There are many cases where Al acted as a savior in order to carry out crucial or
complex tasks in medical science when all other calculative or statistical tools were
unable to perform the required tasks [62—64]. In medical field, Al has proved itself
through various successful outcomes. With proper decisions and applications, Al
has been used in cancer detection, recognizing persistent or incurable health issues,
identifying possible curing methods for breast cancer, curing and predicting the
reasons behind human mental illness, psychological disorders, fatigue, and many
more [65-70].

Al is being used to carry out physical health detection but is not being applied to
that extent in mental health detection [54, 71]. Mental health diagnosis requires
large amount of complex data, not only quantitative but also qualitative, due to
which Al has not been able to make more of mental health diagnosis. But there is
large scope of Al in mental health diagnosis [72—77]. We are not so familiar with the
complete interaction of the biological, social, and psychological system of the soci-
ety and its people. Application of Al techniques and its other associated technologi-
cal tools will help a lot to determine and understand these interactions more deeply
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which can take mental health diagnosis and its treatment to a level apart. For this,
there is need to bring Al into mental health wellness as much as possible in order to
make use of complex and big data through AI [77-79]. In order to detect and moni-
tor the mental health of a person, Internet of Medical Things (IoMT) and Brain
Computer Interface (BCI) are novel approach but are unexplored area for the
research in the field of healthcare [80]. Brain tumors are the most serious ailment
being faced nowadays as there is only 34.9% of survival rate is being determined in
brain tumors. Thus, the early detection of the brain tumors is necessary for its diag-
nosis [81].

There was a time when image predictions and the interpretations of the complex
data were carried out manually via human eyes and most of the information used to
get missed. But the application of Al in medical imaging or the echocardiography
has been very beneficial for the medical development. It is used to understand that
in what way a ventral stream is organized with the use of Convolutional neural net-
work (CNN). Such methods help to interpret large and complex data; apart from
such complex methods, several other methods are also available like support vector
machines, random forests, etc.; along with this, it has a drawback that it causes the
problem of overfitting, load of computation, and required huge amount of memory
and data [82-87]. In order to automatically process the data to learn and understand
the sets of various medical data, blood tests and its images, clinical notes, etc., are
made by using these methods. Not only solving the complex data and information,
AT has been very advanced in medical imaging, thus giving it a new direction. In
spite of all these, understanding medical imaging with the application of Al requires
lots of training and experience to solve the complex issues or the abnormalities [83,
88]. Continuous development of medical imaging via computed tomography (CT),
ultrasound, positron emission tomography (PET), etc., has led to rise in the amount
of data being generated for interpretation. Since it requires proper experience and
knowledge to interpret, the complex information is the only drawback of this method
[89]. Institutions and various academic organizations are looking toward to solve
the following loopholes by combining Al to various other technological tools in
order to carry out analyzing, interpreting, categorization, notes on medical imaging
by controlling computing costs, expanding GPU power, wide dataset for training
purpose, financing for the institutions, etc., [90].

AT with the help of deep learning method (subpart of Al) can be helpful toward
detecting and collecting information about the drugs or the medicines being used in
healthcare. This could open the way for healthcare industry to much more devel-
oped healthcare system. Research is being carried out on developing, improving,
creating the drugs though trials on the recruited patients, thus removing the possible
uncertainties and the biasness in the process of detection [91-94]. There are various
uses of Al in drug development like drug targeted association, protein characteris-
tics, drug, combination, pharmacological properties, etc. [95-97]. Also, curing tar-
gets, developed medicines, creating links between drugs and the illness will lead Ai
further in the field of drugs [17, 98]. Looking at the past performances of the tech-
nology in drug detection and development, due to Al and deep learning there is vast
development in this field by investments, minimizing inaccuracies, proper
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researches, etc., which provided the ease of detection of probable issues and pre-
dicting the features and risks associated with the drugs [99-103].

Data kept by the organizations consist to complex data as well as the data related
to the personal details or the personal heath of the people which are being used to
be carried out through Al, and with this application of data for development and
improvements Al in the field of healthcare, there is need of privacy of the data to be
kept as well [104, 105]. There are several regulations being laid down by the gov-
ernment as well as by the researchers to maintain the standards of the data and other
related infrastructures in order to facilitate the data interface [104—106]. Such data
are based on several assumptions being made by the researchers which when applied
may or may not give the positive outcomes; thus, there is chances of getting exploited
or biased outcomes than required. So, there is need to be more precise and need of
more relevant or accurate information of Al and the related technological tools
being used in order to develop and improve the Al application in healthcare to bring
out the changes in the methods and perspective of Al or technological applications
[105, 107].

5.3 Objective

To identify a conceptual model for understanding the factors determining patient
satisfaction for the use of artificial intelligence in healthcare.

5.4 Research Methodology

In the present study, USA, Canada, Australia, UAE, and China were chosen as a
place of survey as these are the advanced countries and the use of Al is highest in
these countries as compared to other countries. People in these countries prefer Al
based treatments over other methods of treatment. Thus, 249 samples were col-
lected from different locations in USA, Canada, Australia, UAE, and China with the
help of structured questionnaire, which were sent to the respondents through email.
Initially, around 40 quality parameters were identified for determining customers’
awareness and preferences about Al in healthcare. Five-point Likert scale ranging
from 1: strongly disagree to 5: strongly agree as used by Cronin and Taylor (1992)
was introduced for the measurement of each parameter. Along with these parame-
ters, demographic and psychographic variables were also recorded for the respon-
dents. Data after proper cleaning and validation were used for several multivariate
analyses to attain the objectives of the study.
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5.5 Findings and Analysis

The value of Kaiser-Meyer-Olkin statistic is 0.898 (Table 5.1) and is also larger and
greater than 0.5. The approximate Chi-square statistic is 3969.739 with 378 degree
of freedom which is significant at 0.05 level.

Factor 1(Personal Touch) accounts for a variance of 9.504 which is 33.94% of
the total variance (Table 5.2), likewise Factor 2 (Comprehensive Gap) accounts for
a variance of 3.422 which is 12.22% of the total variance, Factor 3 (Answerability)
accounts for a variance of 1.772 which is 6.329% of the total variance, Factor 4
(Nerve Racking) accounts for a variance of 1.560 which is 5.57% of the total vari-
ance, Factor 5 (Wrong Reporting) accounts for a variance of 1.231 which is 4.396%
of the total variance, and Factor 6 (Enlightened) accounts for a variance of 1.145
which is 4.092% of the total variance, and thus, the first six factors combined
account for 66.553. From the (Fig. 5.1), we can take factor whose eigenvalues are
greater than one. An eigenvalues represent the amount of variance associated with
the factor.

In the rotated factor matrix (Table 5.3), Factor 1 has high coefficient for the
variables, V26—As a patient, I want to be treated as a person, not as a number,
V28—It’s important to ask questions while getting the result, V23—It is important
to read how doctors work before getting a scan/reports, V24—Humans are essential,
when discussing the results of a scan, V25—Personal contact is involved in getting
the results, V27—Explanation would be missed, when a computer gives the result,
V30—Humans and artificial intelligence can accompaniment each other, V16—It is
important to have a good understanding of the results of a scan/reports. Therefore,
this factor may be labeled as “Personal Touch.” Factor 2 has high coefficient for the
variables, V21—It is important to ask questions on the accuracy of the results,
V22—It is important to be well informed about the process of scan being made,
V19—It is important that a scan provides as much information about the body as
possible, V18—It is important to talk with someone about the results of a scan/
reports, V20—It is important to get the results of a scan as quickly as possible,
V17—It is important to be able to ask questions personally about the results of a
scan/reports. Therefore, this factor may be labeled as “Comprehensive Gap.” Factor
2 has high coefficient for the variables, V12—It is unclear that how a computers will
be used in evaluating scans/reports, V13—Although computers are better in evalu-
ating scans, [ will still prefer a doctor, V14—When artificial intelligence is used,
personal data may go into the wrong hands, V11—It’s quite worrisome that a com-
puter does not take feelings into account. Therefore, this factor may be labeled as
“Answerability.” Factor 4 has high coefficient for the variables, V5—It’s a matter of

Table 5.1 KMO and Bartlett’s test

Kaiser-Meyer-Olkin measure of sampling adequacy 0.898
Bartlett’s test of Sphericity Approx. Chi-Square 3969.739
Df 378
Sig. 0.000
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Table 5.2 Total variance explained
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Extraction sums of squared

Rotation sums of squared

Initial eigenvalues loadings loadings
% of Cumulative % of Cumulative % of Cumulative

Component | Total | variance | % Total | variance | % Total | variance | %

1 9.504 | 33.943 33.943 9.504 | 33.943 |33.943 4.864 | 17.373 | 17.373
2 3.422 | 12.221 46.164 3.422 | 12.221 |46.164 4.116 | 14.698 |32.072
3 1.772 | 6.329 | 52.493 1.772 | 6.329 |52.493 2.905 | 10.376 |42.448
4 1.560 | 5.572 | 58.065 1.560 | 5.572 | 58.065 2.55419.121 51.569
5 1.231 | 4396 | 62.461 1.231] 4396 |62.461 2.502 | 8.934 | 60.503
6 1.146 | 4.092 | 66.553 1.146 | 4.092 | 66.553 1.694 | 6.051 66.553
7 0.945 | 3374 | 69.927

8 0.787 | 2.809 | 72.737

9 0.743 | 2.654 | 75.390

10 0.645 | 2.303 77.693

11 0.605 | 2.162 | 79.855

12 0.598 | 2.135 81.990

13 0.540 | 1.928 83.918

14 0.460 | 1.641 85.560

15 0.449 | 1.603 87.163

16 0.420 | 1.501 88.665

17 0.371 | 1.324 | 89.989

18 0.368 | 1.316 | 91.305

19 0.327 | 1.167 | 92.472

20 0.322 | 1.150 | 93.622

21 0.311 ] 1.110 | 94.732

22 0.270 | 0.964 | 95.696

23 0.243 | 0.867 | 96.563

24 0.232 | 0.829 | 97.393

25 0.206 | 0.735 98.128

26 0.196 | 0.699 | 98.827

27 0.174 | 0.622 | 99.448

28 0.154 | 0.552 |100.000

Extraction Method: Principal Component Analysis

awe that how a computer can give the results of a scan/reports, V6—Doctors get
lazy due to Artificial intelligence, V3—Humans can get a better overview than the
computers on what happens in my body, V4—It’s a matter of worry when a comput-
ers analyze scans/reports without humans intrusion. Therefore, this factor may be
labeled as “Nerve Racking.” Factor 5 has high coefficient for the variables, V15—
Artificial intelligence may prevent errors, VO9—A computer should never be trusted
blindly, V7—Reports/Scans are not ready for evaluating by implementing artificial
intelligence. Therefore, this factor may be labeled as “Wrong Reporting.” Factor 6
has high coefficient for the variables, V36—If cost is not the matter, then a com-
puter should be used to make a full body scan instead of looking at specific body



5 Smart IoT Treatment: Making Medical Care More Intelligent 95

Scree Plot

10+

Eigenvalue

T T T T T T T T T T T T T T T T T T T
10111213141516171819202122232425262728
Component Number

—
N -
w -
g
o1
o~
~ =
0
© -

Fig. 5.1 Scree plot

parts, V33—Due to the use of artificial intelligence, few number of doctors are
required, V39—If a computer can predict about the disease that we can get in the
future, I want to know that no matter what. Therefore, this factor may be labeled as
“Enlightened.” Table 5.4 helps to identify which factors have been extracted.

H,:B, =0

The null hypothesis implies that there is no linear relationship between Patient
Satisfaction and the factors ‘“Personal Touch,” “Comprehensive Gap,”
“Answerability,” “Nerve Racking,” “Wrong Reporting,” and “Enlightened.”

H,:B,!=0

The alternative hypothesis implies that there is relationship, positive or negative,
between Patient Satisfaction and the factors “Personal Touch,” “Comprehensive
Gap,” “Answerability,” “Nerve Racking,” “Wrong Reporting,” and “Enlightened.”

In the above Table R-square (Table 5.5) value is 0.395 which indicates 39.5% of
the total variation in the dependent variable, overall satisfaction can be explained
by the independent variables, “Personal Touch,” “Comprehensive Gap,”
“Answerability,” “Nerve Racking,” “Wrong Reporting,” and “Enlightened.”
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Table 5.3 Rotated component matrix

Component

1 2 3 4 5 6
V26 0.813
V28 0.809
V23 0.748
V24 0.706
V25 0.666
V27 0.661
V30 0.612
V16 0.438
V21 0.871
V22 0.832
V19 0.811
V18 0.792
V20 0.734
V17 0.689
Vi2 0.754
V13 0.754
V14 0.695
Vi1 0.607
V5 0.765
A% 0.718
V3 0.592
V4 0.575
V15 0.781
V9 0.752
\% 0.633
V36 0.839
V33 0.767
V39 0.484

Extraction Method: Principal Component Analysis

Rotation Method: Varimax with Kaiser Normalization
4Rotation converged in 7 iterations

From the above ANOVA table (Table 5.6), we can see that the regression model
predicts the dependent variable significantly well and it is statistically significant as
p-value is less than 0.05. Thus H, is rejected, whereas H, is accepted.

The coefficient table (Table 5.7) helps to predict overall satisfaction from
“Personal Touch,” “Answerability,” “Nerve Racking,” “Wrong Reporting,” and
“Enlightened,” and from the table, these factors are statistically significant to the
regression model. The factor “Comprehensive Gap” is statistically not significant in
the coefficients table.
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Table 5.4 Factors Extracted determining patient satisfaction for the use of artificial intelligence in

healthcare

Personal touch

As a patient, I want to be treated as a person, not as a number

It’s important to ask questions while getting the result

It is important to read how doctors work before getting a scan/reports

Humans are essential, when discussing the results of a scan

Personal contact is involved in getting the results

Explanation would be missed, when a computer gives the result

Humans and artificial intelligence can accompaniment each other

It is important to have a good understanding of the results of a scan/reports

Comprehensive
gap

It is important to ask questions on the accuracy of the results

It is important to be well informed about the process of scan being made

It is important that a scan provides as much information about the body as
possible

It is important to talk with someone about the results of a scan/reports

It is important to get the results of a scan as quickly as possible

It is important to be able to ask questions personally about the results of a
scan/reports

Answerability

It is unclear that how a computers will be used in evaluating scans/reports

Although computers are better in evaluating scans, I will still prefer a doctor

When artificial intelligence is used, personal data may go into the wrong
hands

It’s quite worrisome that a computer does not take feelings into account

Nerve racking

It’s a matter of awe that how a computer can give the results of a scan/
reports

Doctors gets lazy due to artificial intelligence

Humans can get a better overview than the computers on what happens in
my body

It’s a matter of worry when a computers analyze scans/reports without
humans intrusion

‘Wrong reporting

Artificial intelligence may prevent errors

A computer should never be trusted blindly

Reports/scans are not ready for evaluating by implementing artificial
intelligence

Enlightened

If cost is not the matter, then a computer should be used to make a full body
scan instead of looking at specific body parts

Due to the use of artificial intelligence, few number of doctors are required

If a computer can predict about the disease that we can get in the future, I
want to know that no matter what

Table 5.5 Regression model summary

Model R

R square Adjusted R square Std. error of the estimate

1 0.628* 0.395 0.380 0.7137
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Table 5.6 ANOVA

Model Sum of squares Df Mean square F Sig.
Regression 80.346 6 13.391 26.293 0.000°
Residual 123.252 242 0.509

Total 203.598 248

Predictors: (Constant), Enlightened, Wrong_Reporting, Nerve_Racking, Answerability,
Comprehensive_Gap, Personal_Touch
"Dependent Variable: SAT

Table 5.7 Coefficient

Unstandardized

coefficients Standardized coefficients
Model B Std. error | Beta T Sig.
(constant) 3.707 0.045 81.962 | 0.000
Personal_Touch 0.225 0.045 0.248 4968 | 0.000
Comprehensive_Gap | —0.038 0.045 —0.042 —0.832 |0.406
Answerability —0.157 0.045 -0.174 —3.470 |0.001
Nerve_Racking -0.112 0.045 -0.124 —2.470 10.014
Wrong_Reporting 0.207 0.045 0.228 4.557 10.000
Enlightened 0.438 0.045 0.484 9.668 | 0.000

“Dependent Variable: SAT

Patient Satisfaction = 3.707 +0.248 * (Personal Touch)—0.174 * ( Answerability )
—0.124 * (Nerve Racking)+0.228 *(Wrong Reporting) + 0.484 * (Enlightened )

5.6 Managerial Implications

Artificial Intelligence has grown leaps and bounds, it has advanced steadily fast over
the last few years, and thus, healthcare sector will be transformed significantly.
Many people do the speculation about the changes and the impact it will have on the
lives of the doctors and the patients. It is to see how patients would react about such
a big transformation. It’s very important from patient point of view to ask questions
while getting the result through artificial intelligence. It’s very significant to read
and understand how doctors work before getting a scans and reports. Humans’ inter-
actions are too very essential, when discussing the results of a scan or reports.
Personal contact of personnel should be involved in getting and discussing the
results. It has also come into the light that due to the use of artificial intelligence,
few number of doctors and personnel are required for the treatment and less human
errors. Computers can predict about the disease that we can get in the future and it
helps us to realize its pitfalls. Overall, we have to take cautious approach by balanc-
ing high end technology and human touch.
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Chapter 6
Privacy and Security Concerns in IoT-
Based Healthcare Systems

Joseph Bamidele Awotunde @), Rasheed Gbenga Jimoh @),
Sakinat Oluwabukonla Folorunso @, Emmanuel Abidemi Adeniyi (),
Kazeem Moses Abiodun @), and Oluwatobi Oluwaseyi Banjo

6.1 Introduction

In recent years, the healthcare system and technology have been deeply entangled.
As the outcome of fast-paced growth in the areas of the Internet of Things (IoT),
new opportunities are now arising. Furthermore, with the adoption of wearable bio-
sensors by the people across the globe, there are newly emerged applications for
individualized telemedicine and mobile health. This new emergence of these tech-
nologies is a result of their high availability, simplicity to personalize, and easy
accessibility, thus enabling the providers to deliver personalized content cost-
effectively on large scale easily. Also, big data analytics and IoT are progressively
gaining more attraction for the next generation of mHealth and eHealth facilities.
Despite the new fields evolving rapidly, they also have their shortcomings, particu-
larly when the goal is healthcare systems with a complicated problem, difficult in
energy-efficient, safe, flexible, suitable, and consistent solutions. More especially
when it comes to the issue of security and privacy of IoT generally. It has been pro-
jected that IoT will rise to a market scope of $300B by 2022 in healthcare covering
the medical devices, systems, applications, and services sectors [1].
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IoT allows a broad range of intelligent applications and resources to solve the
problems facing individuals or the healthcare sector [2]. For instance, P to D
(Patient-to-Doctor), P to M (Patient to Machine), S to M (Sensor to Mobile), M to
H (Mobile to Human), D to M (Device to Machine), O to O (Object to Object), D to
M (Doctor to Machine), and T to R (Tag to Reader) have dynamic IoT link capabili-
ties. This brings people, computers, smart devices, and complex systems together
intelligently to ensure a productive healthcare system [3, 4]. The healthcare system
that depends on IoT assists the individuals and aid their vital everyday life activities.
Remote patient monitoring is one such technology, common for the diagnosis, treat-
ment, and care of patients.

These IoT devices connect to cloud infrastructures such as Google Cloud
Computing, Microsoft Azure Cloud, Amazon Web Services, or any other custom
web services capturing storage and analytics information. Furthermore, IoT ser-
vices include remote medical observation of persons with chronic or long-term situ-
ations. These systems can monitor elderly patient treatment instructions and track
the position of patients who are placed on wearable healthcare tools in hospitals and
clinics. The collected health information can then be delivered to their care provider.
Medical devices that can be integrated or deployed as IoT technology are infusion
pumps that attach to analytical dashboards and hospital beds with sensors that mea-
sure the vital signs of patients. The IoT receives its maximum capabilities through
the use of objects, i.e., “Smart” objects, which use multiple sensors and actuators
fully prepared to learn in their context, and through the use of embedded communi-
cation infrastructure to communicate with any possible alternatives; it is not enough
to collect a huge of data alone, and it must be turned to use materials that can help
organizations to revolutionize their business processes.

While IoT has produced extraordinary prospects that aid in increasing income,
decrease costs, and improve efficiencies, it is very important to put all the huge
amounts of data into use. Enterprises need to build a network where a large amount
of sensor data can be processed, handled, and analyzed robustly and cost-effectively
way to generate benefits from IoT [5]. In this context, it is important to use a big
data tool that can help ingest and read different data sources as well as facilitate the
process of data integration. Integration and review of data allow businesses to revo-
lutionize their business processes. In particular, these companies may transform a
huge sum of money of sensor-collected data on valuable observation using data
analytics software.

The IoT systems not only monitoring patients health status in real-time but can
also be used to mining information collected from patients through IoT devices. The
sensor-fitted devices are most data collection tools in the IoT setting that require
data distribution service and message queue telemetry transport called custom pro-
tocols. The IoT sensors are expected to produce an immense volume of data because
these devices are almost found in all fields. The data created from IoT objects can
be used to investigate the impact of any events or decisions, treatment, diagnosis,
prediction of any illness, and finding potential research trends. The generated data
are processed using different data analytic tools [6].
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In the field of healthcare, IoT devices such as satellites could have diverse
applications, such as heart beat monitoring, blood sugar level monitoring, and
capsule endoscopy [7]. The combination of sensors and actuators, as well as other
mobile technology equipment, will transform the medical industry’s functioning
especially during any infectious disease outbreak [8]. Such systems, known as the
Internet of Medical Things (IoMT), are a coupled structure of healthcare smart
devices that receive information subsequently offered by web communications
systems to healthcare IT systems [9, 10]. Currently, 3.7 million therapeutic
equipment is already in practice then linked to and monitored by different portions
of the body to notify medical resolutions [11].

Cloud computing enables businesses to easily handle enormous data and extract
valuable data from the collected data, which are the fundamental obstacles facing
big data technologies. To ensure the consistency of the software, the cloud offers
enormous space for data storage and processing. However, cloud storage is impacted
by the number of leaks and outflows. The structure should be built to protect data
secrecy. To avoid data theft by unauthorized users, encryption methods might be
more useful [12]. To make the system more autonomous and effective, the decen-
tralized techniques should include different data and research division. This
improves the precision of analysis that ensures a stable data-cloud platform. In the
cloud-based world, protection is the main challenge and new technology can
develop to guarantee data security and privacy in the cloud environment [13].

These IoT devices connect to cloud infrastructures such as Google Public
Computing, Microsoft Azure Cloud, Amazon Web Services, or any other custom
web services capturing storage and analytics information. Furthermore, IoT ser-
vices include remote medical observation of persons with chronic or long-term situ-
ations. These systems can monitor elderly patient treatment instructions and track
the position of patients who are placed on wearable healthcare tools in hospitals and
clinics.

The use of IoT in monitoring patient healthcare using sensors and devices comes
with tremendous security concerns. The recent sophisticated attacks like data integ-
rity, data breaching, and data collusion are major safety and confidentiality concerns
of IoT in IoT-based healthcare monitoring systems. During data communication of
patients’ health monitoring data, there are conventional solutions presented. But
they are unable to deal with complex attacks at the period of data transfer and fail to
fight the recent attacks on IoT-based healthcare system. The safety of data collected
from IoT sensors and devices such as blood glucose, body temperature, fetal moni-
tors, and ECG are crucial to patient’s lives. Hence, it has become paramount for the
IoT community, computer experts, and healthcare providers to secure each sensor/
device in the IoT environment with the integrity of its data that will guarantee the
device’s security and privacy.

The safety and security of IoT devices are greatly affected by cyber-attacks and
threats, yet the protection and comfort of the daily health of patients depend on this
data gathering. Also, the privacy of patients’ sensitive data can be affected. Popular
forms of attacks in healthcare are ransomware, DDoS attacks, insider, email breach,
and deceit scams [14]. Besides, there are other types of communication attacks such
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as data credibility, data breach, eavesdropping, impersonation, and conspiracy,
among others. Specifically, these security and privacy of the new threats/attacks
pose problems, such that the data may be breached during data communication [15],
thus making patient personal data to be exposed. Similar conditions preclude the
awareness of patents in the future of IoT healthcare because these issues are not
treated in a timely and proper manner.

Although there are numerous security protocols, like encryption and other
security implementations, MAC techniques, public-key cryptography, k-anonymity,
and many more [16-20], to secure data from threats/attacks. When relating them to
IoT-based health systems, they also have distinctive boundaries in terms of processor
enactment, energy cost, device cost, etc. While many current works provide data
privacy protection over contact to patients, when a cloud service has been agreed
upon, they do not protect the data, particularly when a cloud service is under threat
by an insider or service vendor. The IoT model also needs appropriate clarifications
to safeguard patient information from Internet threats/strikes from sensing devices
to healthcare providers. This study consequently discusses the issues of privacy and
security in IoT healthcare systems and provides an overview of IoT, including its
architectural design. This chapter also suggested a framework to secure healthcare
information in the IoT environment.

The rest of this chapter is prearranged as follows: Section 6.2 discusses the
overview of the Internet of Things. Section 6.3 presents the Internet of Things
solution for the healthcare system. Section 6.4 presents the security and privacy of
the Internet of Things in healthcare applications. Section 6.5 presents the architecture
for the secure transmission of healthcare information in an IoT-based environment.
Lastly, Section 6.6 concludes the chapter and discusses future works for the realiza-
tion of efficient uses of the framework in healthcare systems.

6.2 Overview of Internet of Things

The rapid merging and technological expansions of micro-electro-mechanical
digital electronics and wireless communication technologies resulted in the advent
of IoT Internet of Things. The IoT has given birth to the recent growth in the number
of sensors and devices connected, and an increase in the data collected from these
devices is called big data. The consumption reflects how the evolution of big data
naturally overlays with IoT-based devices. These give upsurge to non-trivial worries
about processing data, data analysis, security, and the managing of big data in an
uninterruptedly escalating system [21]. The scientists have studied the issues con-
nected with the effective utilization of IoT to address these concerns. The conver-
gence of these has created several opportunities despite different studies on big data,
analytics, and IoT for the flourishing of big data and analytics in [oT systems [21].

The report from Cisco has it that the quantity of items coupled through the
Internet has passed the number of human beings globally [22, 23]. Internet-
connected gadgets that make up IoT networks include laptops, PCs, tablets,
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Fig. 6.1 Internet of Things with different devices

WiFi-enabled detectors, wearable devices, medical instruments, and home appli-
ances, among others, as seen in Fig. 6.1. According to estimates, the volume of
Internet-connected users is projected to increase from 22.9 billion in 2016 to 50
billion by 2020 [24].

6.2.1 The Physical Objects IoT-Based Components

The concepts of IoT include a collection of technologies that allow a broad variety
of devices and objects to use networking technologies to link, communicate, and
interact. The initial solution for the implementation of the IoT-based systems is the
radio-frequency identification (RFID) technology. The loT-based wearable devices
have proved to be cost-effective and have been promoted in recent years in sensing
technologies. The idea of customized IoT-based healthcare systems has been intro-
duced and is becoming increasingly popular. The use of a series of interconnected
devices has been used by patients to create an IoT network dedicated to healthcare
evaluation in healthcare networks system. Physical artifacts (also known as physical
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devices): In these contexts, they capture, classify, and monitor information. This
involves machines that track the vital signs of a patient (body temperature, heart
rate, blood glucose, blood pressure, everyday life). Physical devices are linked to
the Internet and turn the physical world’s patient-related information into digital
data. Physical artifacts are used in their environments to gather, track, classify, and
provide data about patient physiological effects. In an IoT-based framework, objects
are very important as data cannot be captured and obtained from the patient with-
out them.

Sensors are responsible for defining items and collecting information from
cameras, identifiers, and others. Production of low-cost and small-scale embedded
devices such as wearable devices (e.g., accelerators, gyroscopes or barometric pres-
sure sensors) and physiological sensors (e.g., spirometers, skin temperature sensors,
or blood pressure monitors) as well as wearable devices (e.g., exercise bands or cell
phones) has enabled the process of measuring and sounding characteristics of indi-
viduals. GPS localization and Bluetooth, among others are built into the devices.
Several researchers are exploring regular wearable tracking sensors for physical
inactivity being a major risk factor in the healthcare system.

For the monitoring of dynamic activities, an accelerometer is widely used. For
difference among the standing, sitting, or lying, an accelerometer needs to be placed
on a specific part of the body [25] and by setting a threshold and value for discrimi-
nation [26]. In measuring rotational movements, gyroscope devices are usually used
as an extra tool. The detection of behaviors like [27], is measured by calculating the
angular speed of movement of the patient, such as bent knees, descending stairs
[28], ascending stairs [29], or turning [30]. A barometric measuring device, includ-
ing an accelerometer, is also useful for monitoring the activity of the stairs [31] and
fall detection [32]. Wearable devices are also goods for wristbands that monitor the
number of steps, distance, and calories burned. Such wearable devices communi-
cate through Bluetooth with a mobile phone using relevant mobile applications.
Smartwatches and cell phones are now substitutes for traditional sensors that are
portable.

6.3 Internet of Things Solutions for Healthcare Systems

Although the IoT-enabled healthcare system technologies are still at an early stage,
potential industry applications are rapidly emerging and increasing. Many
healthcare-enabled research projects and industrial cases relevant to IoT have been
developed and deployed.

IoT-based frameworks will simplify healthcare procedures and increase the
efficiency of patient care by allowing various organizations to cooperate [33]. In
specific, Ambient-assisted living aims to ease the daily lives of people with
disabilities and serious health conditions. Many ground-breaking services can be
provided by the use of IoT in this field, such as the gathering of critical health



6 Privacy and Security Concerns in IoT-Based Healthcare Systems 111

information through a sensor network, the transfer of data to a cloud medical facility
for storing and analysis, and the effective regulation of sensor data [8, 33].

A significant advantage of the IoT Healthcare system’s incorporation is that it
delivers low-cost and ubiquitous health services of high quality. A large quantity of
sensor network information that needs to be handled for additional data processing
is created by pervasive healthcare systems [34, 35]. This represents a solution for
the efficient management of patient medical data collected through the sensor net-
work and enables the abstraction of technical information, removing the need for
technological infrastructure expertise [22, 24]. Besides, it results in the simple com-
puterization of the data collection and distribution process at a cheap cost. It would
also allow mobile devices suitable for entry, distribution, retrieval, and communica-
tion of health information [36].

By improving the protection of therapeutic data and the accessibility and
redundancy of resources, Cloud enables this application scenario to face common
challenges such as safety, secrecy, and consistency. It is essential to provide live-
assisted facilities in real time due to the efficient operation of sensor data [37]. The
IoT-based cloud also allows the safe execution of cloud-based multimedia-based
health services, which can solve the problem of running large multimedia on some
devices with limited computing and low battery capabilities. It also offers a versatile
storage and management technology for streaming data generated in healthcare
body sensor networks, both online and offline. The wearable monitoring systems
can be implemented in a group of people due to the use of the IoT Health model and
can produce vast quantities of contextual data that are collected, processed, and
analyzed in a scalable manner [38, 39]. The use of IoT technology in healthcare
systems has several advantages, and the resulting services can be separated into
categories for monitoring individuals (e.g., patients and staff) and artifacts, patient
recognition, and authentication, sensing, and automated collection of data in sensor
networks.

6.3.1 Categories of IoT Applications in Healthcare Systems

Self-management services in telemonitoring and AAL settings have become a
heated facial study and implementation point in recent years, designed to meet the
particular demand of the patients to increase the effectiveness and performance of a
treatment (e.g., adjusting the dosage of the patient). The processes offer an alterna-
tive approach to improving patients’ quality of life (QoL) through contact between
patients, doctors, and caregivers. These systems can deal with a range of patient
situations using sensor technology, objective and subjective methods of diagnosis,
care plans, and recommendations, providing patients with personalized information
and guidance based on their input. When gathering and storing appropriate health
data, the “Closed Loop Principle” is the practice of the service and then transmitting
feedback to the patient [40].
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Healthcare Monitoring System

In current wearable fitness applications, heart rate monitors, ECG monitors, glucose
monitoring, pulse oximeters, and blood pressure monitors are used. Micro- and
nanochemical sensors are planned to be complemented shortly to include a continu-
ous medical diagnosis. Additional chemical signals, e.g., in air and sweat, which
can be translated into medical surveillance (e.g., people with asthma, other cardio-
vascular conditions, skin infections, and pharmacokinetics of drugs) can be identi-
fied by these miniaturized smart sensors.

Monitoring is the environment where IoT devices and applications have been
used to track patient health status and overall well-being. Examples include assisted
living in the environment, active aging, therapy and entertainment, contact and
social events, health status tracking, diet, and body weight. Community control,
enhancing the quality of life, and encouraging living comfortably and indepen-
dently are the key goals of this group of applications. Monitoring is the most com-
mon application field for many individuals and encourages healthy and independent
living. It is the most common example of methods of tracking aged care [41]. It has
been noticed that the elderly tended to sit at home and to accept technologies if it
helps them to live independently [42]. One prominent use in this section is Ambient-
Assisted Living (AAL), which is a term used to track and enable aged people to live
peacefully and conveniently. AAL systems track the everyday activities of the
patient to recognize abnormal circumstances and emergencies and facilitate the
daily life of the patient. AAL can enhance both the patient and the caregiver’s qual-
ity of life by doing so.

IoT applications for tracking and helping patients with severe disorders such as
diabetes mellitus and cardiovascular diseases are included in this field. In the imple-
mentation of home-based clinical screening services for aged people with chronic
conditions, these applications can be extended to disabilities who want to preserve
their independent lifestyle [43]. For elderly villages or homes, this could be a per-
fect solution as it could support the simultaneous monitoring of many individuals
[44]. It is suggested that the use of remote monitoring can not only minimize the
rate of mortality and hospital referral and admittance, but also be efficient in the
treatment of infectious diseases. An example of this is a smartphone program named
MAHI, which can collect Bluetooth glucometer blood glucose data and post data on
the web for recommendations to the caregiver [45]. Besides, once elderly mental
health conditions became persistent, such as stress and anxiety, long-term data
could be detected by evaluating small behavioral improvements [46].

Node Physical Characteristics
Different characteristics may be needed for the sensor and devices involved: type

factor, height, weight, and energy usage; flexibility and ergonomic criteria; a degree
of IP & IK protection, battery capacity; Internet access; processing and location
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prerequisites; multimodality and range of interaction; performance and latency lim-
itations; self-healing and EMC criteria; and implementation cost.

Recognition of Human Activity

Human Behavior Identification (HAR) and Tracking of the everyday life of the
elderly is another essential feature. The device can detect abnormal circumstances
by constantly tracking the behaviors of elderly people and can decrease the effects
of unexpected events such as sudden falls [47]. To avoid straying, HAR may also
identify the position of the aged and the availability of communication aid. The
positioning of artifacts will support the aged people to quickly locate their personal
and household objects [48].

Clinical Applications

Inpatient healthcare, IoT clinical applications include disease detection and
diagnostics, prediction of disease, and treatment. A more accurate diagnosis and
efficient treatment of several diseases [49] can be provided by technology. The
device can detect seizures and alert the patient, for example, and send warnings to
caregivers [45]. Telehealth and its sub-categories, like teleconsultation and
telediagnosis, give specialist consultation by communication devices to patients
who are unable to come to medical centers [50].

Preventive Measures

The IoT will track and avoid the occurrence of such harmful conditions. In older
patients with chronic disease, for example, the risk of contracting pressure ulcers is
high, which can lead to lifelong illness, and the patients may die from ulcers [51].
The use of pressure sensors to recognize the pressure points of older patients based
on different positions and to prevent the development of pressure ulcers will solve
this kind of issue. Also, pressure distribution data for elderly people with chronic
diseases can be used in the design of mattresses and wheelchairs [52].

Mental Health

IoT technology is used to track, anticipate, and take care of elderly patients’ mental
disorders [46]. It has been mentioned that by analyzing changes in everyday activi-
ties in long term surveillance, several forms of mental health disorders could be
observed or even predicted. A common field in this application category is demen-
tia. Technology is used in these systems to support people with dementia or other
mental illnesses. For instance, by mitigating anxiety, promoting a positive
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disposition, and minimizing isolation, an intelligent robot is quite beneficial as a
companion to older people with dementia [53, 54]. This lets them have a social life
that is more involved.

Rehabilitation

The use of wearable devices can promote many facets of recovery facilities, such as
providing input to patients and health workers, or measuring the efficacy of the
rehabilitation process [55], or supporting incapacitated patients. Sharma et al. [54,
56] noted that elderly adults and stroke patients would benefit from autonomous
exoskeletons of the hip joint, which can support individuals during recovery.

Accessibility to Healthcare Facilities

Mobile health innovations can be used to offer patients living in hard-to-reach areas
with quicker healthcare facilities [57]. Besides, older persons can acquire a lot about
health knowledge and advancement programs [58], allowing certain disease prob-
lems to be self-managed. In patients with osteoarthritis of the knee, the use of
pedometer driven exercise guidance from a study in self-management was shown to
be more successful than health education alone [59].

Accessibility for Caregivers

Together with smartphones, wearable technology enables healthcare professionals
to provide real-time monitoring and treatment for patients remotely [45, 54].
Physicians can access the patient’s health data and provide input through a web
browser. To recognize emergencies such as falls, elevated heart rate, and send warn-
ings to the caregiver as well as the emergency center, the mobile may also be pro-
grammed [45].

6.4 IoT Healthcare Protection and Privacy Technologies

The major problems facing today's healthcare systems include population aging, the
prevalence of chronic illnesses, the shortage of healthcare professionals, and the
unpredictable growth in healthcare costs, among other factors. Public and private
sector actors should work to solve these challenges and find more innovative and
accessible solutions that can be applied in out-of-hospital settings. Recent techno-
logical developments have greatly changed the understanding of an individual's
conventional way of conducting day-to-day operations. In the real world, including
the healthcare background, the Internet of Things has to be a rising trend in different
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segments. This rapid IoT revolution, however, has also generated some uncertain-
ties and concerns about the protection of data that is stored in different connected
items. If the number of items such as sensors and computers increases, it becomes
more difficult to maintain robust protection and the privacy of sensitive data.

These protection and privacy problems are the product of worsening the efficacy
of healthcare systems dependent on the Internet of Things (IoT) and adversely
affecting the confidential health information of individuals. Since healthcare data is
important and sensitive, the IoT healthcare paradigm’s protection of security and
privacy makes matters even more problematic. While evolving IoT paradigms in the
medical system contributes significantly to the advancement of current healthcare
systems, end-users need to address many privacy and security concerns. When they
grant authorization for potentially insecure or leaky third-party applications, end-
users may be susceptible to malicious threats. Since the data are transmitted to the
cloud, it moves through unsafe communication networks, many of which have secu-
rity issues. Besides, when the data project into the cloud storage facility of the
owner, there are alternate data breach issues.

To enhance the comfort of patients concerning the protection and secrecy dangers
they pose to the lives of patients and other effects, such as privacy breaches and
financial threats, safe and protected IoT healthcare applications are needed. Through
reviewing the components of the technology platform in-depth, this chapter focuses
on privacy and security challenges in IoT healthcare systems.

Remote patient management processes and warning systems are assisted by
health care providers and applications. Data are the most valuable asset of these
applications as knowledge obtained through these processes is known to be vulner-
able [60, 61].

Besides, it is important to ensure the confidentiality and availability of such data.
Sensitive data should be protected, as should protect against unlawful entry, other
challenges, and risks. Conversely, due to the amount of data provided by the wear-
able sensors and the constant interaction between the devices in the system [60],
these are difficult areas in the IoT ecosystem. Healthcare practitioners and software
developers have worked together in recent years to create stable IoT healthcare
applications to solve these problems [61].

Also, the inherent difficulties impede the services offered by IoT technology.
The problems often prevent patients from implementing smart healthcare systems,
taking into account the problems posed by privacy and security issues [62]. In a
device concerned with confidential data, trust is also a crucial factor. Therefore, it
would increase the performance of the programs and loyalty between clients by
creating a layout that addresses the entire threat landscape. As a result, IoT health-
care will encourage more individuals to benefit from it [60].
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6.4.1 Security Concern in IoT Healthcare Applications

In a wide variation of healthcare applications, the IoT plays an important role, from
chronic disease treatment at one end of the continuum to disease prevention at the
other end. This involves gathering physiological data using sensors, analyzing and
archiving the information using gateway devices and the cloud, and then wirelessly
sending the scrutinized data to healthcare authorities for additional study and evalu-
ation [63]. Not only can these applications enhance access to treatment while
increasing the quality of care, but they will also decrease the cost of care. Publishing
new technology without considering protection in healthcare applications leaves
patient privacy vulnerable; a person’s physiological data are highly sensitive.

Modern healthcare would need ubiquitous health tracking with the least real
contact between doctors and patients, which can be accomplished by the IoT
definition. Wearable, implantable, or wearable wireless medical sensors can be
combined with different forms of wireless communication motes (such as Mica2,
MicaZ, Telos, etc.) [64]. Such wireless medical sensors have gathered/generated
large quantities of information that must be protected from security attacks. When
transmitting to remote locations, we can escape several malicious data attacks by
implementing protection algorithms/techniques [65]. Security is also a primary
prerequisite for healthcare applications. For ethical and legal purposes, the
effectiveness of healthcare applications depends primarily on patient protection and
privacy [63, 65].

However, in terms of information safety and confidentiality, the sum of related
gadgets and the huge sum of impressionable datasets gathered by those gadgets
have brought novel challenges. Cyber-attacks have also changed along with the
rapid development of IoT and had created a recent avenue of invasion and risk to the
whole medical industry. Many studies explored IoT’s numerous privacy and protec-
tion issues and device weaknesses in cloud and fog computing settings relevant to
IoT-based medical management gadgets [66, 67] and [66] analyzed the [oMT pro-
tection and confidentiality taxonomy in detail.

The safety and confidentiality of records relating to patients are twofold essential
notions. When we refer to record safety, this signifies that records are securely
stowed and transmitted to ensure their absoluteness, genuineness, and legitimacy.
Record confidentiality signifies that records can solitary be obtained by individuals
who are authorized to sight and utilized it [68, 69]. More rational security measures
may be established with different objectives and specifications in mind. The exten-
sive utilization of IoT gadgets offers an improved assurance of an individual’s health
[70], but it also places a great deal of demand on record safety and concealment.

Consequently, efficacious IoT advancement needs to accept safety and
confidentiality as an essential concentration. Although most healthcare
establishments don’t devote sufficient funds to shield safety and confidentiality
[68], there isn’t any hesitation that safety and confidentiality perform a significant
function in IoT. IoT gadgets create a growing amount of ever more complex real-
time records, which is extremely delicate. On one side, the failure of health
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organization or system security may have catastrophic consequences. On the other
hand, privacy information for the patient is accessible at all levels of record
processing, record transfer, cloud storage, and record republication.

Since IoT gadgets don’t possess enough reminiscence, computation, and
information transmission abilities, they need an efficient, accessible high-
performance computation and a large storage system for real-time computation and
record stowage. Several IoT organizations currently deposit the health records
collected and extend their application servers into the cloud. The apps will get their
medical activities uploaded into the cloud appropriately. Cloud facilities enable a
hopeful clarification for the effectual administration of ubiquitous medical records
through their resistance and capacity to obtain public resources and mutual
infrastructure in a pervasive and universal manner.

The diversity of IoT components makes the security concerns of IoT applications
more complex for users. Thus, it is the main concern for the production of these IoT
applications to recognize and deal with these security problems. Confidentiality,
integrity, and availability (CIA) can be summarized as the minimum security crite-
ria for the applications.

Security Issues for Communication Technologies

Security risks and connectivity technologies problems in IoT-based healthcare
networks come in several forms. For instance, the activation of DoS/DDoS attacks,
comprising of flood attacks, black hole attacks, and home attacks, is a safety prob-
lem for these technologies [4]. These systems are also susceptible to secure cou-
pling, interface, usability, power usage, and exploration mode switching on/off,
leveraging main ex-change function, baritone loss, identity fraud, monitoring, sur-
veillance, suspicious activities, and linkage interference [71]. Intrusion 27 to track
suspicious activations, identity-based authentication, anti-jamming, and packet fil-
tering to block unauthorized users from accessing are the security strategies that
should be implemented in this community. The encryption of all wireless traffic
often guarantees that the data transmitted through wireless networks are confiden-
tial. Also, to prevent the alteration of communications, strong authentication is
necessary.

Trusted Third-Party Auditing

The information from sensors may somehow be skewed at sources though appear
right during transmission, or intentionally changed by malware by an unauthorized
user in the IoT system through the Internet. These distorted data could then be used
to make decisions on life and death. Hence, trusting the data provided to us may be
questionable, and the issue is yet to be handle properly. Compassionate therapy is
linked to another form of trust. Caring is about the relationship between the patient,
their families and community, nurses, and other health providers, one that is being
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forged. Compassionate care for the sick is a duty for all healthcare providers, but
kindness depends on trust.

Nursing, for instance, has been ranked as the most truthful, ethical career for the
14th straight year [72]. This high rating was based on a relationship with patients
and the public that starts with confidence and a personal connection. Besides, tech-
nology has helped to transform health care by enabling better diagnosis, surveil-
lance, and treatment. Nurses must incorporate technologies at many levels with the
implementation of IoT in healthcare and decide about the right use for their practice
and how to use technology to achieve better patient outcomes. The same would have
to be done by other healthcare practitioners.

Cloud servers aren’t completely reliable. Where data manipulation, as well as
erasure, occurs lacking consumer authorization, the quality and accuracy of health-
care records deposited in the cloud may be in jeopardy. The data standards are usu-
ally particularized by the consumer for security reasons so that the server supplier
isn’t in an undeviating connection with the record basis. Furthermore, the reputable
trusted third party (TTP), which delivers the impartial audit outcomes, could be
properly presented to allow cloud service providers to be accountable and to shield
the authentic advantages of cloud operators [68]. Trusted third party inspects to
enhance security in cloud storage. The TTP’s work a wireless transmission issues
consist of complex audits, batch auditing, and performance measurement auditing.

Data Anonymization

Clinician-delicate information can be divided into three categories: specific
identifiers, quasi-identifiers, and privacy attributes. An explicit identification, such
as an ID number, name, and mobile phone number, may be used to identify a patient
distinctly. An amalgamation of quasi-identifiers may also provide a specific indica-
tion of a patient, such as age, birth information, and address. Privacy information
ascribes to a patient’s delicate characteristics, which includes sickness and profits.
While considering the allocation features of the earliest data in the procedure of data
publication, it’s crucial to guarantee that the personal characteristics of the novel
dataset are accurately treated to assure the confidentiality of the patient.

Currently, haphazardperturbation expertise and anonymous data technology are
typically utilized to resolve such issues as k-anonymity, 1-diversity, and confidence
bounding. The conventional k-anonymity is particularly extensively utilized. The
disadvantage, however, is that it doesn’t restrict delicate records, and invaders may
utilize steadiness invasion and contextual information invasion to recognize delicate
information and individual communication, resulting in privacy loss [68].

Security and privacy for IoT devices remain huge issues that bring a whole new
degree of user privacy concerns online. This is because such apps can only collect
personal information, such as the names of users and telephone numbers, but cannot
also track user behaviors (e.g., when users are in their homes and what they had at
lunchtime). It is therefore very important to build an IoT based on security and pri-
vacy to ensure trust and privacy for users during the use of IoT.
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Security Issues for Application

Several organizations have widely accepted IoT and big data analytics. These pieces
of machinery are, however, yet in their first phases. It has not yet tackled several
current work challenges. Big data analysis is a crucial dispute for several utiliza-
tions owing to the nature of data and the scalability of fundamental procedures that
support these methods [73, 74]. This segment thus poses some difficulties in the big
data analytics focused on IoT.

Data security concerns occur where a network is corrupted by the utilization of
big data analytics techniques to infer or reestablish individual information, while
data are created by anonymous users. The confidentiality matter has to turn out to
be a central concern in the data mining province with the advent of big data analyt-
ics tools employed in IoT. Consequently, most consumers are hesitant to rely on
such networks, which do not have firm terms of service-level agreement (SLA)
concerning abuse or misuse of personal information by customers. Users’ sensitive
information must be undisclosed and safeguarded from outside intrusion.

Although provisional identity, concealment, and encryption offer numerous
means to implement data protection, ethical considerations, for instance, what to
employ, how to utilize, and why employ engendered big data in IoT, must be deter-
mined [75]. Alternative safety jeopardy connected with IoT data is the variety of
system kinds employed and the complexity of data produced, for instance, fresh
computers, data formats, and procedures for communication. These systems are
intended to interact with supportive utilization and can have various extents and
forms external to the system. Therefore, to authenticate these devices, each unit
should be issued by an IoT system with a non-repudiable identification scheme.
Besides, organizations will sustain a meta-archive of these related tools for analyz-
ing consideration. This composite architecture of IoT is innovative to safekeeping
experts, resulting in elevated security risks. Any intrusion in this case thus violates
network stability and disconnects interconnected equipment.

Security and privacy are crucial problems in the collection and storing of vast
volumes of data in the setting of IoT-based Big Data Analytics. Similarly, these
schemes depend seriously on third party facilities and infrastructure to conduct
critical processes and host secluded data. Therefore, unprecedented growth in data
volume causes difficulties in obtaining every single part of vital data. There are no
long-standing security mechanisms that provide full security in IoT-based Big Data
scenarios [76—78]. Current algorithms are not meant for complex data interpretation
and are thus not implemented effectually. Legacy data protection approaches are
primarily designed for static datasets, while the actual data specifications dynami-
cally alter [76, 79, 80]. Therefore, it is difficult to deploy these safety resolutions for
energetically cumulative data.
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Data Search

Sensitivedata must be scrambled before contracting out to preserve data
confidentiality, which obsolescence the current use of data built on readable keyword
searches. Allowing an encoded record pursuit service in the cloud is thus of utmost
significance. The main approaches for searchable encryption comprise searchable
symmetric encryption (SSE) and keyword search public-key encryption (PEKS). It
should also be remembered that the further sophisticated the encryption methods,
the easier it is to scan the data, and the easier it is to verify the accuracy of the search
results. If the results of the search cannot be enforced appropriately, then all protec-
tion and privacy safeguards have less value [68].

Access Control

Access control is the way an information scheme determines an individual’s
uniqueness and predefined rules that prohibit unauthorized individuals from
retrieving resources [68]. Access control involves various encryption methods, such
as private key encryption (PKE), public-key encryption (PKE), and attribute-based
encryption (ABE) [68].

Security Issues for Physical Objects

Physical entity vulnerability concerns include

Physical attacks: The majority of IoT computers, such as constrained utility nodes,
are small and wirelessly connected. Thus, it is essential to protect confidential
data held in IoT devices and provide IoT-related safe storage resources. There
seems to be an elevated risk of threats since more data are believed to be in flow
than in traditional architectures and unintended access to data transmitted [81,
82]. On the other hand, the edge technology layer can be defined as an intermedi-
ate layer that each has its safety specifications [83].

IntegratingRFIDinto IoT: In IoT applications for users, RFID technology has
been used for identifying, tracking, and tracing disabled users. However, because
of resource limitations, RFID systems are vulnerable to being targeted. The
RFID system, virtualization system, and the Internet are the three basic compo-
nents of the [oT-based RFID systems [84]. Numerous securities refer to modules
such as eavesdropping, middle attack, denial of service, spoofing, copying, mon-
itoring, tag misuse, and wireless connectivity threats. [85]. That’s why we ought
to secure and restrict access to RFID tag information. To avoid peer-to-peer
eavesdropping [86]. As RFID technology does not involve a line of sight, if it is
not encoded, unauthorized RFID readers can obtain the data. In addition, by
using elliptic curve cryptography [87], authentication in IoT applications based
on RFID is enhanced.
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IntegratingWSNsinto IoT: There are minimal computing and energy resources in
those technologies. They are operated by batteries, and via lossy connections,
they are linked. They are still fragile enough to be targeted by any rival. An
intruder can install malicious nodes that can operate together to inflict harm to
the system. Another problem is how a sensor node and an Internet host can pro-
tect the channel [88]. WSNs have been used for healthcare in many delicate IoT
systems, so if WSNs protection is attacked, it can result in human harm and loss
of resources [89]. Therefore, such security requirements for WSNs must be taken
into accounts, such as the encryption and measurement for data confidentiality
and integrity of the Message Authentication Code (MAC), security protocols for
a safe location, and accessibility.

Denial of Service (DoS) attacks: DoS attacks on [oT systems are the most common
and simplest attacks to introduce. They can be seen in many ways and are defined
as an attack that can compromise the ability of the network or systems to perform
anticipated functions. The IoT has been widely criticized since its conception for
the lack of attention given to safety concerns in the design and implementation
of its hardware, software, and infrastructure components. This negligent approach
has led to numerous vulnerabilities that have already been successfully exploited
by hackers and cybercriminals to compromise IoT elements so that they can be
misused for different purposes, including the staging of Denial of Service and
DoS threats [90]. DoS attacks and DoS (DDoS) sharing allow network facilities/
data inaccessible for users. When DoS attacks have been compromised by
various nodes, it is known as a DDoS attack. Despite their often sophisticated
and commercially appealing exterior design, many IoT devices are built from
cheap generic hardware components. These chips and firmware usually contain
security vulnerabilities that are essentially built-in and thus difficult for owners
and operators to track. Also, the infrastructure and coordination of firmware and
software updates for the wireless problem are still at a primitive level. So, it is
also hard to update or repair these unsecured IoT computers.

6.4.2 Privacy Issues in IoT Healthcare Applications

The most critical problem is data privacy in the IoT. The patient’s body carries the
sensors used in the IoT. These sensors are sensed by all significant information
about the patient. So, sensitive information of the patient should not be leaked to the
external world. The sensor nodes in IoT-based healthcare applications collect the
patient’s sensitive data and forward it to a coordinator node. If the sensitive informa-
tion is overheard by an attacker and the data are used for any illicit reason, then the
patient may be seriously harmed. It is not enough to only protect secrecy [91]. Data
should also be safe from outside modifications. In this case, if a patient's sensitive
and essential data have been corrupted, this changed data will be transmitted to the
coordinator. For life-critical patients, this lack of honesty results in serious harm.
Data loss can also occur in poor communication environments. In terms of
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performance and security, the implementation of emerging technology poses many
challenges, and thus, applications for the IoT must be secured. It can have deadly
consequences to reveal any part of an [oT healthcare system to a hacker, whether a
terrorist, disgruntled individual, blackmailer, or any other malicious actor. Many
researchers are fully working on the issue of protecting IoT systems, but since no
system can be 100 percent safe, it is important to identify and measure appropriate
risk by ethicists and medical, legal, security, and financial professionals.

Risk of Patients Privacy Exposure

Health information (HI) is a broad term that includes both safe health information
(PHI), which includes unique identifiers that can be uniquely connected to the
patient, and not easily identifiable de-identified health information (DHI) [92]. It is
necessary to clarify here that DHI is not necessarily anonymous data; in fact, data
can vary from completely anonymous to fully identifiable, varying according to the
degree to which identity is retained, masked, or eliminated, depending on the effort,
capacity, time, and cost needed for full identification [93].

In the data, a minimum degree of identification is also required so that health
researchers can aggregate datasets or perform efficiency or policy analysis for
greater social benefits. HIPAA's Privacy Rule offers detailed guidance for alterna-
tive methods of de-identification [94] to establish this safety level of identifiability,
thus minimizing privacy risks for patients and allowing secure data sharing prac-
tices. Therefore, data processed for de-identification using the above methods, i.e.,
DHI, are considered safer to share than PHI. Vendors and product manufacturers
who have collaborated with healthcare service providers are also subject to HIPAA
regulations as protected organizations (CEs) or business associates (BAs), as men-
tioned earlier. Non-partnered persons are not subject to HIPAA legislation and are
deemed to be non-covered organizations (NCEs).

Data Encryption

Universal dataencryption could be executed at three communication phases:
connection encoding, node encoding, and end-to-end encoding. The communication
acquired from the earlier connection will be decoded into a readable form for any
transitional node in associated encryption, and the readable text will thereafter be
encoded into scrambled text by utilizing the undisclosed key of the following con-
nection [68, 91]. Unlike liaison encryption, node encryption doesn’t require plain-
text communications in the system node. So, node encryption can deliver huge
network data protection. When utilizing end-to-end encryption, the message is not
decrypted until it is forwarded to the destination. Since communications are con-
tinually existing as scrambled text all through to protect eHealth public services,
vital organization procedures execute a significant function in the protection method.
Nevertheless, the communication frequency could be greatly altered by intricate
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encryption systems or transmission protocols, and also fail to perform data trans-
mission. They must use important medical services that are not accessible. Scientific
and cautious steps are needed to solve the hard equilibrium between safety, protec-
tion, and system application consumption [68, 91]. Protection matters have been
key impediments to eHealth systems that deliver unremarkable assistance to the
aging and weak individuals owing to the inadequate funds obtainable and confiden-
tiality apprehensions.

Data Eavesdropping and Data Confidentiality

It is a form of threat that brings security threats to the protection of the medical
records of patients. This involves the sniffing of vital medical information conveyed
by the IoT sensor/device resulting in privacy risks in communication. Assume that
unsecured medical data were distributed by an IoT sensor/device to adjacent or
upstream nodes. By using a sniffing software tool, an intruder will eavesdrop on the
health information by sniffing it. To collect the health data of the patients, any unau-
thorized person can use a powerful transmitted signal like a sniffer. In general, the
patient’s medical records are maintained in compliance with legal confidentiality
obligations and are given access only to licensed caregivers. It is necessary to pre-
vent intercepted storage or spying data as it flows through wireless connections [90].

Identity Threats and Privacy of Stored Data

The following guidelines should be considered to protect the privacy of information
storage. Only the least possible amount of information that is required should be
retained. In the event of compulsory retention, only personal information is pre-
served, and the based on “need-to-know” knowledge is taken out. Pseudonymization
and anonymization may be used to hide the real identity connected to the stored
data. A database could allow access only to statistical data (sum, average, count,
etc.) without revealing any particular record. The appropriate technique could be to
ensure that the output (typically aggregate queries) is independent of the absence or
presence of a specific record, adding noise called differential privacy [95].

Threats of Cyber-Attacks on Privacy

Attacks are actions taken using different techniques and methods to damage a
device or interrupt regular operations by leveraging vulnerabilities. Attackers initi-
ate assaults, for either personal satisfaction or compensation, to achieve goals.
Cyber-attacks will inject false information into a system, which causes IoT applica-
tions to suffer critical harm. In smart healthcare applications, it is important to pro-
vide the patient with the required degree of defense from cyber threats. The resource
constrained existence of many IoT devices present in a smart home environment
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does not, however, allow standard security solutions to be implemented. Due to ris-
ing threats and government regulations, cyber protection systems that protect net-
works and computers from cyber-attacks are becoming widespread. At the same
time, the vast volume of information collected by cyber security systems poses a
significant threat to the privacy of those who are secured by them.

Location Privacy

Location privacy is concerned with threats to the privacy of locations and
eavesdropping on the location of a device. By routing to a randomly chosen
intermediate node (RRIN), location privacy in WSNs, precisely hiding the location
of the message sender, can be accomplished [96]. The Location Privacy Routing
(LPR) protocol, which uniformly distributes the directions of incoming and outgoing
traffic at sensor nodes, will prevent packet dropping and tracing [97]. Phantom
single-path routing ensures that packets follow different paths to the Base Station
(BS) in such a way that each packet generated by a source follows a different random
path to the BS [98].

6.5 Framework for Secure Transmission of Healthcare
Information on IoT-Based Platform

The IoT provides computing tools as extremely flexible as web services. With the
rapid growth of IoT and cloud computing technology, a growing number of indi-
viduals, organizations, and businesses prefer IoT and cloud platforms for storing
and manipulating their data. Cloud computing has major benefits including cloud
storage, connectivity, data sharing, and hardware and software cost savings. Many
security challenges attributed to the IoT environment, however, have not yet been
addressed, especially in traditional computer environments [66, 67]. Moreover, pro-
tection and privacy concerns have been observed to seriously limit the practical
implementations of IoT technologies [66]. To tackle these major problems, it is
important to propose and develop new algorithms and methods to secure the IoT
platform and infrastructure.

The safety and confidentiality of records relating to patients are twofold essential
notions. When we refer to record safety, this signifies that records are securely
stowed and transmitted to ensure their absoluteness, genuineness, and legitimacy.
Record confidentiality signifies that records can solitary be obtained by individuals
who are authorized to sight and utilized it [68, 69]. More rational security measures
may be established with different objectives and specifications in mind. The exten-
sive utilization of IoT gadgets offers an improved assurance of an individual's health
[70], but it also places a great deal of demand on record safety and concealment.
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Consequently, efficacious IoT advancement needs to accept safety and
confidentiality as an essential concentration. Although most healthcare
establishments don’t devote sufficient funds to shield safety and confidentiality [68,
99], there isn’t any hesitation that safety and confidentiality perform a significant
function in IoT. IoT gadgets create a growing amount of ever more complex real-
time records, which is extremely delicate. On one side, the failure of health
organization or system security may have catastrophic consequences. On the other
hand, privacy information for the patient is accessible at all levels of record
processing, record transfer, cloud storage, and record republication.

In this section, this chapter suggested an enhanced novel method built on an
amalgamation of security procedures in each layer to hide the undisclosed message
into a cover object to deliver satisfactory fortification for the concealed message
transmission utilizing a standard IoT transmission channel. This approach will posi-
tively achieve the targeted standard of certain critical characteristics such as infor-
mation confidentiality, efficiency and sturdiness, proof of the outstanding
performance, and efficient application of this method. The primary goal of protec-
tion can be reached in the field of data transmission through the IoT-based system.

The secure transmission of medical information on the IoT environment was
displayed in Fig. 6.2. The framework comprises certification manager, information
manager, personal medical information encryption, security access control, and
medical data confidentiality for the smart healthcare system. The framework con-
sists of a service provider who updates healthcare data locally and transmits it
through certification manager smart healthcare (medical institution). The authenti-
cation institution is called a healthcare certification manager, and they are in charge
of key creation, management, and distribution including the role of intermediate for
information and endorsement. The information manager in smart healthcare respon-
sible for verification establishment that encrypts provides personal and medical
information for storing data in the cloud database. The main function of the layer is
for the independence of data provided by medical institutions to separate the func-
tion of smart healthcare information manager block. The layer also performing the
encryption and authentication of the data, which in turn provides information
decryption.

6.6 The Results and Discussion

The functions of the layers in the proposed framework are discussed in this section:
the framework will be able to secure the medical information on the IoT-based
platform.
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Fig. 6.2 The framework of a secure medical information on IoT-based environment

6.6.1 Healthcare Device Protection Layer

The protection layer employed anti-theft and intrusion mechanisms to prevent
alteration and removal of the terminal. The confidentiality, integrity, and availability
are maintained in this layer, by seeing to the functionality of the smart devices. This
security was able to prevent the uncontrollable alteration of an attached device from
the IoT platform by providing physical protection function using the provided tech-
niques. The device monitoring scrutinized the process and the status of the terminal,
error detection using equivalent data, and established countermeasures. Integrity
review, malicious usage pattern identification, service denial operations are tracked
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and scrutinized to trace its security routine directory. The terminal integrity was
protected by the device protection by ensuring that the terminal is working under
the settings required to perform within specified utilities. For the integrity of the
terminal functions, the boot phase of the terminal and the execution of the terminal
operation is tested.

6.6.2 Healthcare Communication Protection Layer

Information exchange between terminals of the IoT-based system was supported by
the communication protection layer. This was made possible with the communica-
tion feature that provides interoperability between different devices. As threats to
such information sharing, the degree of security needed for the communication role
of IoT services needs to be prepared. Link physical protection covers the layers of
physical links (e.g., cables) in the network. Security functions like encryption are
given by the communication security block between terminals. Most IoT apps ana-
lyze features, including authentication and encryption, and use standardization pro-
tocols that have been reviewed. To secure the reliability of the communication,
encryption technology with the integrity and confidentiality of communication
records is used on the communication organizations. The destination device and
network are transferred by the information flow protection block on the message
types and content permitted using network integration and borderline fortification
tools. All components of the network are being managed by the network manage-
ment block monitor updates and maintain entirely communication protection poli-
cies, including network breakdown, password protected communication settings,
and configuration of the firewall.

6.6.3 Security Analysis Layer

The layer analyzed data collected from the overall status data from terminals in
addition to the network traffic to identify responses to security breaks or coercions
to the system. This was done to identify in real-time some attack circumstances to
device trends and set up countermeasures against such situations. This can be done
using the intrusion activity pattern with an access control strategy from the gathered
protection status data from the IoT-based environment. The analysis feature looks
for events or patterns that may cause a particular device to have security vulnerabili-
ties or threats. Malicious conduct analysis and rule-based analysis are performed at
this level. The malicious behavior analysis discovers abnormal activities by scruti-
nizing usage trends in the system after studying normal activities. The events that do
not occur in a normal system were analyzed using rule-based and, according to the
established rules, define security threats. In the case of a security incident, it ana-
lyzes intrusion actions and suggests countermeasures. Before a security attack
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happens, this feature prepares for security incidents by security policies. The iden-
tification and recovery of threats work to detect an existing safety incident and to
restore the damage to normal status. In the event of an attack or security incident,
the security forensics feature examines basic vulnerabilities and abuse cases.

The communication layer with numerous radar gadgets and items which can be
linked over a radio receiver link supports information exchange between terminals.
This radio receiver link could be separate from WiFi, ultra-wideband, RFID,
ZigBee, and Bluetooth. The IoT gateway tolerates cyberspace and numerous net-
works to connect. The upper level is about big data analytics, where vast volumes of
data obtained from radars are processed in the cloud and accessible by big data
analytics apps. These frameworks provide API monitoring and a dashboard to aid in
managing engine communication.

6.7 Conclusion

The integration of computer and biomedical technologies in medical systems has
supported healthcare events, for instance, real-time disease analysis, remote moni-
toring of patients, and real-time drug prescriptions, among others. The methods
have significantly helped to store both patients’ personal information and their
symptoms on the cloud, which can help during contagious diseases. This aids the
quality of services provided by the physicians, thereby improving patients’ satisfac-
tion. But there are still security and privacy challenges face by IoT-based healthcare
system, and many users are not ready to use the loT-based platform. Therefore, this
chapter presents a summary of the IoT-based architecture by discussing the privacy
and security issues in IoT healthcare applications. This chapter also proposed a
framework to secure healthcare information on the IoT-based platform. This chapter
also demonstrates the architecture of the extensive healthcare system based on IoT,
the technological problems, and some standard implementations relevant to com-
prehensive healthcare. Data safety, privacy, and confidentiality were looked into
ToT-based security and privacy in healthcare systems. The proposed architecture has
four layers; this was proposed in other to fully secure the IoT environments at all
levels of the healthcare system. To provide verification, entry control, network, and
device protection, integrity, and confidentiality, the framework model uses the fea-
tures of the IoT environment. To eliminate all security threats in advance may be
very difficult due to the use of diverse devices and technological rudiments of sen-
sors used in healthcare systems, the security specifications suggested in this study
are intended to contribute to the creation of secure IoT environments. This chapter
concluded that the current framework will go a long way to help in protecting the
sensors and devices use in the IoT-based environment at a different level of the sys-
tem. The full implementation of the proposed scheme will be tested in future work.
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Chapter 7
IoT Healthcare Applications

Sunitha Lingam

Abbreviations

CGM Continuous glucose monitoring
CYCORE Cyber infrastructure for comparative effectiveness research
ADAMM  Automated device for asthma monitoring

GPS Global positioning system
IoT Internet of Things

PPG Photoplethysmography
QR Quick response

7.1 What Is the IoT Healthcare System?

10T stands for Internet of Things. Simply put, it can connect numerous devices to
send data to each other through the internet. These devices are usually embedded
with various technologies, sensors or related software. The significant advantage is
that the devices work without human intervention. The tools can learn through the
data collected under data analytics.

IoT has found its application [1] in multiple fields in recent times; healthcare is
just one of them. In the upcoming times, [oT will continue to be implemented within
healthcare and is guaranteed to increase productivity and data analysis drastically.
These technological advancements will enhance medical devices [2] and produce
better outcomes and improved analytics, which is likely to be accomplished
promptly.

Quite often, cloud technology is coupled closely with IoT technology because
both require internet access. Examples of this are our smartphones and smart-
watches. Our smartphones can connect to our home security systems, cars and
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kitchen appliances. Through the concept of IoT, imagine preparing a meal from
your phone while driving home from work.

The healthcare-specific IoT produces a massive amount of data generated by
these connected devices which hold the potential to transform healthcare. Hospital
staff are overwhelmed with patient monitoring devices: pulse oximeters, CPAPs,
ventilators, infusion pumps, ECG machines and the list goes on. Combining patient
data from the various machines can provide a much more rich and accurate story
about the patient’s condition. IoT connectivity can centralize this data; it can be
analysed and communicated to all healthcare [3] providers through smart technology.

There are many medicines for various health problems and conditions common
man is hardly aware of in the market. Many pharmaceutical industries are working
to produce genuine drugs. IoT can be beneficial in this regard. QR code or IoT infra-
structures can help individuals to assess how good their medicines are. One can
know about the manufacturer and become knowledgeable on how legitimate their
purchases are.

IoT is a four-step process.

— IoT System Construction is an interconnected device consisting of sensors, actu-
ators, detectors, monitors and camera devices to collect the data next.

— Data collected from sensors [4] and other technologies within these devices are
in analogue form. These signals are integrated and converted to the digital format
for pre-processing.

— Once the data are pre-processed, it is aggregated and standardized. These data
are then transferred to the data centre or cloud.

— Finally, data are managed and analysed at the required level. Advanced analytics
is applied to these data for effective decision-making.

These stages are interconnected since the yield of processing one step is the input
for the following steps.

IoT also helps track the real-time location of various hospital equipment such as
oxygen cylinders, wheelchairs and nebulizers. These devices are tracked with sen-
sors embedded within, which help in tracking their location. Medical staff working
from various geographical regions can be tracked in real time (Fig. 7.1).

Many healthcare specialized companies are moving towards investing in IoT
intensively. Currently, be it X-ray machines or biosensors there in connectivity in
most tech devices with Bluetooth or WiFi. When medical devices enabled with 10T,
assist the jobs performed by health practitioners by providing them with critical
data. This inclusion of IoT im-proves outcomes of healthcare facilities and reduces
the burden of health practitioners. It becomes easier to monitor patients and make
observations on the progress of a treatment or even housing vaccines with devices
with IoT specialized in medicine [5].
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7.2 Cloud-Based IoT Healthcare Applications

Cloud-based IoT guarantees distributed-location-based services. The platform can
be used to periodically collect and broadcast data. IoT is widely applied in various
fields, such as the medical healthcare system. On the other hand, cloud computing
offers on-demand computing resources as a service from mobile devices to super-
computers. Cloud computing is a method for large data storage and analytics. The
combination of IoT and cloud computing will enable monitoring services and pro-
cessing of sensory datasets.

The cloud eventually serves as the brain to improved decision-making and opti-
mized Internet-based interactions.

Cloud computing paradigm is one of the trending topics in the recent year infor-
mation technology field. It has mobility, security, efficiency, reliability and scalabil-
ity advantages. Users are provided with storage, applications, services, servers,
hardware and networks, which are the most demanded resources. For IoT systems,
cloud computing serves as a backbone, according to researchers. Sharing of infor-
mation amongst patients, caretakers, and professionals is more organized and struc-
tured with cloud computing. Cloud secures the medical records and reduces risks of
these getting lost. As a result, healthcare services and applications have benefited
from developing IoT and cloud computing technologies.

Authorized users can access important information for treating patients and
research purpose. This integration would make information exchange simpler and
cheaper between practitioners or even hospitals.

Let us understand in brief with the example of a Smart Fridge which addresses
vaccine management issues. Weka developed it to deal with vaccine storage which
is done at an apt temperature. Errors can lead to spoilage of vaccine. With Smart
Fridge, vaccines can be monitored and stored at the recommended temperature,
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from remote locations. Inventory management services are automated, which makes
it easier for clinicians to stay updated regarding vaccine storage.

Health practitioners can log in and specify the vaccine needed. The Smart Fridge
then gives access to the vial requested leaving the remaining inventory unaffected.
Smart Fridge eliminates unnecessary interaction work that needs to be done. It also
allows us to analyse the data and find trends which can be used to design vaccine
programs. Smart Fridge would be highly beneficial in high-risk rural areas.

7.2.1 Cloud-Based IoT Network Architecture

IoT stronglyassociated with cloud computing, a cloud used as front end. Cloud
computing provides several advantages to IoT. Cloud computing is based on the
concept of allowing users to perform regular computing tasks using services deliv-
ered entirely on the internet.

Cloud-based IoT [6] has bestowed us with data collection and broadcasting ser-
vices. Despite being geographically separated, the cloud has helped to access these
facilities periodically. While combining IoT and Cloud, healthcare practitioners
must understand how these facilities are exceptional and useful. Memory and space
requirements can be minimized if an application [7] is hosted on the Internet
(Fig. 7.2).
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7.3 Opportunities in IoT Healthcare

Before introducing IoT into healthcare, doctors or health workers couldn’t interact
with patients and monitor their health conditions regularly. Treatment was discrete.
With IoT, these communications are made easy and possible. The scenarios of huge
hospital stay and getting admitted have reduced guaranteeing customer
satisfaction.

Better outcomes are expected at much lower costs. It has always been observed
that the introduction of technology with innovative strategies has benefitted busi-
ness models. With improved customer engagement, asset management, cost reduc-
tion, reduction in theft possibility and customer engagement, IoT has proved
beneficial for businesses and marketing in the current times.

IoT, machine learning, block-chain technologies and big data analytics, are
expected to be the future trend. With IoT devices get smarter.

7.3.1 Functional Fields

Technical developers work with Arduino or raspberry pi modules, net-work connec-
tions and cable connections. Having accurate and precise sensors is very important
to produce correct and reliable results. Specialists in sensor technology and integra-
tion would have to work on improving their working. Communication between vari-
ous devices facilitates that data are transmitted from one location to others, storing
or retrieving. It is essential to have fast communication networks [8] with a good
number of participants.

The application used should be updated and maintained regularly considering
the evolution of system hardware and system software. Software Development
Engineers, therefore, are pivotal for handling the application. Cloud design and
management are planning for efficient usage of resources. Cloud architecture [9]
needs to be understood at various levels of comprehension.

Data collected from various devices and various individuals after being stored
are analysed to find patterns. Data analysts have a very crucial role to play when it
comes to handling big data and exploiting it in cost-efficient ways. Processing exten-
sive data with a minimal amount of hardware is an economical idea. By making
predictions using various algorithms, IoT devices can help determine conditions
deviated from the normal situation. They can prove to be very valuable in life-
threatening situations.
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7.3.2 Non-functional Attributes

Apart from functional features, non-functional attributes are also of utmost impor-
tance. Non-functional attributes include security, reliability, privacy, scalability,
adaptability and portability. These are even more crucial as failing to meet any one
of them can prove dangerous and fatal.

It becomes necessary to maintain confidentiality of information such as patient
details, diagnosis information, treatment procedure or any other confidential infor-
mation. Not everyone can access all or part of the information. Authentication
stages need to be defined. Cyber security experts need to work on the protection of
information stored. Transfer of data needs to be secure. Block-chain can be an apt
solution for the same considering that the current and previous systems are
vulnerable.

7.4 10T Solutions for the Disabled in Healthcare

Around 650 million people in this world are disabled. IoT can ease the lives of these
people and make them more independent.

7.4.1 Smart Homes

Oneapproach can be to automate their homes. The idea of smart homes enhances the
quality of living of the specially abled people. Features of their residence can be
specialized for the individual’s care. Various tasks can be performed by connecting
devices such as speakers, oven, television, air conditioners and other electrical
appliances. This would be of exceptional help to individuals with mobility impair-
ments. Voice assistants such as Siri, Google and Alexa can also be used for control-
ling the house. Voice commands can be used to lock and open the doors, turn lights
on and off and even adjust the thermostat. Smart lights can be used to alert deaf
individuals when there are visitors at the door.
The various components of smart homes are given as follows:

— Sensors: Sensors are installed within the house to collect internal data to analyse
conditions at home. They are attached to various devices, and finally, the data
collected are transmitted to the [oT server with the help of a local network.

— Processors: 10T server after receiving the data processes it. There are various
software designed appropriately to translate the data collected by sensors to per-
form necessary actions.

— Actuators: These are the components which would control the working mecha-
nism and movement of a device or machine. The commands sent by the server
are executed by performing needed action.
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— Smartphone App: The conditions can be handled with the help of an android app.
Various devices or electronic devices can be controlled by a fixed schedule or by
this app.

— Cloud: The data collected from sensors stored in a database over the cloud. The
collected data could be analysed and made use of in future.

As we observe, the necessary steps, as in Sect. 7.1, are very similar to the four
stages in smart homes (Fig. 7.3).

7.4.2 Travelling Made Easy

A few more ideas can ensure safety outside their homes.

There is a Crosswalk IoT system in Dutch. Sensors are embedded in traffic lights
and streetlights. There is an android application that connects various individuals
and tracks their geographical location. The app tracks down if any specially abled
individuals or older adults are waiting at the pavement to cross the road. The traffic
lights remain red and allow pedestrians movement for a more extended period to
safely cross the street.

Cloud Vision API is made available to developers by Google to creating apps
which can be used to design IoT devices for visually impaired people using image
recognition algorithms. The device captures the surroundings with the camera and



142 S. Lingam

uses this to identify objects, landmarks or places. The device can work like smart
glasses where the user is to told what is around through a hearing unit.

7.4.3 Communication Made Easier

Deaf and blind people use sign language to communicate with various hand move-
ments. This language has its grammar. Special gloves enabled with sensors can be
designed to track hand motion and record it as electrical signals. An accelerometer
is one such sensor that can be used to find the hand’s acceleration by considering the
X,y,z coordinates and the change in the position due to motion or vibration. The flex
sensor is another sensor that can be used to measure the bending or the amount of
deflection of the gloves. The flex sensor’s resistance varies when there is bending in
the surface of the object to which the sensor is attached. This can be exploited to
find the gesture.

These signals can be recognized by devices and translate into natural language.
Each gesture is mapped to a word and then converted into speech or text.
Communication at work, study, or to use voice assistants gets simpler. At times,
devices or appliances can be handled by gestures. Gadgets can be controlled with
hand movement without any human intervention.

A Bluetooth module can be used to transmit the signals data to a target device
where the output in the form of text or speech can be given. If it’s text, then text-to-
speech conversion software can be used to translate the data into audio finally.

Since gloves are lightweight, they can be carried easily even while travelling.
This would bridge the communication gap between specially abled people with the
traditional world (Fig. 7.4).

Fig. 7.4 Flex sensor
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7.5 Research Challenges

IoT in healthcare is an emerging field of study and hence has challenges [10, 11],
few of which we might be known now, and few we might discover in future.

7.5.1 Patient Comfort

IoT devices work with a lot of sensors and devices. Excessive usage of embedded
systems make patients uncomfortable. Also, so much hardware makes the system
costly but effective. It becomes essential to design comfortable sensors at lesser costs.

7.5.2 Noise Removal

The data collected from sensors are then transmitted to a connected device through
WiFi or Bluetooth and then to a monitoring centre if needed. This can affect the
quality of the data. Noise removal thus becomes essential. New, better architectures
are required to enhance data transmission quality and reduce noise. Researchers
need to find out improves techniques for the same.

7.5.3 Data Storage and Analysis

There are massive amounts of data that are to be stored and analysed. Storage of
such vast quantities of information and retrieving them is a challenge. We need suit-
able storage devices that are reliable and large enough to store extensive details.
There are millions of people who use the application simultaneously. Every second
huge record needs to be updated into the database. For data analytics, the stored
documents need to be retrieved. We need faster mediums to access information. The
transfer of data requires to be quicker and correct.

7.5.4 Power Consumption

Since the number of sensors and devices connected through a network increases, the
amount of power leakage also increases, leading to higher energy consumption.
Hardware improvement becomes more crucial. It is relatively more essential to
design better optimization algorithms and software that manage hardware effi-
ciently instead of reducing energy usage.



144 S. Lingam
7.5.5 Security

There are a lot of people accessing the data of the devices. Different authentication
techniques, therefore, become necessary. For instance, doctors can assess the
patient’s medical records along with the sensor readings, vaccine or medication
information, or any other confidential documents. Since the networks [12] used to
connect can be public, they are unstable, and it is possible that there can be a man
who can interrupt the connection and get unwanted access. Privacy is paramount,
and these devices are very vulnerable to attack.

Hence, there is a need for more good encryption techniques and authentication
steps before giving users, be it patients or practitioners access to the data and
devices.

When IoT uses the cloud, new issues arise which needs new network architec-
tures that integrate them. The critical concerns during integration are quality of
service and quality of experience and data security, privacy and reliability.

7.6 10T Healthcare Applications: Case Studies

7.6.1 IoT in Diabetes Treatment

A person with high blood sugar levels is said to have diabetes. It is due to improper
secretion of insulin by the pancreas. Around 422 million people worldwide, irre-
spective of their age group, have diabetes, and nearly 1.6 million deaths annually are
attributed directly to diabetes. IoT has found its way to help patients suffering from
diabetes problem.

Smart Continuous Glucose Monitoring (CGM)

Diabetes patients need to be administered and monitored regularly for treatment.
CGM device has been designed to monitor glucose levels in the blood continuously.
Readings are taken after regular time intervals. CGM then sends these data to an
application [5] over the smartphone or smartwatches where it can be checked easily.
This information can be then analysed to detect trends. Health practitioners [13, 14]
can also access this information and treat the patient accordingly, irrespective of the
geographical location. Family members can also view these data, and the doctor’s
review regarding the same remotely. The first CGM was approved in 1999. After
that, many more like Eversense and Freestyle Libre have come to the market
(Fig. 7.5).
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Fig. 7.5 Continuous glucose monitoring (CGM)
Insulin Pen

Another device called Insulin Pen has also proved to be helpful for diabetes patients.
An insulin pen can record the amount of insulin injected, the dose’s time and the
type of insulin injected. The smartpen can suggest the patient of the correct type,
time and quantity of insulin injection regularly.

An insulin pen is connected to the smartphone application, where all the data are
collected in the store. Patients can also make a note of their meals. This information,
along with the insulin dose, can be analysed to determine how eating patterns have
affected blood sugar levels. The app can also recommend changes in diet patterns.
Long-term data can be stored and interpreted this way, reducing the burden of the
caretaker. InPen, Gocap and Esysta are some smart insulin pens in the market.

7.6.2 Asthma

Respiratory illnesses like asthma account to significant morbidity amongst people
and affect the life quality of millions globally. It is the condition where airways
swell and get narrowed, making it difficult to breathe. It is a prevalent chronic, non-
communicable disease. It can result in attacks that can be life-threatening.
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Smart Inhaler and Bluetooth Spirometer

However, the advent of smart technology has made the scenario better for them by
enabling them to monitor their symptoms and make timely treatment possible for
them regularly.

Inhalers are drug delivery devices in asthma [15], which enable the patient to
inhale the prescribed drug and are chiefly used in respiratory illness like asthma.
Spirometry is used to measure the lung functioning, i.e. inhalation and exhalation
capacities and lung volumes. This is significant in diagnosing respiratory problems
like asthma and chronic obstructive lung diseases wherein the lung functioning
might be altered.

Of late, smart inhaler technology has stepped into the markets. These are con-
nected inhalers wherein sensors are attached to inhalers. Spirometers used are also
enabled with Bluetooth.

Apps are designed to identify the allergens that can trigger an asthma attack in
patients and, thus, issue a prophylactic forecast to the user and prevent an asthmatic
attack. Also, these sensors connected to inhalers can monitor the usage of medica-
tion in patients. The inhaler reports can be shared with the doctor and check if the
correct treatment is being followed or not. Treating doctors can monitor [16] the
consistency of medication usage with great ease. Adherence is improved, which in
medical terms means that there is more consistency very often. Patients also can use
these data to improve their condition by learning how to use the inhaler better.

Propeller Health [17] is one of the biggest producers of smart inhalers. Respimat
inhaler and Diskus inhaler are few variants that came into the markets in recent
times. These companies collaborate with inhaler and spirometer producing compa-
nies and embedded sensors within them. Most sensors work with any inhalers.

Asthma Monitor

Apart from the smart inhalers and Bluetooth spirometers, wearable smart asthma
devices are also available. Smart asthma monitors notify the user beforehand of an
impending asthmatic attack by either vibration or text message. This device is flex-
ible, small and wearable. So the person wearing it can feel the vibration and get
notified before itself. A text message is forwarded to a caretaker or a family member
of the patient to draw up a timely action, thus allowing us to manage the episode
very early and preventing it from worsening.

The patient can set reminders to maintain regularity of their medications through
voice journaling. Also, these smart monitors [18] enable the detection of the inhal-
er’s usage in patients, based on the detected changes. Thus, lots are a boon to asth-
matic patients and improve their life quality significantly by helping them set
medication reminders. Alert them of an impending asthmatic attack, and also keep
a track on their regularity. The app’s algorithm is flexible, allowing the device to
learn from the changes over time. ADAMM is asthma monitor that has been
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introduced in the market for consumers. ADANM means Automated Device for
Asthma Monitoring and Management.

7.6.3 Apple in Medical Research

Apple organization have been working on medical research and healthcare. They
have designed medical applications to work along with iPhone and Apple smart-
watch [19]. Wearable technology with healthcare benefits has marked a begin of
new technology.

Parkinson’s Disease

Parkinson’s disease leads to stiffening of muscles, resulting in difficulty in walking,
body coordination and body balance. This is due to damage of brain or nerve cells.
Symptoms begin slowly and worsen over time. It becomes crucial to monitor these
patients considering their difficulty in movement and talking.

Doctors or physicians usually conduct physical diagnostic tests regularly to
monitor the patient’s status, symptoms and condition. Each patient has a diary to
record the observations overtime to get a broader idea of symptoms. Researchers at
Apple have worked to automate this process. They have designed an app and con-
nected iPhone and Apple smartwatches. The data collected are plotted as a graph,
and symptoms fluctuations are monitored every minute. Hourly and daily break-
down analysis reports are generated.

These data are also used for research analysis of different health conditions. A
detailed study of the data collected from sensors would help gain an insight into the
onset and duration of a specific symptom of seizures if any. In medical terms, it is
called epilepsy where the body experiences sudden signal disturbances, leading to
unconsciousness and convulsions due to abnormal activity in the brain neuron cells.
These epilepsies can be recurrent and sudden episodes. Therefore, it becomes even
more crucial to study the information.

Depression

Depression is a mental state where one feels loneliness, stress and grief. Patients
often tend to remain silent on their condition. But they must speak out. Therapy ses-
sions are necessary to tackle the symptoms. If worsened, depression can, at times,
trigger suicidal thoughts.

Apple smartwatch and applications help in monitoring depression. They have
designed an app to assess patients with depressive disorders. Participants used the
app to monitor their cognition and mood. Cognition refers to the method of gaining
knowledge. Stimulus received is processed by our brain to make a judgement and
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Fig. 7.6 Apple applications

gain an understanding of events around us. They can be due to conscious or uncon-
scious choices made by our mind.

Daily assessment is done by doing in-depth analysis and cognition tests to derive
outcomes. And the results produced are considered to be reliable and robust to a
large extent. The collected data have been put to research where the effects of the
depression were studied in real time. Like other IoT healthcare devices, Apple apps
also share patient information with doctors or professionals to understand the
condition.

The app tries to understand the behaviour or pattern in their behaviour, to suggest
the person techniques make him feel better. The interactions and conversations with
the app help the person understand about emotional well-being (Fig. 7.6).

Fitness and Physical Well-being

Fitness is vital for the muscles and bones in our body. We must give our body regu-
lar exercise and physical training sessions. This would improve breathing, the func-
tioning of the heart and lungs. It is necessary to maintain good weight to prevent
heart diseases, obesity and a few types of cancers.
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There is an application created for the following purpose. GPS is enabled to track
the movement of the person. The number of steps taken is recorded along with the
distance covered. There are sensors like accelerometer (discussed in earlier Sect.
7.6.3) which is used to estimate the number of calories burned that day. This app is
connected with apple smartwatch to track the heartbeat.

The app also analyses sleeping habits by checking phone usage hours and appli-
cation activities. The app also suggests workout ideas or fitness goals, making it
very interactive.

7.6.4 Cancer Treatment

Radiotherapy has emerged as one of the reliable treatment modalities for cancers,
mostly around the head and neck region. Despite radiotherapy having the potential
to cure most cancers, it comes with its side effects such as extreme dehydration.
Radiotherapy is usually given in sessions, i.e. on an outpatient basis. Thus, IoT can
play a role here in reducing the symptoms caused both due to cancer and the side
effects of radiotherapy. Since most of the time patients are away, they need constant
monitoring to address these side effects.

Here, remote sensor technology collects the data from the patient and transmit-
ting it to the treating doctor frequently. Remote sensor technology enables the doc-
tor to have a constant eye on their patients. The doctor can also reschedule the
therapies if needed. Bluetooth enabled devices can record any significant fluctua-
tions in parameters like weight or blood pressure of patients and transmit them to
the physician.

The patients answer daily questionnaires, and these are assessed by the treating
physician who thereby takes a call on the requirement for any intervention in them.
Thus, this system can enable the users undergoing radiation therapy for cancer to
minimize their side effects and help the treating radiation oncologist to keep a better
watch on their patients and their outcomes to the treatment. Overall, IoT is playing
a crucial role in improving patients’ quality of life by undergoing radiation therapy
and improving modality’s efficacy. Cyberinfrastructure for Comparative
Effectiveness Research (CYCORE) is a platform currently in the market for cancer
treatment.

7.6.5 IoT in Pharma Industry

In the pharmaceutical industry, the development of medicines needs to be secure
and properly monitored. Safety needs to be maintained when it comes to the distri-
bution of drugs or medicines. If the company fails to meet any other these, it could
prove fatal to the patient and lead to a revenue loss if the drugs synthesized have to
be discarded.
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Therefore, the Pharma industry needs to address these issues and have reason-
able control over the facilities and production activities. The company, which would
address these concerns, is likely to survive today’s competitive markets. Proper
shipment of the medicines and in the stipulated time without any delays is very
much essential. Few of these operations are outside the facilities and need to be re-
looked. The industry’s quality and quantity standards need to be higher so that they
can reach a larger group of patients in case of emergencies.

IoT has helped these companies to meet the demands in the current day market
and improve their connectivity. With the introduction of IoT, everyone involved is
connected. People are connected with equipment at lesser costs, making it very
economical. The supply chains can be closely monitored. Safety of the structure is
ensured in addition to making movements faster.

Pharma industries [20] benefit at three levels: manufacturing, maintenance and
delivery. IoT sensors help to determine the apt conditions for working in drug syn-
thesis environment. They handle the weight of chemicals and biomaterials so that
the equipment can work properly. This would reduce instances of fraud and danger.
Trackers help track the drugs to ensure they reach the supply chain during the
demanding hours.

One major drawback in manufacturing the drugs is in equipment. There are many
reasons for an asset’s failure, such as mechanical damage, excessive voltage, chemi-
cal deterioration, unstable environment and a lack of maintenance. Pharmaceutical
companies cannot risk unplanned equipment breakdown and supply. If this hap-
pens, they will have to discard all the materials. It is hence vital to have a sound
monitoring system round the clock throughout the day.

IoT serves this purpose. It helps in tracking the status of the machinery and other
facilities continuously. It keeps updating this information on components like steril-
izers, vacuum pumps, pressure gauges, heat exchangers, pH probes and multi-media
filters air compressors.

This information is used to repair the equipment, assess critical issues and main-
tain the machinery’s regular maintenance. In current times, if a component fails, it
would take a considerable amount of time to detect the mishap and then even more
time to repair it. This will result in certain facilities’ unavailability for a long dura-
tion which is referred to as downtime. IoT ensures downtime reduction and main-
tains safety in the working environment.

Such innovative methods will help in proper planning, ensuring maximum
resource utilization with the data collected. If IoT is combined with Al, then the
pharma companies can predict the conditions and optimize performance. This
would lay the foundation of a perfect modernized system.

Controlling the manufacturing conditions with IoT will make the production
activities more transparent. Along with manufacturing, the storage environment
needs to be given special attention. Atmospheric indicators such as humidity, radia-
tion, temperature, levels of carbon dioxide and light are to be maintained. This is
achieved with several sensors.

There is a screen on which this information is updated continuously. The super-
visor or the employee in the lab can keep observing these values and in case of
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emergencies or odd behaviour take immediate measures. Smart systems can be
introduced, predicting this change of conditions and automatically adjusting the
parameters to bring back the system to normal conditions. In case there is a disaster,
for instance, like machine damage, which can result in leakage of toxic chemicals,
the concerned staff member can be alerted. This would help in timely disaster
management.

Dutch startup and AntTail developed tiny sensors, which are currently in the
market. These sensors are kept in the box while packing the drugs, which help in
tracking the packets until their delivery to the consumers. This would help in moni-
toring the medicines [21] to check if they are delivered correctly and within time
(Fig. 7.7).

This tracking is essential unexpected difficulties like vehicle accidents or sudden
failure of temperature maintaining units, resulting in fluctuations. Such sudden hard
times can have an effect on the customer as well as the pharma company. Therefore,
even after production, it becomes more critical to track the supply chain and the
delivery route details. If the company becomes aware of the situation, they can
ensure specific measures to handle the situation. IoT helps in ensuring that immedi-
ate actions are taken to prevent delays or dangers.

Other than sensors, drugs can be packed and marked with batches, tags or smart
labels, which can help in identification of the packages. Each batch or QR is unique
and helps distinctly track individual delivery until they reach the final destination.
Apart from drugs, the vehicles transporting the packages are enabled with GPS to
know the geographical location periodically. This will make the shipment process
more transparent. The more the number of trackers, the more precise the tracking is
as they would serve in case the other breaks down.

History of item modifications AQ Order defivered
ZINCOVIT TABLET 15 Out for de“\"eﬁ‘
B AR XPRESSBEEST0N 701
; Thu, 13th Aug 20| 1257 PM
Package delivered
Items ordered (3) S, 22nd Aug 20| 224 P
5 NUKIND VITAMINC TABLET 15 Picked from warehouse
R27000 Seved 13 4 Fri, 14th Aug 20 | 6:29 AM
Order in transit
o SHELCAL HD ‘500 MG TABLET 15 Mon, 17th Aug 20| 1219 AM
17994 Savee 1141 1
Package has reached BLR/CNT, BANGALORE, KARNATAKA
Fri, 14th Aug ‘20| 10:33 AM
= ZINCOVTT TABLET 15
T153.00 Saved 22700 Out of Stock (Remaved) Out for delivery

Sat, 22nd Aug 20| 326 FM

Fig. 7.7 A sample medicine tracking system
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The sensors that handle environmental conditions such as temperature, pressure
and humidity can alert the driver or the person carrying it, in case of deviation from
standards while travelling. The current conditions are compared with the required
ones. In case of discrepancy, with such intimidation, timely measures can be taken.
If the drugs storage does not meet the storage criteria, they will have to be disposed
of. Since all the information has been collected, this can be analysed to predict the
frequent mishaps or facilities to be improved. Problems in the delivery route can be
worked on to prevent future delays, making the process smoother. Such a report on
how the drug was stored will help the caretaker or physician to contribute more to
the patient treatment.

7.7 Commonly Used Sensors

7.7.1 Heartbeat

Smartwatches like those of Apple (refer Sect. 7.6.3.3) use a technology called PPG,
i.e. photoplethysmography, for measuring heartbeat [22]. Blood absorbs green
colour and reflects red colour giving it a red colour. This technology checks the
amount of red and green light visible when it looks at the wrist through the skin. The
more amount of green light absorption implies a higher heartbeat rate. A similar
idea is used in hospitals where pulse measuring devices are connected to tips of
fingers (Fig. 7.8).

7.7.2  Ventilator Oxygen Sensor

The oxygen sensor is to monitor the oxygen gas quantity and concentration of oxy-
gen the patient is receiving through the ventilator. It automatically keeps checking
at regular intervals. These sensors are made up of electrogalvanic or

—_
(S
- [Medical 097,
2log L
b |

PPG Sensor - I Ventilator O2 Sensor

Fig. 7.8 PPG sensor ventilator O, sensor
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electrochemical sensors. They work based on the difference in voltage which varies
with difference in oxygen levels.

7.7.3 Temperature Sensors

Temperature sensors measure the surroundings’ temperature and convert it into
electrical signals that can be recorded and monitored. There are two types of tem-
peratures: contact temperature and non-contact temperature. Contact temperature
sensors measure the temperature of the surface they are in contact. Non-contact
sensors work by measuring the IR radiations emitted by the object.

7.7.4 Blood Glucose Sensors

Our human body synthesizes enzymes which are proteins. Blood glucose sensors
have enzyme-coated strips that react with the blood sample. This meter then calcu-
lates the amount of glucose in the blood and sends the output to the monitor. These
strips are usually not reusable.

7.8 Conclusion

IoT in healthcare has a bright future. It has a lot of deliverable aim to revolution
automation healthcare services. Healthcare facilities across the globe have adopted
IoT systems. From top-level hospitals to regular clinics, all are utilizing the real
advantages of IoT in healthcare. Upcoming future of IoT in healthcare with being
changed with the new IoT innovations will organize business patterns and automate
the data monitoring system. [oT can also make healthcare cost-benefit and medi-
cally efficient in the future. Many reports say that IoT healthcare will have more
customized systems, patient-oriented equipment and doctor-oriented equipment in
the next couple of years. With the use of IoT technology, treatment and as well as
monitoring will be more precise and proper order. Usually, IoT will also enable
patients to access data and personalized care and reduce visits to the hospital.
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Chapter 8

Tele Health Monitoring System in Rural
Areas Through Primary Health Center
Using IOT for Covid-19
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Abbreviations

BP Blood pressure

ECG Electrocardiogram

EMRI  Emergency management and research institute
GPRS  General packet radio service

HAC Humanitarian activities committee

IEEE Institute of electrical and electronics engineers
10T Internet of things

IT Information technology

OLED  Organic light emitting diodes

PHC Primary health center

SARS  Severe acute respiratory syndrome

SIGHT Special interest group on humanitarian technology
UBA Unnat bharat abhiyan

USB Universal serial bus

8.1 Introduction

®
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The surge in the COVID-19 cases in India calls for extensive screening to contain
the spread of the deadly virus. The sorry state of affairs in the rural areas of India
makes this all the more difficult. Hence Telemedicine comes to the rescue given the
existing infrastructural constraints. Spanning over the last decade, telemedicine
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using remote sensing and monitoring has evolved as a dominant alternative enabling
combatting the limitations posed by the naive healthcare system in place in the rural
areas of India. With specific reference to COVID-19 pandemic, there is an ever-
increasing need for interactions with the people in near real-time instances by pro-
viding remote monitoring that provides design efficiency in facilitating feasible
operational ease that would best serve our purpose in question by remaining con-
tactless. Moreover the intelligence function can provide us with the much needed
data about the pandemic and the resultant clinical interventions. The evolving mar-
ket of telemedicine has been an asset to all the stakeholders.

The pandemic COVID-19 has again diverted all our energies towards exploring
the various avenues provided by this emerging technology for providing a solution
to the endless agony faced by the masses in this seemingly never ending crisis by
catering to the new challenges posed by the deadly virus and leading to extensive
brainstorming about how to use it in the best possible manner during this press-
ing times.

The field of Telemedicine has been galloping over these years, thanks to the
growth of wireless broadband and multifunctional uses of smartphones. There are
evidences of using this technology for bringing about a better connect in the rural
areas but eventually, it has become a household name with the advent of electronic
devices by dint of the use of smart phones, bio peripherals, and 4G and 5G networks
and so on. Added to it, the onset of the pandemic Covid-19 has made it a more eco-
nomical choice in terms of time, effort, and money.

With the popularity of Telemedicine over these years, there has been micro dis-
tinction that has been made in terms of (1) access to rural areas, (2) live sharing, and
(3) remote monitoring. Thus, this is the most viable tool for the present situation
where there is an immense need for going for large-scale screening and subsequent
monitoring and catering to the resolution of the illness, not to forget the need for
maintaining the safety measures.

Numerous work in this direction can be referred to where there has been use of
this technology for detection of symptoms well in time so as to prevent later stage
contingencies [1] Minoi (2014) in their study suggested the use of the remote sys-
tem for blood pressure monitoring that would record, store, and disseminate data to
remote server via the wireless network and facilitate retrieving the same by the
physician located at different locations via the website [2]. Another study worth
mentioning here is that of J] Gémez (2016) who propounded that the healthcare
amenities can be elevated in the rural areas, having minimal access by promoting
health and well-being by use of remote sensing and wireless technology. To cite the
contribution of Murthy, the survey thus conducted on mobile-based healthcare sys-
tems in various countries around the globe provided the much needed affirmation
that this technology would provide a one stop solution for solving the healthcare
problems in the rural areas [3]. In their study, Boyi Xu (2014) explained as to how
the use of IoT-based system would cater to the needs of collection, analysis, and
interpretation of the IoT data and use this flexible method for catering to the need of
providing the emergency services as a part of the medical health amenities by dis-
seminating the heterogeneous, thanks to cloud and mobile computing [4]. Not to
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forget, the work of Hassanalieragh (2015) provided the much needed insight into
the art of data acquisition, data transfer, cloud processing, and conception by mak-
ing use of machine learning approaches to facilitate healthcare systems using remote
access [5]. In his work, Kumar (2014) put forth the advantages of Big Data in pro-
cessing otherwise huge pile of data and would come to the rescue of the medical
professionals for realizing the dream of suitable healthcare reforms in rural areas,
thus making healthcare amenities available to the masses across the country.

The ultimate objective is to provide for the health and well-being of all the indi-
viduals, even those in the remotest part of the country. It works relentlessly on col-
lection, classification, storage, dissemination of the data, and the timely intervention
by the doctors.

A lot of milestones have been achieved in these years due to the use of wireless
and network capabilities in an ever-growing computing environment. And one such
sector that has been benefitted by the same has been the healthcare sector. We have
been using telemedicine more often to refer to the employment of communication
technology for diagnosis and treatment of the patient in the areas with minimal
access by providing remote monitoring and treatment. It is an economical method
in terms of time, effort, and money. Moreover, it facilitates personal self-help care
of the elderly people at home by providing with simple, easy to use apparatus
thereby eliminating the need to visit the physician for routine tests [2]. It is very
easy and effective method to monitor and evaluate daily vitals and observe for any
deviations from the normal parameters and send the alerts in case of any anomalies
observed [6]. The studies that encompasses all these parameters can be classified in
terms of type of communication networks used, types of sensors used, the devices
for monitoring that have been used, and the algorithms developed therein [7]. This
section provides with the details of these determinants. As is evident from the figure
above, the components included have been bio signal sensors, units for processing,
communication networks, and medical center.

Figure 8.1: Main components of Telemedicine system.

This emerging technology has come to the rescue of the healthcare centers in
providing a cost-effective solution for catering to the needs of the patients and the
ease of functioning for the physicians alike. With the growth of Internet of Things
(IoT) technologies, there has been a paradigm shift from in-person consultation to
telemedicine.

This paper proposes a Telehealth Monitoring System in rural areas by using IoT
in the Primary Health Center during these Covid-19 times to facilitate monitoring of
the preliminary vitals of the patient along with the room condition in which the
patient resides in real-time. This system has made use of five sensors for capturing
the data from the Primary Health Center in questioning with regards to the heart
beat, body temperature, Pulse rate, Blood Pressure, Blood Glucose monitoring. The
reports are disseminated using a website www.sfpieee.in designed for the same to
the registered medical professionals deployed for and trained for the same so as to
get an idea about the condition of the patient. The prototype has been tested and has
been found to satisfy the criteria of suitability, feasibility, and acceptability, thereby
making the system plausible.
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Fig. 8.1 Model of telehealth monitoring system using IOT

8.2 System Design and Description

The hardware components that were put to use have been enumerated as follows:

8.2.1 Noncontact Temperature Sensor

Despite of availability of noncontact temperature in online sources, it was decided
to develop the same to make it cost-effective using Arduino and an Infrared tem-
perature sensor using noncontact temperature sensor MLX90614.

Components Used

e Arduino Pro Mini

e MLX90614 Infrared Temperature Sensor
* OLED Display—SSD1306

e Laser Diode

* OV Battery

* Push button

» Battery Clip

e Connecting wires

There are many temperature sensors available in the market and we have been
using the DHT11 Sensor and LM35 extensively for many applications where atmo-
spheric humidity or temperature has to be measured. But here, for a thermal gun we
need a sensor that could sense the temperature of a particular object (not ambient)
without directly getting in contact with the object. For this purpose, we have
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Fig. 8.2 MLX90614
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Fig. 8.3 Temperature sensor gun using Arduino

contact less temperature sensors which utilize Laser or IR to calculate the tem-
perature of an object. The MLX90614 is one such sensor that uses IR energy to
detect the temperature of an object (Fig. 8.2).

The sensing range to be in a conical shape from the point of sensor is shown. So,
as we go far from the measuring object, the sensing area increases by twofolds.
Meaning for every 1 cm we move away from the object the sensing area grows by
2 cm. In our thermal gun we have placed a laser diode on top of the sensor to
know where the sensing area of the sensor is currently pointing at. I found that the
values were reliable if the gun is pointed at 2 cm away from the object and the accu-
racy goes down as we move away. The entire circuit is powered by the 9 V battery
through a push button. When the push button is pressed, the 9 V battery is connected
to the RAW pin of Arduino which is then regulated to 5 V using the on-board volt-
age regulator. This 5 V is then used to power the OLED module, Sensor, and Laser
diode (Fig. 8.3).

8.2.2 Blood Pressure Sensor

Blood pressure is the pressure of the blood in the arteries as it is pumped around the
body by the heart. When your heart beats, it contracts and pushes blood through the
arteries to the rest of your body. This force creates pressure on the arteries. Blood
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Table 8.1 Classification of Systolic (mmHg) | Diastolic (mmHg)
blood pressure for adults Hypotension <90 <60
(18 years and older) -
Desired 90-119 60-79
Prehypertension 120-139 80-89
Stage 1 hypertension | 140-159 90-99
Stage 2 hypertension | 160-179 100-109
Hypertensive crisis | >180 >110

pressure is recorded as two numbers— the systolic pressure (as the heart beats) over
the diastolic pressure (as the heart relaxes between beats). The unit which measures
this is called Sphygmomanometer.

Monitoring blood pressure at home is important for many people, especially if
you have high blood pressure. Blood pressure does not stay the same all the time. It
changes to meet your body’s needs. It is affected by various factors including body
position, breathing or emotional state, exercise, and sleep. It is best to measure
blood pressure when you are relaxed and sitting or lying down (Table 8.1).

High blood pressure (hypertension) can lead to serious problems like heart
attack, stroke, or kidney disease. High blood pressure usually does not have any
symptoms, so you need to have your blood pressure checked regularly.

Blood Pressure Sensor Procedure

Step 1: Connect Blood Pressure on the wrist as shown in figure.

Step 2: Press ON button (2) as shown in figure.

Step 3: Wait for few seconds, Note down the Blood Pressure value from the screen
and upload on website (Fig. 8.4).

8.2.3 Pulse Oximeter Sensor

COVID-19 is a disease caused by the SARS-CoV-2 virus that primarily attacks a
person’s respiratory system. Some milder symptoms can include fever, aches, and
chills, but it can also lead to more serious conditions such as pneumonia. A person
who has pneumonia or even slight shortness of breath might not know when to go
to a hospital, especially as they start to get even more overwhelmed. This is why I
created this open source pulse oximeter, which can assist in getting people the help
they need and get accurate information about their current condition (Fig. 8.5).
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Fig. 8.4 Blood pressure sensor
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Fig. 8.5 Pulse oximeter sensor

Pulse Oximeter Sensor Procedure

Step 1: Open the Pulse Oximeter sensor.
Step 2: Place the Finger as shown in the figure.
Step 3: Press the ON button (1) as shown in figure.

Step 4: Note down the reading of Oxygen level and Pulse Heart Rate and upload in
the website.
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8.2.4 Blood Glucometer Sensor

BeatO CURV Glucometer gives you the advantage of measuring your blood sugar
levels, anytime, anywhere, and in no time. Small in size — CURV is India’s first USB
Connected Glucometer that works seamlessly with all Android phones. This glu-
cometer gives you free access to the feature-rich BeatO App that helps you monitor
better and manage diabetes.

Blood Glucometer Procedure

Step 1: Connect Black color device to the Tablet port as shown in figure position (1).

Step 2: Take out Blue color needle, prick the patient finger for taking blood sample
as shown in figure position (2).

Step 3: Open the APP BEATO Care from the tablet, and click on ready to take
the sample.

Step 4: Insert the White Color Strip in the Black color device connected to the tablet.

Step 5: Put the sample of blood from patient finger to the strip.

Step 6: Wait for 5 s, observe in the APP and note down the reading. Upload in the
website (Fig. 8.6).

Fig. 8.6 Blood glucometer sensor
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8.2.5 ECG Sensor

An ECG Sensor with disposable electrodes attaches directly to the chest to detect
every heart beat. The electrodes of ECG sensor will convert heart beat to electric
signal. ECG Sensor is very light weight, slim, and accurately measures continuous
heart beat and gives rate data of heart beat. This device is always used by trained
doctor and medical assistances.

Electrodes of ECG Sensor have three pins and connected by cable with 30 in. in
length. It is make ECG sensor easy to connect with controller and placed at the
waist or pocket. In additional, the plug-in for the cable is a male sound plug which
will make the cable to be easily removed or inserted into the amplifier board. The
sensor assembled on an arm pulse and a leg pulse. All of every sensor electrodes
have methods to assemble in body. So, training and tutorials are needed for user.
You can choose the type of electrode to measure heart beat.

ECG records the electrical activity generated by heart muscle depolarizations,
which propagate in pulsating electrical waves towards the skin. Although the elec-
tricity amount is in fact very small, it can be picked up reliably with ECG electrodes
attached to the skin. The full ECG setup comprises at least four electrodes which are
placed on the chest or at the four extremities according to standard nomenclature
(RA =right arm; LA = left arm; RL = right leg; LL = left leg). Of course, variations
of this setup exist to allow more flexible and less intrusive recordings, for example,
by attaching the electrodes to the forearms and legs. ECG electrodes are typically
wet sensors, requiring the use of a conductive gel to increase conductivity between
skin and electrodes.

ECG Procedure

Step 1: Connect Probes and ECG modules as given in.
Connection of ECG with Arduino:

Arduino 3.3 V ----—--—- 3.3 V pin
Arduino pin 10 -------- LO+

Arduino Pin 11 -------- LO-

Arduino Analog 1 (A1) ------- Output
Arduino Gnd ----------- Gnd

Electrode pad location shown in Fig. 8.7a

Step 2: Power ON the Arduino Board using Power hub
Step 3: Open Arduino IDE

GoTo — Tools — Serial Plotter
Step 4: Download the data
Step 5: Upload
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Fig. 8.7 ECG sensor (a) Electrode pad location (b) ECG probes interfacing with Arduino

8.2.6 Website

Health of citizens is a serious area of concern for countries around the world, as the
reach of healthcare services remains limited due to variety of constraints. Benefits
of advancements in medical sciences and related technologies as a result are not
available at all. At present, good hospitals are available only in urban areas. It is very
much required to transform the healthcare with IT. Various aspects of Telemedicine
are required to provide the health services in the country to bridge the gaps. They
will become essential in rural areas where there is a scarcity of doctors and the
hospitals.

Telehealth monitoring system is an innovative system for improving healthcare
system from long distance using IOT. This system creates communication among
patients healthcare professionals. In rural areas, there are Public Health Center
(PHC) in few areas not even one PHC is also not available. Hence it is really diffi-
cult to get the treatment of huge number of villagers in rural areas and gather the
data. Hence, this system monitors and measures different parameters like pulse,
breath rate, oxygen in blood, ECG signals, glucose levels, BP, lung capacity, snore
waves, body temperature, etc. using this system. This data is collected and sent to
the cloud database in PHC where doctors will monitor the data and provide neces-
sary treatment to the needy and also able to call for an ambulance in emergency.
Telehealth monitoring is an innovative system of improving healthcare delivery
from long distance using the telecommunication and modern information technolo-
gies. This system creates communication among patients and healthcare profession-
als maintaining convenience and commitment. The data are kept confidential and
safely transferred from one place to another. In rural areas, patients go to PHC for
their treatment. It is proposed to develop an automated Telehealth monitoring sys-
tem and establish a communication between doctor and patient.

The website www.spfieee.in is developed to establish the connection between
village PHC and doctors in the urban areas. The recognized PHC from the village
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Fig. 8.8 Website developed for interaction

has to register in the website by giving all correct credentials, to avoid problems.
Also the doctor who is willing to serve the people at no cost should register through
this website with all credentials. Once the PHC is registered, then they are respon-
sible for uploading the data to the website of the patient which they can send to any
specific doctor based on specialization and problem of the patient by selecting the
doctor from the list of registered doctors from the website. After selecting the doc-
tor, the PHC will send the data to doctor through SMS and also E-mail. The screen
shots of the website are shown in Fig. 8.8.

8.3 Implementation and Results

The T-health Monitoring System in the question has been designed by using numer-
ous IoT components and machine learning algorithms. The working of the same
ensures the retrieval of the case sheet of the patient in a predetermined format to be
used for future references. Further, in case of an emergency or contingency, the
cloud process of the PHC responds and in no time, there is a sharing of information
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Fig. 8.9 Database of patient’s information

online thereby invoking the Teleambulance system. The deliverable for the same is
available in the format given below (Fig. 8.9).

This in turn sends a SMS and email alert to the doctors registered with the web-
site with the information about the vitals of the patient and a link of the patient
monitoring page is shared.

The doctor or the care taker in the question could track the location of the patient
by the link provided in the index page which provides the information based on live
location sharing on Google Maps. However in case of GPRS failure, alternatively
the last known location of the patient would be available (Figs. 8.10 and 8.11).

As can be seen in the image below, the all-inclusive IOT kit comprising of non-
contact temperature sensor, blood pressure sensor, glucometer, ECG sensor, power
backup for the same, and an android tablet for accessing the website and uploading
the necessary information was handed over to the PHC of Taramatipet village of
Telangana State. The staff deployed at the PHC were provided with training to use
the same, i.e., checking the vitals with the sensors and uploading the same in the
website along with selection of the registered doctors using the unique IDs assigned
to each of them (Fig. 8.12).

8.4 Conclusion

Health of citizens is a serious area of concern for countries around the world, as the
reach of healthcare services remains limited due to variety of constraints. Benefits
of advancements in medical sciences and related technologies as a result are not
available at all. The older population is growing faster in almost all regions of the
world. Rural divide in India:
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Fig. 8.11 Complete IOT medical kit

* Rural population is spread over 6,40,000 villages.
* About 11% of all episodes in rural areas do not receive healthcare.
* About 12% of people living in rural areas have no access to health facility.

As we are aware about the situation of Covid-19 worldwide, extensive screening
is going on worldwide but still we are not able to reach every corner of the world.
The situation is still worst in countries with highly populated areas like China,
India. At present, good hospitals are available only in urban areas. It is very much
required to transform the healthcare with IT. Various aspects of Telemedicine are
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The URL of training given to PHC
https:/drive.google.com/file/d/1QeO0TvgMIIiD
b2qW4tROkeX-U08BLpDH/view?usp=sharing

https://drive.google.com/file/d/1VsOImGXGyi2F
jBhealTBgoxVBqgSsolVg/view?usp=sharing

https://drive.google.com/file/d/1tRERNaxfb2 A
SzhFtrxf47VnKdHQcJK e/view?usp=sharing

https://drive.google.com/file/d/1 ttrGEK7ZaQkb
1tr gCmRgD2W 1azRQ5l/view?usp=sharing

Fig. 8.12 Handing over of IOT medical kit to Taramatipet village PHC

required to provide the health services in the country to bridge the gaps. They will
become essential in rural areas where there is a scarcity of doctors and the hospitals.
Telehealth monitoring system is an innovative system for improving healthcare sys-
tem from long distance using IOT. This system creates communication among
patients and healthcare professionals. In rural areas, there is Public Health Center
(PHC) and in few areas not even one PHC is also not available. Hence it is really
difficult to get the treatment of huge number of villagers in rural areas and gather
the data. Hence, this system monitors and measures different parameters like pulse,
breath rate, oxygen in blood, ECG signals, glucose levels, BP, lung capacity, snore
waves, body temperature, etc. using this system. This data is collected and sent to
the cloud database in PHC where doctors will monitor the data and able to call for
an ambulance in emergency. The project was successfully implemented in
Abdullapurmet village of Telangana State. A small handbook is also created in local
language Telugu with proper explanation about operation of all devices.
Website Developed: www.sfpieee.in
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Chapter 9
Artificial Intelligence for Disease
Identification and Diagnosis

A. Lakshmi Muddana, Krishna Keerthi Chennam, and V. Revathi

9.1 Introduction to Medical Data Processing

Data is crucial in finding a solution to any problem. It plays a fundamental role in
identifying diseases, finding causes of diseases, and treatment. Increased computa-
tional power, low storage costs, and availability of internet have driven the health
center to maintain electronic health records. Advancements in medical devices and
advances in data analytics led to the application of Al techniques in healthcare in
detection and prognosis of diseases. Different types of cancer, heart-related dis-
eases, and epidemics like Covid-19 [1], are leading causes of patient suffering and
death. Early diagnosis and detection are crucial to prevent deterioration of patient
health and mortality.

Al has driven advances in many fields including finance, agriculture, computer
vision, e-commerce, driver less cars, voice-activated personal assistants, and health-
care. Medical data are in the form of medical notes, electronic health records, data
from medical devices, lab test results, and images [2]. Data are available in both
structured form like images, gene expression, and unstructured form like clinical
notes. Application of Al techniques on medical data processing can (1) Uncover clin-
ically relevant information hidden in massive amounts of data that can give health
risk alerts and health outcome predictions, (2) Can reduce errors that are inevitable in
human clinical practice, (3) More accurate and reliable information to doctors in
disease identification and treatment, (4) Reduces manual work and subjectiveness,
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(5) Can find patterns from large scale data to predict the outbreak of pandemics, and
(6) Al can combine data from different sources like medical records, radiology
images, genome sequence, fitness band data to create personalized treatment plans.
Challenges of medical data processing include (1) Small datasets because data are
not stored or due to privacy reasons, (2) Unbalanced datasets in case of cancer and
rare diseases, (3) Unavailability of labeled data as labeling is time-consuming and
requires doctors with a specialized skill set, (4) Subjectivity in identifying the dis-
eases that hinders decision making, (5) Variability in patients environment and genes.
Medical data can use:

1. Supervised learning methods for building predictive models.

2. Unsupervised learning methods as preprocessing steps for feature extraction,
dimensionality reduction, and to identify subgroups before sending to predic-
tive models.

3. Deep learning methods require large amounts of labeled data [3]. But unlabeled
data are available in abundance. Semisupervised approach uses a combination of
supervised and unsupervised methods when labels or outcomes are missing in
the instances of the datasets [4].

Al techniques for medical data processing can be categorized into

1. Machine learning methods like Support vector machines, K-Nearest Neighbors,
Ensemble methods that take patients disease history, gene expressions, diagnos-
tic results, clinical symptoms, medication, disease indicators in building the
models for disease identification, and diagnosis [5].

2. Deep learning methods that build neural networks to capture nonlinear relation-
ships. It can uncover nonlinear patterns in the data. Popular neural networks are
Convolution neural networks for medical Images analysis and LSTM models for
sequence data processing.

Al in healthcare is used to support decision making in disease prevention, con-
trol, and personalized treatment. It is critical in ensuring that doctors focus on cases
that truly matters and leaving the routine ones to the machine. Physicians cannot be
replaced by machines but can assist them to make better clinical decisions with
more accuracy.

Some of the popular healthcare solutions using Al are IBM Watson Health,
Google DeepMind that help in cancer diagnosis, predicting patient outcomes, avert-
ing blindness, etc. Ancora Medical that helps in cancer treatment, CloudMedx
Health to extract data from electronic health records and outputs clinical insights for
healthcare professionals [6].

9.2 Preprocessing Techniques

The dataset needs some sort of initial processing before giving as input to the model,
called preprocessing. It is a crucial step in model building so that meaningful
insights are drawn from the data. Different preprocessing methods are normalizing
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data, handling categorical features, handling missing data, handling label noise,
elimination of outliers, etc.

Feature scaling: Some of the machine learning methods use gradient descent
algorithm as an optimization technique. This algorithm requires the feature ranges
to be on a similar scale for fast convergence. Also distance-based methods like
K-Nearest Neighbors, K-Means use distance between the data points to measure the
similarity. Hence, feature values are to be brought to similar scale. Popular feature
scaling techniques are:

Normalization: Feature values are scaled down to the range of 0O—1. This is a
preferred method if the machine learning algorithm makes no assumption about the
data distribution.

Standardization: Feature values are scaled such that the mean is 0 and standard
deviation is 1. This method is helpful when the underlying data is normally distrib-
uted and also not affected by outliers.

Feature clipping: Sometimes dataset may have outliers. Specify, minimum and
maximum values for the features so that values outside minimum and maximum
specified are clipped to specified minimum and maximum. Another preprocessing
step required in neural networks is to convert categorical data into numerical data
since strings will not be converted to float by neural network and may generate error
during model fitting.

Batch normalization normalizes inputs to each layer of the neural network.

This results in faster convergence and also provides a bit of regularization.

9.2.1 Handling Missing Data

Some values of the features may not be available in the dataset called missing data
or null values. Missing data arise due to data corruption, communication errors,
malfunctioning of devices, accidental clicks, and in some cases, data may not be
specified deliberately like religion or age of a person [7].

Missing data can be categorized into [8, 9].

1. Missing Completely At Random (MCAR): Where missingness is not related to
any characteristics of the dataset like material loss.

2. Missing At Random (MAR): The data are dependent on another feature, which
is missing, e.g., Creatine value is dependent on a urine sample, which was
missing.

3. Missing Not At Random (MNAR): Data value is missing and is related to the
reason for its missing intentionally, e.g., age of female, income of person delib-
erately not specified.

Missing values will weaken the model by introducing bias. Handling missing data
plays an important role in medical datasets since complete datasets produce
robust models. Hence, missing values are handled as a preprocessing step before
giving the dataset as input to the model.
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Methods for handling missing data are [10].

1. Deletion: Remove the data based on the proportion of missing values. Deletion
can be applied on a row or column, or both. Applying on row deletes the entire
observation that has one or more missing values. This may be done when miss-
ing data is limited to a small number of observations but may result in producing
biased estimates. Dropping the variable or attribute is preferred when more than
60% of values are missing, and the variable is insignificant.

2. Imputation:Imputation is estimating the missing value. This can be done by

(a) Using a measure of central tendency like mean, median for continuous data,
and mode for categorical data.

(b) Use machine learning algorithms like KNN, XGBoost, Random forests to
impute the missing values. KNN is widely used which can predict both dis-
crete and continuous values.

9.2.2 Handling Noisy Labels

Data labeling is expensive and time-consuming as knowledge experts are required
for labeling. In real-world scenarios, labels may also go wrong sometimes and the
reasons may be.

1. The available information is insufficient due to poor quality data.

2. Experts often make mistakes during labeling.

3. Incorrect labels may come from communication or encoding problems. Real-
world databases are estimated to contain around 5% of encoding errors.

4. Mistakes made during data entry.

. Annotators may give incorrect labels when part of disease symptoms are given.

6. Variability in interpretation by experts.

Label noise is different from outliers and feature noise. Label noise in training
data decreases performance and increases complexity in learning.
Methods to handle label noise are:

1. Use label noise-robust models like AdaBoost, naive Bayes, and random forest
rather than decision tress and support vector machine.

2. Use data cleansing methods to remove mislabeled samples by outlier detection,
anomaly detection, and voting filtering.

3. Use Label noise-tolerant learning algorithms that use prior information to detect
like Bayesian prior, beta priors, Hidden Markov, Graphical methods, and proba-
bilistic models.

4. Reduce the label noise in training data. Instead of giving large data with label
noise for training, select small data with correct labels, and then apply predic-
tions on it. Then voting of ensemble classifiers can be applied.

W
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Carla E. Brodley [11] used filtering of data for wrong label identification before
training the model. Aritra Ghosh [12] introduced noise tolerance risk minimiza-
tion procedures with different loss functions like sigmoid loss, ramp loss, etc. to
deal with label noise. Identification of mislabeled samples is done by Jeremy
Speth [13], introducing multilabel identification. Wang et al [14] introduced an
iterative learning framework for addressing the label noise issue by three steps
including iterative label noise detection, discriminative feature learning and
reweighting. Nithika Nigam [15] conducted a survey on different methods to
deal with label noise in deep learning algorithms and statistical methods used in
nondeep learning methods like bagging and voting mechanism.

Perona et al. [16] discussed Image denoising methods related to partial differential
equations (PDEs), Rudin et al. [17] proposed variation-based image restoration
with free local constraints, Domain transformations such as wavelets by Coifman
[18], DCT method by Yaroslavsky [19], BLS-GSM by Portilla [20]. L. Gondara
[21] discussed nonlocal techniques including NL-means [22] reviewed different
denoising algorithms. Dabov [23] proposed different domain transformations
like BM3D. Models exploiting sparse coding techniques are mentioned in [24—
26]. Vincent [27] discussed different ways for Extracting and composing robust
features with denoising autoencoders.

9.3 Methods to Handle Unbalanced Datasets

The majority of medical datasets are unbalanced. Most of the Machine learning
algorithms are designed to perform well when the number of samples in each class
are nearly equal. Popular algorithms for balancing numerical datasets are
SMOTE, MSMOTE.

SMOTE algorithm is applied on two cancer datasets [28] having features charac-
terizing cell nuclei of the tumor. Dataset] (Wisconsin) has 30 features computed
from digitized image of fine needle aspirate of a breast mass, Dataset2 with 9 fea-
tures describing the breast tumor characteristics and labels that indicate benign or
malignancy of the tumor. Both the datasets have imbalanced classes. Datasets con-
tained 16 null values in bare. Nuclei feature and was replaced by mean value of that
feature. As the range of values of the features varies, the features were normalized
in both the datasets. Datasets also exhibit class imbalance as shown in Table 9.1.
Different methods are available for balancing the imbalanced datasets like
Up-sampling and Down-sampling. As the dataset size is small, up-sampling is
applied using the SMOTE algorithm. The algorithm synthesizes the samples by tak-
ing k-nearest neighbors of the randomly picked minority samples. The resultant
datasets after applying SMOTE algorithm are shown in Table 9.2.
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Table 9.1 Breast cancer datasets

No of No. of samples with No. of normal Total number of
DataSets | features malignancy samples samples
DataSet1 | 30 212 357 569
DataSet2 | 9 241 458 699

Table 9.2 Dataset after up-sampling

DataSets | No. of samples with malignancy | No. of normal samples | Total number of samples
DataSetl | 357 357 714
DataSet2 | 458 458 916

9.4 Handling Small Datasets

Typically, real-world medical datasets are small in size and may have a large num-
ber of features. This could be due to the nonrecording of patient information, few
instances in rare diseases, privacy issues, etc [29, 30]. This challenge needs to be
addressed for the model to be accurate and robust. This challenge can be handled
using different machine learning techniques like regularization, data augmentation,
transfer learning, etc.

9.4.1 Regularization Techniques

One of the factors for poor model performance overfitting. It occurs when the model
performs well on training data but performs poorly on the unseen test data.
Methods to combat the overfitting problem are

[font = red!50!black] Reduce the features of the dataset. But it may not be the right
choice as it may result in the loss of useful information. Collect more data to
increase the dataset size to train the model. But it may not always be possible to
collect more data. Perform Data Augmentation to create new examples from
existing examples of the dataset so as to in increasing dataset size. During the
training process, as the number of iterations in training increase, train loss and
validation loss decrease. But after some point, validation performance decreases.
Stop training the model at this point called Early stopping.

Regularization penalizes the parameters taking large values and avoids overfitting.
Different regularization techniques are

[font = red!50!black] L1 regularization is also called Lasso regression, where the
sum of absolute values of a coefficient is added as a penalty term to the loss func-
tion. It shrinks the coefficient towards zero and discourages learning complex
models to avoid overfitting. L.2 regularization is also called ridge regression,
where sum of squares of the coefficient is added to the loss function. Dropout
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regularization is used in deep learning. In each iteration of training, some nodes
of the neural network are randomly made inactive. This results in having a differ-
ent set of nodes in each iteration giving different outputs. It penalizes the weight
matrices of nodes. Smaller weight matrices lead to simpler models and reduce
overfitting.

9.4.2 Data Augmentation

In deep learning models, the neural network contains many layers to model complex
relations in the data. Deep networks have more neurons in hidden layers creating a
large number of trainable parameters, which require large datasets. Medical datasets
are small in size due to the unavailability of recorded information. To handle the
small size datasets, apply transformations on the available data to synthesize new
data points, called data augmentation.

For the model to generalize well, the dataset size should be big enough and have
variations in the data. Train the model with synthetically modified data to get better
performance. Data augmentation can address the issues of diversity of data, amount
of data, and also solve class imbalance issues. It is applied as a preprocessing step
before applying the learning algorithm called off-line data augmentation, which is
preferred for small datasets. Online data augmentation performs translation on a
mini-batch, which is preferred for large datasets.

Data augmentation can be applied to different data forms like numerical, image,
and text. Popular numerical data augmentation techniques are SMOTE and
MSMOTE, which are already discussed in Sect. 9.3.

Image data augmentation: In real-world scenarios, images might have been
taken under different conditions like different locations, orientations, scale, and
brightness. Image data augmentation can be done by applying transformations on
images like geometric transformations, color space transformations. Geometric
transformations include rotation, flipping, scaling, and cropping. Flipping should be
done carefully on medical data sets. For example, in chest X-ray if we perform a
flip, then heart position will change from left to right which can yield to the case of
dextrocardia. Rotation of image may result in a change of dimensions and need to
be resized. Color space transformations like color casting, varying brightness, noise
injection, etc. used when challenges are connected to the lighting of images [31,
32]. Image data augmentation is useful in computer vision tasks like object detec-
tion, image classification, image segmentation, etc. (Figs. 9.1, 9.2, 9.3, and 9.4).

These transformations may lead to changes in the image geometry and the image
may lose its original features. This can be overcome with modern techniques like
Generative Adversarial networks (GAN), neural style transfer that perform more
realistic transformations.

GAN is a deep learning-based generative modeling approach to generate new
images from available images. The model consists of two submodels. Generators
submodel learns patterns in input and generate new images. A random vector is
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Fig. 9.3 After vertical shift

drawn from Gaussian distribution and is used as a seed in the generative process.
The generated images look very similar to real images from the domain. The dis-
criminative submodel classifies whether a given image is a real or generated one
[33-35]. Popular use cases of GAN are filling images from the outline, converting
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Fig. 9.5 After width shift

Fig. 9.6 After rotation

black and white images to color, and photo realistic depictions of product proto-
types. In medical images, discriminator is used as regularizer or discriminator for
abnormal images.

Neural Style Transfer (NST): New image is generated by taking the content of
one image (content image) and style of another image (style image). The generated
image looks like a new image. The image looks more artistic than realistic (Figs. 9.5,
9.6, 9.7, and 9.8).
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Fig. 9.7 After brightness effect

Fig. 9.8 After applying zoom effect

9.4.3 Transfer Learning

CNN can learn complex mappings when trained on enough data. Medical datasets
are typically small in size. Training deep neural networks on small datasets results
in overfitting. When we train deep neural networks on an image dataset, the first few
layers of convnet recognize horizontal and vertical lines and colors. The next few
layers learn simple shapes and colors using the features learned in previous layers.
Subsequent layers try to learn parts of an object. The last layers recognize whole
objects and perform classification. In any convolutional neural networks, other than
the last few layers, the layers learn basic features. Using the pretrained model and
replacing only the last few layers result in saving training time and computational
power required. Deep learning networks take long training time on large datasets.
Models like VGG, ResNet, InceptionNet are trained on benchmark datasets with
millions of examples and thousands of classes. These top-performing models are
made available and platforms like Keras provide libraries to reuse them [36]. Goal
of Transfer Learning is to learn from related classification tasks for relevant data by
identifying various types of abnormalities [37]. Transfer learning in Medical
Imaging can be done by using two types (1) Same domain different task: The easiest
method is to use learning from various tasks in similar domains. (2) Different
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Table 9.3 Model performance using transfer learning

Train Validation Train Validation
DataSet Model accuracy accuracy loss loss
Covid-19 VGG16 1 1 0.0042 | 0.0013
Chest X-ray with (classifier)
transfer learning
Covid-19 VGG16 (freez 10 | 0.9889 1 0.022 0.0018
Chest X-ray with layers)
transfer learning
Brain tumor with VGG16 0.9802 0.9841 0.1003 | 0.0924
transfer learning (classifier)
Brain tumor with VGG16 (freez 10 | 0.8063 0.8181 0.4213 | 0.4047
transfer learning layers)
Accuracy
Loss 1.0

1.0 val loss 1.9
0.8 08
0.6 1
041 0.71
0.2 0.6 —train acc

0 2 4 6 8 0 2 4 6 8

Fig. 9.9 Loss and accuracy curves for Covid—19 chest x-ray

domains same task: Initial start point is identified and then network tuned for the
final task [38, 39]. Using pretrained models brings the benefit of decreased training
time and results in lower generalization error.

Transfer learning can be used as:

(a) Classifier where pretrained model is downloaded and new image is input to
predict the class.

(b) Can be used as a feature extractor. Layers prior to the output layer can be used
as input to the layers of the new model. Take layers of pretrained models, freeze
them and add new layers on top of these to train on the new small dataset.
Pretrained weights are used as initial weights to the new model and continue
learning on the new dataset.

Table 9.3 shows the model performance after applying transfer learning (a) as a
classifier, (b) freezing 10 layers of VGG16 model, on two datasets Covid-19
chest X-ray images and Brain tumor images. Figures 9.9 and 9.10 show Loss and
Accuracy curves, on Covid-19 Chest X-ray dataset, before and after transfer
learning.
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Fig. 9.10 Loss and accuracy curves for Covid—19 chest X-ray after transfer learning
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9.5 Deep Learning Techniques

Traditional machine learning algorithms like Logistic Regression, Decision Trees,
K-NN, and SVM can make use of the volume of data to some extent. Their perfor-
mance will not improve further even if more data are available, as depicted in
Fig. 9.11.

Deep learning techniques can make use of voluminous data by building complex
model to learn nonlinear relationship among data. With lot of activities being digi-
tized, like electronic health records, data are recorded and made available. This
large amount of data can be utilized using deep learning methods to give more
accuracy compared to machine learning methods. Deep learning algorithms are
inspired by the structure and functioning of the human brain called artificial neural
networks. Different Deep learning applications in healthcare are, detecting and
diagnosing cancer cells, disease prediction and treatment, drug discovery, precision
medicine, identifying health insurance fraud, etc [40].
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Different neural network architectures are

[font = red!50!black]Feed forward neural networks (FNN), Convolutional neural
networks (CNN), for image input like MRI images, X-rays, CT-scans. Recurrent
neural networks (RNN), for sequence data like text, audio, time series data.

9.5.1 Autoencoders

Autoencoder is a type of neural network used for unsupervised learning where the
dataset contains few labels or no labels. It encodes input data to some hidden repre-
sentation and then decodes backward to original form. Autoencoder consists of
three parts:

[font = red!50!black]Encoder that maps input data to hidden or compressed repre-
sentation. Bottleneck layer represents compressed representation of input.
Decoder that maps hidden representation back to original data as losslessly as
possible by minimizing Reconstruction loss function.

Autoencoder performs nonlinear transformation to learn abstract features using
neural networks. Classification or regression can then be applied on latent
features.

Autoencoder architectures may include:

[font = red!50!black]Simple Feed Forward Networks Convolutional autoencoders
that contain convolutional encoding and decoding layers to process image input.
It is better suited for image processing for Image reconstruction, Image coloriza-
tion, Latent space clustering, and Generating high resolution images. LSTM net-
works for sequence data.

Use cases of autoencoders are data compression, image denoising, dimensional-
ity reduction and feature selection, and extraction ignoring noise. So it works well
for correlated input features.

Autoencoders are built, with the following architecture, on Covid-19 chest X-ray
dataset having 181 train images and 56 test images as shown in Table 9.4.

Table 9.4 Covid-19 chest X-ray dataset having 181 train images and 56 test images

Layer (type) Outshape Param
input5S(InputLayer) [(None, 240, 240, 3)] 0
conv2d18(Conv2D) (None, 240, 240, 32) 896
maxpooling2d8(MaxPooling?2) (None, 120, 120, 32) 0
(Conv2D)19 (None, 120, 120, 32) 9248
upsampling2d8(UpSampling?2) (None, 120, 120, 32) 0
conv2d21(Conv2D) (None, 120, 120, 32) 9248
upsampling2d9(UpSampling?) (None, 240, 240, 32) 0
conv2d22(Conv2D) (None, 240, 240, 3) 867
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Fig. 9.13 Latent feature learning using autoencoder

Table 9.5 Model performance on breast cancer datasets using Machine learning algorithms

DataSets Logistic regression Logistic regression SVM SVM

Train accuracy Test accuracy Train accuracy Test accuracy
DataSet1 97.51 98.39 97.89 98.39
DataSet2 96.96 97.29 98.15 97.34

Total params: 29,507
Trainable params: 29,507
Nontrainable params: 0

Following is the output when autoencoder is used for denoising in Fig. 9.12 and
latent feature learning using autoencoder as shown in Fig. 9.13

9.5.2 Neural Networks for Medical Datasets

Logistic regression and SVM models are rebuilt on the two up-sampled Breast can-
cer datasets described in Sect. 9.3, which shows the performance of the machine
learning algorithms as shown in Table 9.5.

To improve the performance, a semisupervised learning technique can be
adopted. Feature learning was applied using autoencoders to determine latent fea-
tures. Autoencoder was tuned with different optimizers and mini batch sizes. Low
loss was obtained with RMSPROP optimizer with batch size of 16 and trained for
100 epochs.
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Fig. 9.14 Loss curves of autoencoder on breast cancer datasets

Table 9.6 Model performance on breast cancer using neural networks

DataSets Feed forward neural network Feed forward neural network
DataSets Train accuracy Test accuracy

DataSet1 99.81 98.88

DataSet2 98.98 99.12

Loss curves as depicted in Fig. 9.14, show good performance of the autoencoder.
On the learned features of up-sampled data, the Feed forward Neural network clas-
sifier model was built. Neural network was tuned with different optimizers, batch
sizes and number of hidden layers. Good train accuracy, test accuracy, and low vari-
ance were achieved with ADAM optimizer, nine hidden layers, and mini batch size
of 16. The accuracy measures on train and test data are shown in Table 9.6.

Semisupervised learning using autoencoders for latent feature learning on
Up-sampled data and neural network model for binary classifier has shown good
performance. This gives good train, test accuracy, and could reduce the variance to
less than 1% in both the datasets.

9.5.3 Convolutional Neural Networks (CNN)

Deep learning architectures are popular for image tasks. CNN is a type of deep
neural network used for image input to perform feature extraction, classification,
finding patterns, and in other computer vision tasks [37]. Applications include
object detection, object classification, driverless vehicles, etc. Convolutional net-
works eliminate manual feature extraction and automatically detect important fea-
tures of an image. CNN has a sequence of layers where each layer of the network
detects different features of the image. The output of each layer is input to the next
layer. It performs a series of convolution and pooling operations followed by fully
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connected layers. Convolution layer performs convolution operation that merges
two sets of information like image and convolution filter, which produces a feature
map. The input image is put through filters that activate certain features of images.
The convolution operation is followed by pooling to reduce the dimension and num-
ber of parameters. This reduces training time and avoids overfitting. Commonly
used pooling methods are maximum or average pooling.

Each neuron in the network takes inputs from previous layer neurons, applies
activation function to produce output, which then becomes an input to next layer
neurons. The activation function introduces nonlinearity into the output of neurons.
Nonlinear activations perform transformations on an input to learn complex rela-
tionships. Popular Activation functions are Relu, Sigmoid, Tanh. Visualizing inter-
mediate layers output on Covid-19 Chest X-Ray dataset is shown in Fig. 9.15.

Two Convolutional networks were built to classify Covid-19 Chest X-Ray data-
set. Model 1 is a simple network with one convolution and max pooling layer.
Model 2 is a deep network with three blocks of convolution and pooling layers. The
model was fine-tuned on different optimizers. SGD / RMSProp found to be per-
forming well with less variance is shown in Table 9.7. Loss and accuracy curves are
shown in Figs. 9.16 and 9.17.

9.6 Open Research Problems

Methods to integrate complete data of patients like clinical notes, test values, dis-
ease indicators of patients, gene expression data, and medical images are required,
to develop a comprehensive model. Such models can accurately predict diseases
and help in personalized treatment.

Not many datasets are available on various diseases. There is a need for develop-
ing datasets on different diseases and make them available for research. Researchers
need to build Generative models to perform more realistic transformations on medi-
cal images to increase the dataset size than simple data augmentation methods. This
helps in developing complex models on small datasets and to avoid overfitting.

Many medical datasets are small in size. Use of pretrained models helps when
the dataset size is small and new models can be built on these for faster training on
new problems. Open source high-performing models like VGG, InceptionNet,
ResNet on medical image datasets are needed which can be used for transfer
learning.

Label noise in medical datasets significantly impacts the predictions and in sup-
porting decision making. Focus is required in developing the methods to identify
and handle label noise in medical datasets.
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Fig. 9.15 Visualization of zero_padding2d_3
intermediate layers of
covid-19 chest X-ray
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Table 9.7 Model performance on covid-19 chest X-ray using CNN

Train Validation | Train | Validation
DataSet Model Optimizer | accuracy |accuracy | loss loss

Covid-19 Model 1 (one layer) |adam 0.9944 0.8913 0.0357 1 0.3068
Chest X-ray

Model 2 (multiple adam 0.9723 0.913 0.1121 0.245
blocks of conv and
pooling layers)

sgd 0.9889 0.9782 0.0629 1 0.1791

sgd 0.9889 0.9782 0.0629 | 0.1791

adagrad | 0.9944 0.8478 0.032 1 0.30144

10, Loss Accuracy

— train loss ]
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Fig. 9.16 Loss and accuracy curves of model 1
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Fig. 9.17 Model 2 loss and accuracy curves with “SGD” optimizer
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9.7 Future Scope

Deep learning models results in more accuracy when trained on large datasets. As
real-world medical datasets are typically small, datasets can be augmented with
more realistic images using generative models. GAN architecture and its perfor-
mance on medical datasets can be discussed in the future work. Reinforcement
learning techniques can be explored on medical datasets, in progressive decision
making of disease diagnosis.

9.8 Conclusion

The chapter discusses the challenges in medical data processing for detecting and
diagnosing diseases. The challenges include small datasets, missing data, and unbal-
anced datasets. Various methods to deal with the challenges like imputing missing
data, increasing the dataset size using data augmentation techniques, Transfer learn-
ing using predefined models like VGG, ResNet, InceptioNet, and regularization
methods are discussed. These methods are applied on medical datasets and the
results are presented. Neural network models on two cancer datasets are built and
the results are presented. Convolution network architectures for classifying medical
image datasets to predict diseases like Covid-19 and Brain Tumor are presented.
Autoencoders are built for image denoising, dimensionality reduction, and feature
extractions to improve the model performance are presented on cancer datasets. The
chapter concludes with open research problems and future scope to be explored in
utilizing Al to provide robust healthcare solutions.
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Chapter 10
Predicting Epidemic Outbreaks Using 10T,
Artificial Intelligence and Cloud

Check for
updates

S. Shitharth @, Gouse Baig Mohammad, and K. Sangeetha

10.1 Introduction

After celebrating a new year 2020, no one knows is sick. As usual, it feels like a very
fine day. A few people around you are sick and suddenly, you get that everyone is
sick and it sounds very threatening. It was happening very rapidly. This is the para-
dox of pandemic. In this article, we are going to analyze the outbreak of COVID-19
using Machine Learning.

At very end of the year December 2019 outbreak in China, the WHO organiza-
tion had foundSARS-CoV-2 as a new type of coronavirus and at the drop of the hat
outbreak spread around the world. Novel Coronavirus also known as COVID-19 is
caused by SARS-CoV-2. This coronavirus is enough capable to infect dozens of
people around it. The virus starts showing it’s symptoms after 10 to 12 days, which
is most worried thing. COVID-19 thread is not the first and last viral pandemic.
However, like never before this virus killing people and spreading very massively.

On 30 January 2020, a very first report is generated by Kerala-based laboratory
who confirmed case of COVID-19. The patient is student by profession who returns
earlier from Wuhan. After some days, a 65-year-old man from Mumbai who had
travel history to the UAE is reported as 10th victim found in India. The PMO and
the MoHFW have close eyes on 2019-nCoV situation. When ministry saw things
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are going worst, then the Prime minister of India came up with a decision and
addressed on same day of 24th march 2020. He clarified real situation and requested
to be self-quarantine.

Now it became extremely important and essential to control the novel corona
virus not only in India but also throughout the world. Without getting late WHO
announces COVID-19 outbreak as a pandemic. Now ministry needs to control the
spread of virus and predict its risks of infection. The major priority is to identify the
infected patient and collect as much as data by testing individual ones.

Here is main role of Healthcare services. They can able to collect the reports by
doing testing, researching vaccines for this virus, curing patients. They are also able
to provide death reports, confirm reports, bed requirements and all [1].

IT sector also having their own challenges in this pandemic, like collecting mas-
sive volume of data generated by clinics, medicals. These reports are essential to
analyze outbreak, tracking virus, identifying risk, understanding virus better, diag-
nose current patients, predict the spreading of virus, predict further pandemics and
most important securing our future [2].

All these magic could happen by using Machine Learning, Big Data, Deep learn-
ing and Artificial Intelligence and those techie words will be proven soon as a trump
card in this war.

Therefore, what is CoronaVirus, how it infects and how pandemic works we have
to understand it first. In addition, how can we take help from ML, AI, Deep Learning
and Big Data to fight with COVID-19.

10.1.1 What Is COVID-19? (the Problem)

Coronavirus is an infectious disease emerged in Wuhan, China. The new coronavi-
rus spread through person to person. This virus spreads primary through droplets of
saliva or by coughing and sneezing. It is diagnosed with a laboratory test. There is
no vaccine available for this virus till date.

10.1.2 How Can We Detect? (the Symptoms)

Coronavirus works on different people in a different way. Most of the people have
good immunity to fight with this virus. So, they will recover naturally, without hos-
pitalization. This type of people gets only mild to moderate level of Illinois.

Here are some common symptoms:

1. Fever
2. Dry Cough
3. Weakness
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Here are some major symptoms:

1. Breathing problem
2. Chest pain
3. Loss of speech or movement

10.1.3 How Can We Break the Virus? (the Solution)

This virus can infect bodies, if it cannot find bodies to infect it will end automati-
cally. Social distancing, self-quarantine, sanitizing are the effective ways to stop
infecting people and spreading the virus.

10.1.4 What Is Outbreak, Epidemic and Pandemic?

COVID-19 has a unique property which makes this virus most dangerous. This
virus grows exponentially. That means, it become double day-by-day and unfortu-
nately there is no vaccine available to cure the patients.

However, it cannot go on last. The virus will eventually stop finding people to
infect and ultimate will go slow down the count. This is called logistic growth.

An outbreak is when the disease happens in unpredicted multitude. It may stick
in one zone or expand more extensively. An outbreak can last for few days or some
years. Sometimes, authority reviews a single case of a contagious disease to be an
outbreak. This could happen when if it is disclosed disease or virus, if it is latest to
a community or if it is been missing from a community for a long-term [3].

An epidemic is when transmissible disease expands rapidly in regional commu-
nity than experts/authority would expect. It usually infects a larger region than an
outbreak [4].

A pandemic is when an epidemic occurs across countries or continents. It infects
in large amount and takes more lives than an epidemic. The WHO announces
COVID-19 as a pandemic when it became clear that the disease was severe and that
it was growing rapidly over a large region [5].

10.2 Environment and Tools

10.2.1 Machine Learning
Overview
ML is an emerging technology day by day in different sectors. Now-a-days ‘health

care’ is the area where ML applications are in high demand. But the question is that,
what is machine learning?
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ML is a form of Al (artificial intelligence) that enables s/w applications to
become more precise in predicting systems results without being explicitly pro-
grammed. ML is an approach of data analysis that robotizes analytical model build-
ing [6]. It is an arm of Al based on the goal that machines should be able to grasp
and self-adjust through previous experience. To fight the COVID-19 Pandemic
Al-Driven Informatics, Sensing, Imaging and Big Data Analytics are highly useful
and its results are so authentic [7].

The process of grasping and learning starts with analyzing on data. The primary
focus is giving access to the systems to learn automates without user interference
and changes actions accordingly.

Why Is Machine Learning Important?

ML can help to enhance ‘health related data management and exchange of health
statistics’ with the aim of technologize updated workflows, ease access to clinical
data and upgrading the precision and flow of health details [8].

It also help to pathologists make faster and more precise diagnose further more
to identify patients who might sake of new types of treatments and therapies.

Methods of Machine Learning

Two main trendy methods of ML are supervised learning and unsupervised learn-
ing. Supervised learning is about 70% of ML, although unsupervised learning is
about 10-20% of ML. Reinforcement learning and semi-supervised learning meth-
ods are less used. Gaming, finance sector and manufacturing sector lie under rein-
forcement learning [9].

Supervised Machine Learning Algorithms

Supervised learning is all about ‘Classification’ and ‘Regression’. This algorithm
enables fraud detection, e-mail spam detection, diagnostics and image classifica-
tion. It also helps in risk assessment and scores prediction. The technic is able to
issue targets for any new input after sufficient training. The machine learning algo-
rithm further compares its output with the right results, intended output and search
errors to modify and customize the model accordingly [10, 11].

Unsupervised Machine Learning Algorithms
Unsupervised ML supports ‘Dimensionality Reduction’ and ‘Clustering’.

Dimensionality includes text mining, face recognition, big data visualization and
image recognition. It also helps in biology, city-planning sectors. Unsupervised
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learning does study and analyze in order to systems could derive a function to set
out a hidden structure from unlabelled data [12]. The system is not able to check
correct output, but it can able to analyze the data and can draw inferences from
provided datasets to describe hidden structures from unlabelled data. These algo-
rithms do not need any pre-requirements like training with desired outcome data.
Instead, they use an iterative approach called Deep Learning to review data and
arrive at wind-up [13, 14].

Semi-Supervised Machine Learning Algorithms

This is a sort of combination of supervised and unsupervised learning and use both
labelled and unlabelled data for analyzing. This type of ML can be used for methods
like classification, regression and prediction. In semi-supervised learning, it would
be like face and voice recognition techniques. In a typical situation, the algorithm
will use a small amount of labelled data with a large amount of unlabelled data [15].
Reinforcement Machine Learning Algorithms

Reinforcement ML again uses same methods such as classification, regression and
prediction. Reinforcement learning is very different from supervised learning. This

ML algorithm is all about sequential decisions, in other hand in supervised learning
decision made under starting inputs [16] (Table 10.1).

The Machine Learning Process (Fig. 10.1)

10.2.2 Deep Learning
Overview
A survey on deep learning in medicine: Why, how and when? [19] shows the impact

of the algorithm in the medicine field. It is an arm of machine learning. Alike ML,
deep learning also has supervised, unsupervised and reinforcement learning in it.

Table 10.1 Difference between supervised learning and unsupervised learning [17, 18]

Factors Supervised learning Unsupervised learning ‘
Input Well-known and labelled data Unspecified data

Complexity Very complicated Less complicated

Number of classes Known Undisclosed

Accuracy Precise and authentic Average in accuracy and reliable
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Identify appropriate datasets
and arrange them for

Sort out ML algorithm to

use further.
Set up an analytical model
Machine Learning based on the selected
Process algorithm
Instruct the model on trial
[

datasets, alter it as per
requirement.

Run the model to produce
s scores and other findings.

Fig. 10.1 Machine learning process [3]

The word ‘deep’ in deep learning indicates use of multiple layers in network. Most
of the latest models are built on artificial neural network, CNN, although they also
have propositional formulas sorted in layer-wise (Fig. 10.2).

Deep Learning is all about integrating such unseen layers between the initial and
the final layer. Even Deep learning-based cardiovascular image diagnosis also been
in research to show the versatility of the algorithm [20].

Methods of Deep Learning

There are some different methods implemented in deep learning. Every suggested
method has a certain use case like the sort of data we have, so it is either supervised
or unsupervised learning, what kind of task you would want to solve [21]. Therefore,
it is all about on these factors, you choose one of the methods that can best solve
your problem (Fig. 10.3) (Table 10.2).
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Input Output

InitialLayer UnseenLayer FinalLayer

Fig. 10.2 Shallow neural network [5]

Deep Learning Methods

] | | |

;ﬂ « m‘ . Long short-term Auto Encoders Generative
etwor memory Adversarial network

DEnoisingauto  Stackedauto  Variationauto  Sparse auto
encoder encoder encoder encoder

Fig. 10.3 Deep learning method [5]

Table 10.2 Deep learning versus machine learning [5]

Factors Deep learning Machine learning

Data requirement Requires large data. Can train on less data.
Accuracy Provides high accuracy Gives less accuracy.
Training time Takes longer to train. Take lesser time to train.
Hardware dependency | Requires GPU. Trains on CPU.

Hyper parameter tuning | Can be tuned in various different ways. | Limited tuning capabilities.
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10.3 Analyzing the COVID-19 Epidemic

10.3.1 Overview
Objective

Idea is to come up with a really strong model that can able to predict how coronavi-
rus could spread across different countries and in regions.

Goal

The task is to predict spread of the virus in next 7 days.

To analyze situation, we need to collect all type of medical data. On that data
further, we can apply various methods and to get better understanding, we visualize
this data graphically (pie chart, bar graphs, etc.) [22].

Here, we are using python, a scripting language. This programming language is
very effective when it comes to analyzing on big data.

(a) First, let us understand why these libraries are essential and how we use it, in
our analysis (Table 10.3).

10.3.2 Analyzing Present Condition in India

It is important to analyze present condition in India. As we already discussed, India
is on that stage 2 of pandemic progression, which is why shutdown is important.

We are now finding some similarities and differences between counts of confirm
cases in India with other country’s confirmation cases [25]. But, while we comparing
India with other countries, we should select same trending countries. Therefore, we
could analyze future domestic losses and we will be preparing for any other unknown risk.

We are also exploring worldwide data and keep updating to our healthcare sector
and the dataset. We already have a dataset in form of excel file. Using that same
data, we are creating a frame using Pandas. This library helps us to read tabular
form of data.

Table 10.3 Libraries [9]

Libraries | Description

Pandas It is mainly used for data analysis and manipulation.

Matplotlib | It is a graph plot library. It gives an OOP-based API for insert plots into applications
by using GUI [23].

Seaborn | This library based on matplotlib. It is mainly used for statistical data visualization
[24].

Folium We used this library to populate a geographical map.
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Track Cases in Indian States/Territories

Now, we have name of states in India (Fig. 10.4).

Find Total Confirm Cases

Now, we are finding Total No. of confirm cases (National + International) (Fig. 10.5).
So, as per statistics, as of 22nd March 2020 India has total 562 confirmed cases.

Graphical Representation (Total Cases) (Fig. 10.6)

As per figure, the darker the red is in each of these cells the more the number of
fatalities are. Actually here, we coloured each cell according to the fatality rate. As
we can see, ‘Karnataka’, ‘Kerala’ and ‘Maharashtra’ have largest number of cases
41, 109, 101, respectively. Least Number of cases are in ‘Chhattisgarh’, ‘Manipur’
and ‘Mizoram’ with only one case each, as per 25th March statistics [26].

$. No. Name of State / UT Total Confirmed cases (Indian Matiomal) Total Confirmed cases ( Foreign National ) Cured Death

Fig. 10.4 COVID cases in India [2]. Total confirm cases (Indian National), Total confirm cases
(Foreign National), cured cases and death cases

total cases=d tal cases’].sum()

print(’Total No. of confirmed covid-19 cas ill date[22/@3/2020]:",total_cases))

[+ Total No. of confirmed covid-19 cases till date[22/e3/20208]: 562

Fig. 10.5 Confirmed cases in India [2]
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Name of State | UT Total Confi cases (Indian National) Total Confi i cases | Foreign National ) Cured Death Total cases
0 AndhraPradesh 9 0 0 0 9
1 Bihar 3 0
2 Chhattisgarh 1 0
3 Delhi 30 i1
4 Gujarat 32 1
5 Haryana i N
6 Himachal Pradesh 3 0
7 Kamataka L i— ;
§ Kerale L S ¢
9 Madhya Pradesh 9 0 0
0Maharashva I 3 0
11 Manipur 1 0 0
12 Mizoram 1 0 0
13 Odisha 2 0 0
14 Puduchermy 1 0 0
15 Punjab 29 jo 0
16 Rajasthan 30 K B
17 Tamil Nadu 16 2 1
18 Telengana 2 I ——
19 Chandigarh 7 0 0
20 Jammu and Kashmir 7 0 1
21 Ladakh 13 0 0
22 Uttar Pradesh EE—
23 Uttarakhand 3 1
24 West Bengal 9 0

Fig. 10.6 Graphical representation of confirmed cases in India [6]

Find Total Active Cases

Now we have total death cases, total cured patients and sum of all. However, these
data are not more relevant for our analysis.

What actually we are seeking is Active cases. We only want to know the number
of people that have been hospitalized at that moment (Fig. 10.7).

#Toatl cases= Number of death + Cured

df[ 'Total Active'] = df['Total cases'] - (df['Death'] + df['Cured’])

total_active=df[ 'Total Active'].sum()

print('Total number of active COVID-19 cases across India:', total_active)

Tot_Cases = df.groupby('Name of State / UT")['Total Active'].sum().sort_values(ascending=False).to_frame()
Tot_Cases.style.background_gradient(cmap="Reds")

Total number of active COVID-19 cases across India: 512

Total Active Cases = Total cases —( Total Death + Total Cured)

We can clearly see that, ‘Kerala’ and ‘Maharashtra’ have highest number of
Active cases and combined cases in India have 512 of count [27].

Here, we have grouped states and union territories and further we sorted them by
the value of their total active cases. Again, here we used same red-coloured gradient
to visualize it better.
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Total Active

Name of State / UT
Kerala
Maharashtra
Karnataka
Telengana
Gujarat
Rajasthan
Punjab
Uttar Pradesh
Delhi
Tamil Nadu
Haryana
Ladakh
Madhya Pradesh 9
Andhra Pradesh 9

West Bengal 8
Chandigarh 7
Jammu and Kashmir 6
Uttarakhand 4
Himachal Pradesh 2
Odisha 2

Bihar 2
1

1

1

1

Manipur
Mizoram
Puducherry
Chhattisgarh

Fig. 10.7 Active cases in India

groupby():
This is a pivot function mostly we use in excel sheets. It actually turns wide table
format into long table format.

Location-based Tracking (7otal Cases) (Fig. 10.8)

Here, we used Folium library as folium.map() and we specified the location
(Longitude and Latitude). We also use a red circle marker whose size depends on
the number of cases in their particular region [28].
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Fig. 10.8 Visualizing the spread geographically

As we can see, ‘Kerala’ immediately followed by ‘Maharashtra’ both have very
big red circles. In addition, north Indian side has some couple of circles and east
side of India is less affected region.

Confirmed Versus Recovered Cases (Fig. 10.9)

Here, we are basically using seaborn library for visualization where we are plotting
a couple of bar graphs to showing and comprising total number of sure cases and
total number of cured cases in Indian territories. Pink represents total number of
cases similarly, cured cases are in green colour [29, 30].

As we can see, again ‘Kerala’, ‘Karnataka’ and ‘Maharashtra’ have highest num-
ber of cases and also, ‘Haryana’ and ‘Uttar Pradesh’ have good recovery.

If we compare ‘Kerala’ with ‘Maharashtra’, Kerala despites maximum number
of cases and also maximum number of recovery than Maharashtra [31]. So, conclu-
sion from above graph is that, the net percentage of affected people in Kerala is
much lesser than Maharashtra.

Rise of Coronavirus Cases (Fig. 10.10)

Here, we use a scatter plot and a line plus marker for a better understanding and
visualization. This graph shows an actual rise of coronavirus cases in India.
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Kerala

Maharashtra
Karnataka
Telengana
Uttar Pradesh
Rajasthan
Delhi

Punjab

Haryana
Tamil Nadu
Andhra Pradesh

Uttarakhand s Total  wem Cured

5 10 15 d k 30 35
Cases

Fig. 10.9 Total cases and recovered cases

Trend of Coronavirus Cases in India (Cumulative cases)

Fig. 10.10 Trend of coronavirus cases in India [32]

In that above graph, X-axis intended to months similarly, Y-axis intended the
cases rise in India. We can easily see how the graph takes a jump in March
(Fig. 10.11).
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Coronavirus Cases in India on daily basis
100
80

60

40
) I ‘ ‘l
o — llI--lllIlIllIl I
Feb 16 Mar 1 Mar 15

"~ Feb 2
2020

New Cases

Date

Fig. 10.11 Daily basis analysis [33]

We also create a daily basis analysis for COVID-19 cases in India to get precise
values and data for further analysis and accurate prediction. A SaaS approach for
community Body Sensor Networks gives a more detailed view on body cloud [34].

This is a bar chart where our access is date and the values are new daily cases.
After getting this output, we clearly see that up till 23rd of February, India has too
little cases and after starting March we get more and more cases in India.On 23rd of
March, India reached at a peak of 103 new cases on a particular day.

10.3.3 India Versus World (Analyze Similar
Trending Countries)

At this point, India had already crossed 500 cases. It is still very important to con-
tain the situation in the upcoming days. The numbers of coronavirus patients had
started doubling after many countries hit the 100 marks, and almost starting increas-
ing exponentially.

Now, we have, all confirmed, recovered and death cases report and monthly-
daily analysis. Up till here, we analyze about India only. Its time to compare and
analyze India with few similar trending cases countries [35].

It is more important to analyze present condition of world. So, we are now find-
ing some similar situations in other countries. These data will help us for better
prediction and preparation [36].
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Confirmed Cases in India
Total Cases
500
500
400
” 400
Q
Q
O 300 300
s
o
200 200
100 Il“ 100
o I mlll“"“
Feb ar 1 Mar 15
2020
Date

Fig. 10.12 India
India (Confirmed Cases) (Fig. 10.12)

For this type of graph, we imported column graph using plot Li and some colour
gradient. The more dense the colour, the higher the confirm rate. As per our title, we
are comparing India with world [37]. This is the graph for India. India has exponen-
tial growth in confirm cases and it has taken a hit since 3rd—4th of March.

Italy (Confirmed Cases)

If we talk about Italy’s condition, we can see a sharp and exponential increase in
confirm case reports after the 3rd—4th of March. But, this graph looks so even and
in flow, there are no breaks and kinks unlike India. At the end of March, it shows
69k cases from Italy that is much more than India (Figs. 10.13 and 10.14).

South Korea (Confirmed Cases)

South Korea’s graph has started to completely become a sigmoid curve since the 7th
of March, the actual story behind is, South Korea had started the extensive testing.
The government took very strong decision that anyone who got even mildest infec-
tion has been quarantined in this country [38].

This idea really works so that the curve is almost flattened in last few days of
March. On 22nd-24th of March, the confirm cases seem so minimal (Fig. 10.15).
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Confirmed Cases in India

70k Total Cases
60k !
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50k
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Fig. 10.13 Confirmed cases in Italy
Confirmed Cases in South Korea
Total Cases
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Fig. 10.14 Confirmed cases in South Korea
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Confirmed Cases in Wuhan
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Fig. 10.15 Confirm cases in Wuhan

Wuhan

Wuhan’s graph is also following sigmoid pattern. On 12th—13th February, there is
steep rise. But it is successfully started to flatten out just after 66k—67k on 3rd
of March.

China also has their own unique story; China has started to get help from some
artificial intelligent models, which have helped them to diagnose people with flu on
a very extensive scale. They used to scan bodies with heat mapping sensors, these
sensors are much able to pick out people with even mild temperatures, which will
help to quarantine and diagnose people and this project at its best in machine learn-
ing [39].

From the above visualization, one can infer the following:

e Confirmed cases in India are rising exponentially with no fixed pattern (Very less
test in India).

e Confirmed cases in Italy are rising exponentially with a certain fixed pattern.

e Confirmed cases in South Korea are rising gradually.

e There have been almost negligible numbers of confirmed cases in Wuhan a week.
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Total Confirmed Cases (Cumulative)
S.Korea Italy
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6000 40K 60k
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0 _--.-lllll..lllll 0
Feb 2 Feb 16 Mar 1 Mar 15
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Fig. 10.16 India: 562 Italy: 69 k South Korea: 9 k

Overall Comparison (Fig. 10.16)

The more number of cumulative cases per day the bluer the graph becomes. So, we
take some countries South Korea, Italy to compare. We put all graphs into a single
canvas to differentiate them properly. This type of visualization will contribute more
than the previous one [40].

We can see that, India has comparatively fewer cases than South Korea and Italy
on the same date. At the same time, if we campier India with these countries, India
has large population. What is the reason behind India has less cases? Let us fig-
ure it out.

Trend after Crossing 100 Cases (India, South Korea, Italy) (Fig. 10.17)

As we can see, after crossing 100 cases the graph shows India has minimum number
of cases and other both countries cross the mark of 5,600.

If we compare India with Italy and South Korea, India has low number in cases
when it comes to in this pandemic. Why this is happening?

According to CNN reports, India is actually not testing people enough to find out
whether the total number of reported cases are genuine or not and why is a highly
populated country with billions of people testing so in less count [41].

By the experts, India has testing below scale because of being under resourced
and an uneven public-health system.
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—— S.Korea
— ltaly
= ndia

Cumulative cases

Days after crossing 100 cases

Fig. 10.17 RED: Italy; Green: South Korea; Blue: India

10.3.4 Visualize Worldwide Data (Fig. 10.18)

Here we are using coloured lines with markers. Blue lines show total number of
confirmed cases around the world, Green lines show recovered patients and simi-
larly red line intended to total number of death cases due to the coronavirus in world.

As we can see, between point A and B there is sudden rise in graph and not a
perfect curve. Actually, in that particular day 12th of February, an organization
came up with a unique method of counting affected people, but by the end of the day
they realize that this is not a proper method to count fatalities. Hence, they came
back to the original method of counting.

10.4 Forecasting/Prediction

10.4.1 Forecasting Total Number of Cases Worldwide

For Forecasting and prediction here, we use an open source software called ‘Prophet’
which is developed by Facebook core data science team.

We actually use Prophet for forecasting in sort of time series results based data
on an additive model where non-linear trends are suitable with yearly, weekly and
daily basis.
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Worldwide NCOVID-19 Cases

350k —ea— Confirmed

—e— Deaths

300k
—=— Recovered

250k
200k

150k

Number of Cases
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50k

Jan 19 Feb 2 Feb 16 Mar 1 Mar 15
2020

Fig. 10.18 Worldwide graph
Why Prophet?

e Precise and quick: Prophet is mainly utilized in different applications in
Facebook for building authenticate and valid forecasts for goal setting. It is
enough quick that you may get forecasts in a bit by using Stan module. Facebook
finds it to execute better than any other approach.

* Automated: Get a reasonable forecast on messy data with no manual effort.
Prophet is robust to outliers, missing data and dramatic changes in your
time series.

e Availability: Facebook has introduced the Prophet Module procedure with sup-
port of Python and R programming language. Both languages share the Stan
code. You can use any language that you are comfortable.

Confirm Cases Forecast

Now, it is time to predict upcoming coronavirus cases in the world. Here we are try-
ing to find out a range within which the prediction is going to occur and in an addi-
tion to that we are finding upper limit and lower limit so that our prediction and
values will not deflect so much (Fig. 10.19).

 yhat:- values which are predicted.
e yhat_lower:- It shows lower limit which is predicted.
e yhat_upper:- It shows how much high cases could go.



10  Predicting Epidemic Outbreaks Using IOT, Artificial Intelligence and Cloud

ds
2020-03-26
2020-03-27
2020-03-28
2020-03-29
2020-03-30

yhat
355136.872975
372235.326938
388674.964143
405307.954675
418529.648466

Fig. 10.19 Confirm cases prediction

yhat_lower

334546.613119
352367.910827
367586.464833
382990.550208
394208.184567

yhat_upper
374775244231
391712.469992
410613.983488
427082.101462
439971.819186

2020-01-26

2020-02-09

Fig. 10.20 Confirm forecast

2020-02-23
(-3

2020-03-08

2020-03-22

Tolerance lies between yhat_lower to yhat_upper (Fig. 10.20).
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Here we visualize the data in graph by putting some plots. We use prophet plot
Method to plot forecast by passing forecast frame.

As per graph, we can see the graph’s line goes beyond 24th of March. Graph is
raising constantly day by day (Fig. 10.21).

This graph actually focusses on a particular days of a week. As we can see, there
is a dip on Tuesday to Wednesday [42]. These are because there is huge dip in the
cases in the china in that particular day.
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confirmed_forecast_plot =m.plot_components(forecast)

2020.01.26 2020-02.09 2020.02.23 2020.03.08 2020.03.22
ds

Sunday Monday Tuesday Wednesday Thursday Friday Saturday
Day of week

Fig. 10.21 Confirm forecast (weekly analysis)

Death Cases Forecast (Fig. 10.22)

Here, in this graph dots represent the actual value and the blue line is representing
the forecasting with upper and lower tolerance as we already calculated and as we
can see in the beginning it is coinciding with each other but after 8th of march there
is spike in death forecast (Fig. 10.23).

According to forecast, the number of deaths come down from Tuesday through
Thursday because obviously the number of confirm cases are predicted to come
down between those three days and after that it rises again.

10.5 Conclusion

Do not take your cough and cold lightly as you would. If you look at the data, the
number of cases in India are rising just like in Italy, Wuhan, South Korea, Spain and
the USA. We have crossed 100,000 cases already. Do not let lower awareness and
fewer test numbers ruin the health of our world. Currently, India is a deadly and
risky zone as there are very few COVID- 19 test centres available. Imagine how
many infected people are still around you and are infecting others unknowingly. If
the spread of coronavirus goes along with the forecast and as per our model then it
would come up with big loss of lives as it presents the exponential growth of the
transmission worldwide.
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- plot = m.plot(for

2020-01-26 2020-02-09 2020-02-23 2020-03-08 2020-03-22
-3

Fig. 10.22 Death forecast

2020-01-26 2020-02-09 2020-02-23 2020-03-08 2020-03-22
@&

Monday Tesday Wednesday Thursday Friday Saturday
Day of week

Fig. 10.23 Death forecast (weekly analysis)
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Let us give a hand in fighting this pandemic at least by quarantining ourselves by

staying indoors and protecting others and ourselves around us. Take precautions,
stay indoors.
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Chapter 11

A Review of Computational Intelligence
Technologies for Tackling Covid-19
Pandemic

Anamika Rana and Sushma Malik

11.1 Introduction

Several epidemics invaded the world in world history until now. The World Health
Organization (WHO) and a number of national agencies of the countries fight
against these epidemics to date. The first case of COVID-19 was confirmed in
Wauhan city of China in December 2019. Coronavirus spread in more than 185 coun-
tries infecting more than 7,145,800 persons and also causing 407,067 deaths by
June 09, 2020 [1]. The novel coronavirus, Covid-19, was initiated from Wuhan and
has stretched speedily across the world. WHO declared Covid-19 as a pandemic in
the world [2]. The new infection spread by the virus of the corona family and at
present time the globe is a threat from the Covid-19. Till now, many countries
around the globe have observed huge cases of Covid-19. The main target of this
virus is those people who have less immunity, old age, and have any medical prob-
lems especially linked with lungs. Till now no vaccine is available for Covid-19.

The variety of inflamed humans is growing daily with the aid of using day with
inside the world due to the transmittable nature of coronavirus. The transmission of
coronavirus is spread person to person contacts and also occurred in community
transmission. Coronavirus can spread a range of illnesses wherein respiratory is one
of them. COVID-19 symptoms may become up within 2 weeks after the infection.
The only prevention is the main concern to manage the Covid-19. Covid-19 affects
the daily life of human beings. It mainly affects the health, economic, and social life
of human beings [3].
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The life of human beings is mostly influenced by COVID-19 and also slows
down the growth of activities in the world. The detection of coronavirus near the
beginning stage is very essential to control the increase of the virus because of its
transmittable nature. Some characteristics of this virus are listed as [4]:

* High spread rate: In a few months, coronavirus spread in the world and become
a pandemic globally. The movements of people globally by crossing interna-
tional borders are the main reason for its spread and from human to human
contact.

* Specific Target: Old age people are the main target because they have low
immunity and other respiratory problems. People with other medical issues like
diabetes, heart problem; blood pressure are also the targets of this virus.

* Recovery Rate: The recovery rate of coronavirus infected patients is low glob-
ally and differs from country to country.

This pandemic has affected all the domains and also modifies the way of life. Due
to COVID-19, countries have a huge loss which cannot be estimated both in the econ-
omy and life of citizens. To recover this economic loss and save a life, deployment of
emerging technologies is used to battle this invisible enemy. Al domain is used to pick
out the COVID-19 symptoms with the usage of CT images. The high speed of the
internet is needed for teleconferencing and telemedicine which is provided by 5G
network technology and additionally assist to ship and receive heavy length pictures
very fast. IoT tool is used to connect all the devices of hospitals with the internet and
help to provide updated information to health workers. Data may be shared remotely
with the help of blockchain technology in a secure manner and assist to streamline the
supply chains of various types of medical equipment like face masks, PPE kits, sani-
tizer, etc., and many more technologies are used during this pandemic time. Section
11.2 of this chapter is clearing up the role of CI technologies in this pandemic environ-
ment and how it saves life globally. Section 11.3 summarizes the literature review of
research papers written by academic researchers in the COVID-19 pandemic time on
a number of CI technologies like Al IoT, and other technologies including, block-
chain, including Cloud computing, Drones, Big data, and 5G network technology.

11.2 Role of Computational Intelligence (CI) to Quash
Covid-19

Pandemics have been frightening human beings again and again. The various pan-
demics like SARS, HIN1, Ebola, and many more have shown their teeth in the prec-
edent but from every pandemic, human beings learn a new way to battle and save
their life from these kinds of outbreaks with the help of technologies [5]. Technology
refers to techniques, frameworks, and developed the many devices which are
designed by the use of scientific information are useful for a practical purpose.

To combat coronavirus, various technologies play an essential role like Al tech-
nology helps to spot the patients and virus, disease tracking, and prediction [6]. [oT
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technology connects all the medical equipments with the internet and helps the
healthcare workers to provide the treatment remotely and diminish the physical
contacts. The amalgamation of AI with medical imaging can modify the way of
diagnosis. Machine learning develops algorithms that improve the decision-making
process. Technology plays a critical role to deal with the COVID-19 situation by
using robotics to supply food packets and medicines to the patients who are affected
by this virus in the hospitals and in remotely monitoring patients. Figure 11.1 shows
the number of ways that emerging technologies tackle coronavirus.

11.2.1 Preventive Measures

Coronavirus nature is transmittable means it can spread from the contacts of a
healthy person with an infected person and it spreads very fast. Till now no vaccine
is found for this kind of virus. The only solution is prevention. Main prevention is
required in the hospitals, where health workers are performing the treatment to save
lives and they come directly in contact with the infected patients. Face masks are the
essential equipment used by medical examiners to diminish the threat of contact
with the virus while performing their jobs. Also, great pressure on the manufactur-
ing units of antiviral soap and sanitizers to fullfill the needs to keep the price in
control. Autonomous sanitizing machines are required to deploy at affected clusters
to bring the spread of the virus to an end. The most relevant solutions applied with
the usage of emerging technologies that enable the faster and efficient way to battle
with COVID-19 pandemic are as follows [7]:

¢ Disease Surveillance
e Air Filtration Systems
¢ Disinfectants

» Spit Disposal

e Antiviral Masks

11.2.2 Diagnostic Solutions

The WHO advised all health authorities throughout the world to test, detect, trace,
and isolated coronavirus infected patients. Only social distancing is the one and
only solution to diminish the spread of the virus and used home testing and diagnos-
tic kits. Due to an increase in the number of infected patients and for the security
measures, virtual medical visits and remotely diagnosis of patients are doing by the
doctors. Chatbots and a number of mobile apps are used in the battle of COVID-19.

The most relevant solutions for the diagnosis of infections are applied with the
usage of emerging technologies that enable a faster and efficient way to battle with
COVID-19 pandemic are as follows [7]:
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Fig. 11.1 Role of modern technology to quash COVID-19
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* Mobile Diagnostics by doctors
e Telehealth

* Remote Patient Diagnosis

* Disease Detection Kits

11.2.3 Hospital Care

Hospitals are the main battlefield where health workers directly contact infected
patients and provide treatment. To avoid physical contact, Robots are employed to
supply food packets and pills to infected persons and help out to reduce the burden
from health workers. Artificial ventilators are used to improve the patient’s manage-
ment. Health workers are the front line warriors who require safety goggles, PPE
Kits, gloves, and surgical-grade essentials.

To battle with COVID-19 pandemic in a faster and efficient way in the hospital
areas, the emerging technologies are providing the following solutions [7]:

* Hospital Robots

* 3D Printed Ventilator Valve

* Artificial Cough Device

e Al Algorithms For Patient Monitoring
* Antipathogen Fabric

11.2.4 Industry Adaptation

During this epidemic time, all the factories, industries, and businesses are locked
due to the lockdown situation and result in heavy losses. To prevent the loss, many
industries and businesses are circulating from bodily to virtual platforms by using
the rising technologies. Robots and drones are employed to moving items from one
place to another in industries and stop the stretch of the virus by minimizing social
distancing. Machines and components in a factory are controlled by augmented
reality to diminish the workers inside the factory. The most relevant solutions for
industries adopted during this epidemic are the usage of emerging technologies that
enable faster and efficient way are as follows [7]:

» Digital Factory

e Human In The Loop Technology

* Real-Time Supply Chain Monitoring
* Augmented Reality Collaboration

e Industrial Cleaning

 Industrial Cybersecurity
 Industrial Autonomous Vehicles
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11.2.5 Remote Healthcare

In this pandemic time, hospitals are not able to give attention to normal patients and
also it is not secure to visit the hospitals in that situation. But for their treatments,
health workers are using lots of applications to provide assistance and treatment to
them. The digital platform allows doctors and infected persons to remotely com-
municate with video conferencing and provides digital medical assistance by main-
taining social distancing.

The most relevant solutions for remote healthcare are applied with the usage of
emerging technologies that enable a faster and efficient way to battle with COVID-19
pandemic are as follows [7]:

e Remote Monitoring

e Telehealth

* Respiratory Monitoring
¢ Digital Stethoscope

e Mental Health Chatbots
e Wearable Sensors

11.2.6 Individuals Adaptation

During the lockdown and also to maintain the social distancing to prevent the spread
of infection, smartphones-based applications are used to connect with each other.
Due to coronavirus, schools, colleges, and universities are using the E-learning plat-
forms to complete their syllabus and continue the teaching-learning process between
the teachers and students. Offices are temporarily closed in this situation and finding
innovative online tools to connect the employees remotely and provide the solution
work from home to stop the spread of the virus. For entertainment, streaming and
apps are used for passing time, because in this outbreak all the sources of entertain-
ment like Malls, Cinema Halls, Gyms, Fun clubs, and many more are shutdown.
Technology enables people to normally live their life by maintaining social distanc-
ing and self-isolation during this pandemic time.

The most relevant solutions for individuals adopted during the battle with the
COVID-19 pandemic with the usage of emerging technologies that enable faster
and efficient way are as follows [7]:

e Shared Streaming & Entertainment

*  Work from Home

e Loneliness Management

e Stress & Anxiety Reduction by Meditation

e Online Learning platform

e Online Food & Grocery Delivery by using apps
¢ Indoor Workouts
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11.3 Literature Review

The COVID-19 pandemic is dispersing all over the world and countries suffering
from this infection are failed to predict the magnitude of the situation due to the
heavy demand for medical care facilities broken down the top healthcare models in
the world. Now activities of the person have moved to the binary platform by using
emerging technologies like Al, Cloud Computing, IoT, Blockchain, 5G Network,
Robotics, and Drones to prevent, diagnose, tracing of the virus, social distancing,
workplace safety, and many more. These technologies get better consistency of
treatment and also the power of decision making. The infected patients are increas-
ing daily globally and at that time its need to utilize the emerging technologies in a
robust, organized manner, and in an efficient way to enhance the battle against the
COVID-19 pandemic. Figure 11.2 demonstrates the accomplishment of CI tech-
nologies to handle the COVID-19 pandemic situation.

Technology refers to techniques, frameworks, and devices which are the afteref-
fect of scientific information being utilized for practical purposes. Emerging tech-
nologies like Al, Cloud Computing, IoT, Big data, neural network are used to handle
this pandemic situation. Table 11.1 summarized the literature review of Al technology-
based research papers. Table 11.2 contains the literature review of IoT technology-
based research papers written on this pandemic time to handle this situation. Big data,
cloud computing, fuzzy logic, blockchain, neural network-based research papers
written on the COVID-19 epidemic situation are reviewed in Table 11.3.

-
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Cloud Computing Healthcare System
Generated Data

A

Patient

Telecommuter house
with Router and loT
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Fig. 11.2 Application of CI technologies for tackling COVID-19 pandemic
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Table 11.1 Literature review on application of artificial intelligence (AI)

S.
no. | Author | Study

1 |[8] Al-based mobile applications like ArogyaSetu are launched by the government of
India for creating awareness among the citizens, self-assessment, and contact
tracing for COVID-19 infection

2 9] Al-based applications play a vital role in this epidemic time. Al applications are
used in the diagnosis of disease, contact tracing, and maintain social distancing for
the safety of the people in the workplace

3 [[10] Many COVID-19 patients infected by coronavirus develop pneumonia which is
called novel coronavirus pneumonia (NCP) and rapidly fails the respiratory
system. The Al-based system is developed to identify NCP and also distinguish it
from other common pneumonia by using computed tomography (CT). Al system
performs quick diagnosis and helps the radiologists and physicians when the
health system is overloaded

4 [[11] The collaboration of Al with pharmacology can improve the efficiency of drug
repurposing. Implementation of Al technology can generate the learning
prediction model and perform a quick virtual screening to accurately display
output. Al technology can identify the drugs that fight against the disease like

COVID-19

5 [[12] Al techniques are used in the discovery and recognition of COVID-19 medical
images

6 |[1] Al technology improves the screening, prediction, tracking of contacts,

forecasting, and development of drugs of COVID-19

7 |[[13] Al technology plays an essential function in the processing of an enormous
amount of medical data and is also used to extract the key points for several
applications. For the repurposing drug, the existing datasets and mined

8 |[14] Al technology is utilized to fight this pandemic by extracting new approaches for
the discovery of drugs, development of vaccines, and also spread awareness
among the public. This also helps to find the new possible treatment of COVID-19
and also accelerates the process to predict the existing drugs or develop the new
drug

9 |[15] Al technology is utilized to recognize marketed drugs for dealing with
COVID-19. The potential of old drugs is identified by the Al platform

10 |[16] Presented the Al bases diagnosis tool named AI4COVID-19 by using the cough
sound through a mobile application. By virtual testing for everyone through this
tool offer unique functionality like timely, cost-effective, self-monitoring, tracing,
and also control the widen of coronavirus

11 [ [17] Al technology shows more potential to solve the COVID-19 problem and also
increases efficiency. It is also used to manage the equipment, detection of a fault,
and control the diagnosis in available facilities, to minimize the spread of
infection among people

12 | [18] Al technology strengthens the power of medical images like X-ray and computed
tomography (CT) to battle against the COVID-19 epidemic. It minimizes contact
with patients by automating the scanning method and also recovers the efficiency
of work by an accurate description of infection in the images of X-ray and

CT. Radiologists take fast and accurate decisions

(continued)
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Table 11.1 (continued)

S.

no.

Author

Study

13

[19]

The process of diagnosis and treatment of COVID-19 disease are accelerating by
the use of Al technology. A number of techniques have been developed to fight
COVID-19

14

[20]

With Al technology, COVID-19 infection is identified in the early stage. Al model
is designed to recognize COVID-19 infection on initial chest CT scans

15

[21]

For the recognition of COVID-19 images of the X-rays are used. Construct a
model for detecting COVID-19 with high-resolution X-rays. Reduce the work
pressure of radiologists and also help to stop the spread of COVID-19

16

[22]

Al is the upcoming and valuable technology to recognize the infection in an
early-stage and also helpful in monitoring the infected person. It improves the
treatment and decision-making process and is used to develop the proper
treatment, prevention of the COVID-19, and also helps in the drug and vaccine
development of COVID-19

[23]

Proposed a new framework that can be used by doctors and radiologists based on
using only smartphone sensors at any time and anywhere. Does not require any
external sensors to provide an accurate result by this framework

18

[24]

Al technology is used to design effective robots and autonomous machines for
working, disinfection, and deliver food and medicines to the patients in the
hospitals. Al and natural language processing (NLP) technologies are utilized to
design the chatbot which helps in remotely communicate and provide
consultations to the people about the COVID-19

19

[25,
26]

Al is the most used technology and if it is used properly, it should be highly
effective technology against the COVID-19 pandemic time. This technology is
used in disease surveillance, prediction of risk, host identification, medical
diagnosis, busting fake news, and also used in the implementation of lockdown

properly

20

[27]

The spread of coronavirus in real-time and plan to improve the health of people by
monitoring their effectiveness. Also, help to discover new drugs and also identify
the potential vaccine from the existing vaccines

21

(28]

Al is a very useful technology for helping in the outbreak prediction and detection
of coronavirus. It also an attractive tool for the discovery of vaccines and drugs by
using the datasets provided by healthcare organizations, governments, and also
from patients

22

[29]

DL domain changes the traditional paradigm of the medical field. With this
technology, doctors have more time to provide more care to patients. It increases
the assessing level of satisfaction of both doctors and patients by the integration of
real and binary data

23

[30]

In the machine learning domain, DL is the new branch that motivates the doctors
to establish and simulate a NN for the analysis of the brain of the human being. In
the medical domain, analysis of medical images for the diagnosis of the disease is
a crucial part but it can be sort-out by the implementation of DL

24

(31]

Computer science branches like biomedical big data and Al play an essential role
in the crucial time of the COVID-19 pandemic. Images of CT and X-rays are used
for monitoring and detection of disease
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Table 11.2 Literature review on application of internet of things (IoT)

S.

no.

Author

Study

1

(32,
33]

With IoT technology, all the medical types of equipment are connected with the
internet and make available information timely to healthcare workers. With
well-connected devices, infected cases are easily handled remotely

(34,
35]

IoT technology assists the patients, physicians, healthcare workers, and hospital
management to recognize the symptoms of the COVID-19 and also managed the
infected cases globally. This technology also helps to minimize the complexity
and time taken for effective management during this pandemic time

IoT technology provides a variety of applications like telehealth, digital scanning,
digital staff, and many more. IoT-based telemedicine is a way for health workers
during this pandemic time to provide treatment to infected patients

[36]

In the current situation, the performance of IoT in the medical field helps the
patients to receive proper healthcare at home and also creates a comprehensive
management database for governments and healthcare workers

[37]

IoT-enabled applications to monitor health in real-time and improve global health.
This technology develops the smart disease surveillance system to control the
situation during this pandemic time

(38]

Cognitive internet of medical things (CIoMT) technology is used for smart health
care and also helps to handle the pandemic situation. It helps in rapid diagnosis,
dynamic monitoring, provides better treatment, and also controls the spread of
coronavirus to others

[39]

IoMT develops a quality environment for smart healthcare. It helps in the
monitoring and tracking of infected persons remotely and provides quality
services

[40]

Internet of health things (IoHT) is an extension of IoT, whose main motive is to
connect the infected patient to healthcare facilities to monitor and control the
patient’s body by using the sensors

[41]

With the help of IoMT, healthcare workers get relief and also ensure quarantine,
implementation, and origin of pandemic. By using sensors, data can be collected
and sent to a central server for analysis. It is the better method for the medical
helpers and government agencies for the updated information on the COVID-19
crisis

[42]

Proposed the smart helmet with a mounted thermal imaging system capable to
detect the COVID-19 infected person with minimum human interactions

[43]

10T technology helps in the identification of risk and infection of COVID-19 and
also minimizes the load of health workers and manufacturing units

11

[44]

Proposed the IoT-based framework to minimize the impact of a communicable
disease like COVID-19. The records of confirmed cases of COVID-19 are used to
develop an ML-based predictive model infection as well as provide the treatment
responses

12

[45,
46]

IoT technology helps to monitor, tracking, delivering, and collecting of data from
the users and assists the healthcare by using IoT-enabled technologies like
wearables, drones, robots, IoT buttons, and smartphone application
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Table 11.3 Literature review on application of other technologies like big data, blockchain,
drones, cloud computing, robotics

Technology
S.no. | Author | Study used
1 [27] Big data technology is used to handle the large amount of | Big data

data produced from public health observation, monitoring
of real-time epidemic, and also used in the forecasting of
the situation

2 [28] Integration of big data and Al technology helps to
understand the COVID-19 in terms of tracking, the
structure of the virus, its treatment, and also search and
manufacturing of vaccine

3 [47] Big data technology is used to handle the huge amount of
infected person data and helps to understand the structure
and nature of coronavirus. This technology helps scientists,
health workers, and epidemiologists in the decision-making
process to fight COVID-19

4 [25] Drone technology minimizes human interaction and also Drone
reaches inaccessible areas by the people. Drone technology
is adopted for crowd surveillance to maintain social
distancing, to broadcast important information particularly
in those areas where communication channels are lack
during the lockdown period. Also used to spray
disinfectants in the contaminated zones

5 [48] With the help of blockchain technology, the public and Blockchain
organizations become part of interconnected networks to
share secure data globally. Blockchain-based applications
are used to monitor the COVID-19 patients and minimize
some burden from the health workers. Algorithms help to
provide real-time information and also help in the effective
management of the supply chain

6 [49] With blockchain technology, data of infected patients are
automatically reported to the health workers at the same
time when it is stored in the blockchain and data are
transparent with completely open for the public without any
manipulation. With the use of blockchain monetary
donations become transparent and also prevent the spread
of false information related to COVID-19

7 [50] Blockchain technology plays an essential 1 role in the field
of medicine with the management of digital medical data,
biomedical research, remotely monitoring the patients,
control the drugs, and pharmaceuticals supply chain
management

8 [51] In the pandemic time, the diagnosis of infected patients is
difficult because of the shortage of testing kits.
Combination of blockchain with other technology helps to
collect the digital data from the various sources without
leakage of data and also maintains the confidentiality of
data

(continued)



234 A. Rana and S. Malik

Table 11.3 (continued)

Technology
S.no. | Author | Study used

9 [52] The blockchain system generates an account for every person
and contact tracing becomes easier when mobile devices of
persons are connected with blockchain account. When the
person comes in contact with another person, then blockchain
adds the transaction with geo-location and time stamp and the
healthcare official able to verify that the person makes
contact with the COVID-19 infected person or not

10 [53] Blockchain technology is used to control the pandemic of
COVID-19 with solutions like tracking, protection of user
privacy, safely daily operations, medical supply chain, and
also tracking the donations

11 [54] Designed the tracing and notification system based on
blockchain with three types of tracing services based on
Bluetooth, location, and health. The system will provide the
remainder to the user about their previous contacts that may
cause infection based on user travel and contact history

12 [55] Blockchain technology plays an essential role in the
management of the post COVID-19 world. It is used to
implement various key functions like contact tracing,
sharing of patient information, E-government, online
learning, management of immigration, contact-free
delivery, and automated surveillance

13 [56] Blockchain technology has the potential to change
healthcare systems. This technology provides the secure
transfer of health information of patients between the
healthcare workers

14 [57] Blockchain technology provides five perspectives as tracing
the origin of the pandemic, social distancing, quarantining,
smart hospitals, remote healthcare, and telemedicine

15 [58] A blockchain-enabled system named BeepTrace is
proposed to resolve the privacy issues during the binary
contact tracing for coronavirus pandemic

16 [59] Cloud computing technology provides the resources of the | Cloud
computer system over the internet like servers for the computing
storage, database, etc. by using this technology, all the
resources are faster available and flexible which minimized
the processing coat and also increased efficiency

17 [60, Cloud-based tools are used for the screening and also alert the
61] authorities if quarantine is breached. Cloud-based Al-assisted
services are used to identify the cases of COVID-19. The
cloud application can transform the healthcare system from
capital intensive to pay per usage model

18 [62] During the COVID-19 pandemic, patient-generated health
data (PGHD) play a very important role. Coronavirus
tracking apps are used in smartphones to collect and share
PGHD and store them on the cloud. Users are easily
checked by entering personal information on apps by
comparing their data with cloud data whether the user has
contact with an infected person or not

(continued)
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Table 11.3 (continued)

S.

no. Author

Study

Technology
used

19

[63]

Doctors are the first line of defense to slow the spread of
the virus by maintaining social distancing and provide the
services by call or video conferencing with patients. 5G
technology is the main source of telemedicine. 5G provides
the high bandwidth required for video conferencing

20

[25]

Hospitals with 5G enabled medical imaging platforms are
used to real-time diagnosis of COVID-19 patients and also
reduce the load of healthcare warriors

21

[64]

5G smartphones are used as the virtual communication
device between the patients and doctors by reducing
healthcare costs and also maintaining the social distancing
in this pandemic tie

5G network
technology

22

[65]

By the integration of the fractal dimension and fuzzy logic
system, the proposed hybrid intelligent approach for
accomplishing the efficient and accurate forecasting of the
COVID-19 time series

23

[66]

The fuzzy logic-based model is used to find the appropriate
conditions for the growth of COVID-19 infection. The
spread of COVID-19 disease decreases with higher
temperature and low RH and on the other hand, lower
temperature with high RH provides an enviable atmosphere
for coronavirus

Fuzzy logic

24

[67]

Introduced the COVID-net named system based on a neural
network for the detection of coronavirus cases from the
CXR images. It is open-source and easily available to the
public

25

[68]

Proposed a deep learning approach to identity COVID-19
infected cases by the usage of radiography images named
CoroNet based on a neural network

Neural network

11.3.1 Applications of Artificial Intelligence

Used to identify the COVID-19 infection through chest CT images.

COVID-19 suspected patients are detected with signs and symptoms.

Mobile applications based on Al are used to spread awareness and tracing for
COVID-19 infection.

Improve the discovery of COVID-19 drugs.
Reducing the workload of health workers.

Al technology is playing an essential role in the fight with COVID-19 and also
provides quick solutions to prevent this virus. Many applications are designed on Al
technology like ArogyaSetu App in India which is used to create awareness, self-
assessment, and also help to trace the contacts for COVID-19 infection. During this
pandemic time, front line worriers are facing overload problems due to the huge
increase of infected patients and have limited health workers. Al technology-based
systems help to minimize the burden by performing quick diagnosis. It also helps in
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prediction and detection of coronavirus. Al technology is used to design and develop
robotics and drones. Robotics is used for the supply of food packets and medicines
to the infected patients in the hospitals and help to maintain social distancing.
Drones are used to spry the disinfectant in the quarantine zones and help to stop the
spread of coronavirus.

11.3.2 Applications of IoT

e IOT technology helps in remote monitoring of self-quarantine and self-
assessment and sends the data to health workers for the assessment.

* IOT technology helps in the rapid diagnosis of a human being with a history of
traveling in COVID-19-affected countries.

e Support remote consultations between healthcare workers and patients with
smart video conferencing and telemedicine.

e Smart thermometers are used to check the temperature of the person.

In the pandemic time, IoT technology has been used in the medical domain and
also gives a positive result to handle this disease. IoT technologies are used in three
phases including early identification, quarantine time, and after recovery. IoT-
enabled devices like wearable, drones, robots, IoT buttons, and smartphone applica-
tions are used in fighting with COVID-19 [45].

IoMT is the extended version of 10T in the field of medicine. [oMT technology
helps to provide an integrated network of medical equipment to healthcare workers
to battle this pandemic situation and automatically convey a message to the medical
staff. With this technology, infected cases are easily handled in a remote location
with well-connected teleservices. IoMT technology excellently screens the infected
patients and also handles all the cases smartly. A better environment can be created
with the proper accomplishment of this technology which helps to fight this invisi-
ble enemy.

11.3.3 Applications of Other Technologies

* Big data is used to track COVID-19 cases and provides a large amount of space
to store data.

* Drones are used for disinfecting and sterilizing COVID-19 contaminated areas.

* Autonomous robots are used to provide medicines and food to COVID-19
patients and reduce health worker’s risks of infection.

* With the help of blockchain, verification and validation of COVID-19 data are
done in an easy way.

» Facilitates the secure sharing of data.

* 5G technology supports real-time sharing of health data and high-quality video
conferencing.
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* Home quarantine patients are tracked using GPS and mobile phones.
* Reduce the load of healthcare warriors.
* Help in the recognition of coronavirus cases with radiography images.

Other technologies like Cloud computing, Blockchain, 5G network technology,
Big data, and many more are playing a vital role during this epidemic time. In the
current situation, a large amount of data are collected from various sources like
applications used on smartphones, patient’s records from hospitals, and Government
released data are stored on the cloud which helps to provide the updated informa-
tion. To maintain social distancing, a number of activities are moved from physical
to virtual platforms with the help of 5G network technology. 5G network technol-
ogy provides the high bandwidth of the internet which helps to video conferencing,
teleconferencing, and sharing of videos and images of huge size at very fast speed.

11.4 Challenges During Implementation of CI Technologies

CI technologies provide new inventions in the binary world. By using CI technolo-
gies, simulated expertize is to develop and design which is to some extent similar to
the real-time situation. These technologies are given a number of applications in
various domains that are used in daily work. But as usual, every coin has two sides,
one side of CI technologies is very useful in every domain but on the other side,
these technologies face several challenges during the implementation which high-
light in Fig. 11.3. Some of them are listed as:

1. Lack of Awareness: Generally users are not aware of the applications of CI
technologies. The value of CI technologies is best understood when mass users
adopted these technologies.

2. Network Load: In some applications of CI technologies environment, data are
streaming live over the internet with minimum local caching of frequently
used data.

3. Congestion in Communication: In CI technologies, communication can be
occurring in between servers and the asset cluster and which causes congestion
problems in communications.

4. Cost: The initial cost to develop the CI technologies-based environment is so
high. A large scale of people is not able to afford these technologies in their daily
routine.

5. Internet: The Internet is the main source to implement the CI technologies-
based environment. So 5G internet bandwidth is required but still, 5G internet
service is not fully implemented in most areas.

6. Experience issue: Users are not skilled in how to use the applications based on
CI technologies and sometimes users do not easily adopt the new technologies
because of less experience.
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Fig. 11.3 Challenges during the implementation of CI technologies

7. Security: Cybersecurity and data privacy are sensitive issues in the digital plat-
form. Due to these reasons, some users are not using these technologies even do
not try to adopt them.

8. Powerful Computers: To use the CI technologies, the main necessity is power-
ful computer systems with a high power processor with high configuration and
resolution.

11.5 Conclusion

COVID-19 pandemic is a public health emergency globally and has become the
most challenging area for global researchers. Academic research helps to a proper
understanding of COVID-19. Researchers are investigating each and every possible
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option to battle the COVID-19 pandemic and a new way is opened by the emerging
technologies. Now technologies have become an important part of the life of people
to execute their day-to-day activities and help to save a life. This chapter talks about
the symptoms and preventions against the COVID-19. It also highlighted the emerg-
ing technologies used to fight COVID-19. IoT technology is used to integrate the
medical equipment with the internet and provide remote treatment to the infected
patients and many more technologies are highlighted. Emerging technologies like
10T, Al Blockchain, 5G, and many more give complementary efforts to the world
to fight against the COVID-19 and future pandemics.
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12.1 Introduction

Artificial intelligence (Al) is a technology that enables database system and soft-
ware to be used in healthcare management decisions. It is a simulation of human
intelligent behavior in Healthcare facilities. It is about sing this modern technology
in our lives and healthcare sector. Al is being used in many sectors but in the medi-
cal section is still not clear and whether it has major contribution currently and, in
the future [1]. The database and information gathered using Al in healthcare could
be applied successfully on pathology, dermatology, and image analysis (medical
imaging) of radiology. All these areas are affected by Al with a diagnostic speed
exceeding medical experts to reach the 100% perfection system performance
besides the physician knowledge and the knowledge management system that is
applying in the healthcare sector.

This research focuses mainly on medical imaging and the effect of artificial intel-
ligence on radiology services improvement in the healthcare sector and how it can
help the doctors and the patients to discover and define the early stage of any type
of diseases that could be missed during the human practice and human errors. Al
and machines will not replace the physicians, but will help them make better medi-
cal decision and replace the human error judgments in certain functional areas in
healthcare by unlocking the clinical information database which will help in deci-
sion making in the medical practice. In this research, it discusses present and future
use of Al in healthcare.
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We will first briefly review the main four relevant aspects for the medical inves-
tigation and the Al usage [2]:

1. The impact of Al in healthcare motivation by providing the physician with up-
to-date information and feedback from a big base of population and from all over
aspects that can encourage and motivate them in taking a better decision for
them and for the patients.

2. Healthcare data can be available all over for all medical practitioner especially
for the diagnostic procedures that are being used by the radiology department in
different kinds of modalities and machines.

3. Aldevices according to a previous study can be divided into two main categories
(ML and NLP) that will be discussed more about it later.

4. Diseases types that the Al can help in defining and discover like cancer, nervous
system diseases, and cardiovascular system disease (all will be discussed later in
more details).

Still, the raised question is what is the difference between artificial intelligence
in healthcare practice and the normal technology?

We can briefly say that artificial intelligence is all about gaining the information,
re-process it, and give back to the end-user to be used in decision making.
Moreover, during the global situation of Coronavirus pandemic that more than
130 countries including the Kingdom of Bahrain, have been facing rapid spread
of this disease all over the cities and between people. Therefore, this research
also looks for the role of Al in fighting against the COVID-19 virus and the
impact of using the medical imaging technology in promptly discovering the
virus by using the most familiar imaging technique between people (the Chest
X-ray) as well as other techniques [3].

12.2 Literature Review

As part of the global crisis we are facing, the Kingdom of Bahrain is trying to be up
to date with the new technologies and Artificial intelligence tools that are being used
in the war against the Coronavirus. The most shown Implementations in Bahrain are
the websites and mobile applications that have been created by the government to
keep all the society aware of whatever we are facing [4, 5].

In this chapter we are going to focus on Artificial intelligence in Healthcare in
the first part then will go through the Medical imaging in specific in the second part,
ending the research with the role of Al in fighting the Coronavirus [6].

Artificial intelligence includes intelligent aspects and agents that are taking the
surrounding situations to take actions and decisions to maximize the advantages and
increasing the efficiency in reaching the goals and objectives. As a basic science,
artificial intelligence is used to enhance the use of modern technology and computer
systems and science in order to utilize the knowledge for best use. Artificial intelli-
gent with its capability and advantages to analyzing the big amount of data to small
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information and easy to access is one of the important processes that are being used
in medicine in general and healthcare sector in particular especially when there are
scenarios and situation that the medical practitioner cannot take a discussion in it
without the reference to the big database of information. Putting in mind that the
pressure and timeless in the work lives of the medical practitioner especially during
the catastrophes happening in the world just like what the essay is going to talk
about it (COVID-19) [4, 7, 8].

Important figures can be used in healthcare to switch the artificial intelligent key
to a useful tool in the health sector, some of the new systems and programs are offer-
ing a question-answer tool for all public based on hypothesis generations and evi-
dences that are taking from medical professionals and decision making in the health
sector [9]. The two main goals to be reached while converting Al to HC tool are to
reduce the pressure on medical practitioners and to increase the people awareness
and knowledge about different types of diseases and keep them up to date, in the
situation of Coronavirus we are facing now. The advance technology and Al use in
the health sector reduce the healthcare facilities visits to more than half of the num-
bers, which will automatically reduce the number of infected people by lowering
the admixture between the public [10]. As a base of professional information that
can be allowed for doctors and patients, this will help both parts of people by using
the telemedicine and trustable applications [11].

According to [12], Al usage and the new technology will be part of the routine of
each healthcare facility in the near future, starting from answering the medical ques-
tions for patients going through suggestions and ending with giving treatments
based on the explanation and negotiations will be taking place between the system
and the patient. As part of global development according to [13], companies are fac-
ing the problem of diversity of the base of the artificial intelligence that is being
used in the companies, which cannot fit the traditional and culture of people in the
companies. Another problem facing the Al in this time especially for the large com-
panies with a large number of accesses and servers is that a large number of data-
bases and information and the way to store it in safe storage from any changes and
reachable at the same time. As part of this procedure, a website has been distributed
among the public since the start of Coronavirus crisis in the world, the website is
based on some questions for the people and according to it, they give suggestion to
take advance concern and contact the responsible governmental side in the country,
or consider it as the normal flu or any other disease that can be treated by normal
medications at home, still, the raised question is it affected and accurate to trust? [14].

As a new technology being used by people, defiantly there will be some prob-
lems and a reduction of people responded. As the main problem facing the global
development (AI dangerous) word still in mind especially for non-IT and techniques
people, this problem has been suggested to be solved by raising public awareness
and targeting the development and learning for the governments to help in aware
and train the public later. Another problem facing the development of Al in the
modern countries is the privacy and safety of informations which are being shared
in the servers and networks and the limitation of the access to these details. As a
healthcare user, saving the documents related to the history of diseases is a very
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sensitive goal, saving these data from any misusing or any changes to make sure that
all information related to treating the new cases will get to the right person with
every single letter as per original basis. Al in healthcare is directly related to the
lives and health of the public that cannot play in it in any way, therefore devices
must be protected from external reliable. Still, the raised question is how Al can be
helpful in the healthcare sector? To answer this question, Al is being used by the
doctors and patients to help them in reaching the related case data and information.
On the second hand, some are expecting to replace doctors with technology soon.
Still replacing the human with technology is way complicated to be a concern, the
human body and the sense of feeling between the doctor and the patient are too
complicated to be known and practice by a machine [15].

The difference between the Al technology from the traditional technology in the
healthcare sector, that Al has the ability to gain, process, and give the final discus-
sion to the user according to the information stored in it by doctors and professional
people, still the problem here is that the Al and the modern systems cannot take any
urgent situation from outside the database stored in it, this will put the users in a
position to switch off the technology and get back to use the human mind to deal
with the urgent threatening of the human lives. Here we will discuss some of the
useful uses for Al in the healthcare sector [5].

Radiology | A study in [16] developed a system of an algorithm that could find pneumonia in
the Chest X-ray at any specific site of it in the chest. This new technology in
detecting the simple diseases in one of the medical imaging modality can reduce
the timing being used in checking each image, reduce the missing errors made by
the specialist Radiologist between the large number of images being seen every
day, increasing the accuracy and efficiency, and all these will guide to the most
important goal to reduce the recall cases in the hospitals and clinics which in
accompanied will reduce the radiation exposure to the patients and medical staff.
Still, some of the specialists according to the annual meeting held in North
America have a concern about replacing them with uncompleted technology

Imaging In a paper published by [17] in the journal “annals of oncology” consists that
determine the skin cancer can be 95% more accurate than the dermatologists with
86.6% accuracy. This can approve that some of the scanning and imaging are
more accurate with the help of artificial intelligent technology, using these
technologies cannot replace the human being in the health sector, but can help
them to reach the perfection in determining the diseases and taking care of human
health and lives

Diseases Being accurate in diagnosis diabetes and cardiovascular disease has taken a place
diagnosis in many recent kinds of research and modern technologies are being developed to
help in finding the causes of these diseases as they are categorized as two of the
ten top diseases that lead to death in the world

An article has been published by [18] about the multiple types of Al being used in
the healthcare sector. Over the years between 2008 and 2017, several types of
research and studies took a place to determine the best technology in Al to define
and used in diseases diagnosis, still, the field is too big to end it and all studies are
being re-concern every day to conclude it and find the solution
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Telehealth

Telehealth or telemedicine started taking place all over the world. In the kingdom
of Bahrain and as a small country, the only one radiology Centre in the Kingdom,
its working is based on the telemedicine used by, first outsourcing the radiology
departments in the small clinics and hospital to reduce the expenses and cutting
the cost of the operations cost and the salaries of radiology staff. Secondly, they
are putting their telemedicine devices instead of doctors all over the branches and
start reading all types of medical imaging examinations are being done from the
main branch, so the idea is instead of putting one doctor in each branch, a bulk of
doctors are setting in the reporting center, reporting for more than 20 centers and
hospitals in the same time. This idea is a very modern application of artificial
intelligence in Bahrain and in medical imaging in specific that has been agreed
and approved by the governmental sides

Drugs
interactions

As a chronic disease patient, a variety of people aged more than 50 years are
talking more than one type of medication, to avoid to interactions of medication
with each other, they created an artificial intelligence system that can collect the
information about the drugs and warn any medication’s user to not fall in the error
of interaction of drugs. This can be more accurate and efficient than depending on
the human mind in memorizing the consequences of each medication [19]

Creation of

In Jan 2020, BBC News talked about a medication for (obsessive-compulsive

new drugs | disorder) that has been developed by artificial intelligence machines within 1 year
and it is ready to be used by humans. Normally the companies and
pharmaceuticals are taking around 5 years to produce such the same drug before
publishing it and start the human trail

Others As part of the COVID-19 war in the Kingdom of Bahrain, some of the physicians

switched their actual clinics to digital consultations. This is an ideal application of
artificial intelligence that has been used and talk about it by [7]. The idea of this to
reduce the number of visitors in the clinics and priorities the appointments to
urgent and chronic cases. The application is based on entering the patient medical
history and syndromes, using the database and online consulting for the doctor’s
treatment is being given and rescheduling an actual appointment for the severe
cases

The developing nations are the countries will behind technology and fewer oppor-
tunities in different aspects of life. Focusing on the healthcare and medical sector
in these countries can lead us to the fact of using Al in the world can help them
improved and learn remotely. By treating and teaching them, the doctors can diag-
nose the diseases faster and in wider ranges besides improving the patient care
[20]. The rapid development in Artificial intelligence technology is a reflection of
the need for urgent techniques that can help in the diagnostic of different types of
chronic and dangerous diseases. A variety of essays and research papers took
place in this area to give accurate and early diagnostic of the different types of
diseases [21].
Al can help in preventing and discover a different type of diseases such as

— (Gene Expression) — in this century and with the technology and developed tools
are being used in the healthcare, Al plays a very important role in interrupting the
microarray of the Genes to detect any abnormalities any example that can be
found in most of the modern countries is the IVF, where doctors are interfering
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in Industrial insemination to change the abnormalities in the genes like the sickle
cell disease or just to change the color of the fetus eyes [8, 22, 23].

— (Cancer Diagnosis) — the cancer cells are about a tortuous cell with extra pulps
and nodulous that can be seen and defined by different types of medical imaging.
With the modern techniques of Artificial intelligence, these cells can be deter-
mined by the advance technology which can be missed by the human due to
human errors [24].

— (Cardiovascular diseases) — again the artificial technology can help in preventing
and reducing the heart attacks be defining the places and sites of the thrombus in
the blood before reaching blocked veins in the human body [25].

— (Medical Imaging) — instead of wasting half an hour of the doctor’s time, the
artificial intelligence applications can do the (ECG) and determine the sites and
any abnormalities in the reports [26].

Overall, artificial intelligence has been recently involved in the management and
development of a different type of the ten top causes disease and classified as the
basic element in helping the physician and patients in a different type of applica-
tions (like the mobile phone application being used now in the Kingdom of Bahrain
during the COVID-19 pandemic) [1].

As one of the most important technologies has been developed and used in the
healthcare sector and concerning human health and lives, investors are competing
for each other to invest in the development of diverse applications in healthcare. In
association with encouraging the use of artificial intelligence in medical practice,
[27] published a white paper to explain the impact, usage, policies, and the applica-
tion can be used to improve the impact of Al in medical imaging. As per [6], num-
ber of AI applications have been discussed, including the nursing assistance
inpatient care and surgeries, helping in the administrative work, medical records,
improving the diagnostic accuracy, and dosage error reduction by reducing the
recall of medical imaging. Much more applications can be applied in healthcare
and depend on the speed of developing these technologies and medical staff
training.

This new field in medical sector created a market and competition between the
investors from entrepreneurial and corporate institutions, “recent research estimated
that over 50$ billion USD has been invested in Al start-ups since 2011 till the first
half of 2018, in a percent of 12% attacking the worldwide investments” [28].

Emphasizing diversity in public all over the world should take in mind while
developing artificial intelligence systems in healthcare. The nature of the human
being and the environment in Asia from example is different than the one in South
Africa, about the type of disease, treatment types, education, investments, and the
availability of the technology will be diverting from side to side. In another hand
according to a study has been adopted in 2019, Medical innovation and developing
of heart attacks diseases discovery have been focused on male patients only, in fact
recently has been approved that female are getting the same heart attack but with
different symptoms. All these should be taken in mind while developing the tech-
niques of artificial intelligence [29].
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12.2.1 The Physician—Patient Relationship

The physician-patient relationship based on ethics and trust is the major decision in
choosing the right doctor or the specific hospital/Medical center. How could we
save this trust and relationship between humans and machines developed by
Artificial intelligence? To answer this, the patient is searching first for the Serenity
from the doctor before starting the physical treatment and diagnosis. Replacing the
medical workers with machines will destroy this relationship. Doctors usually and
by the social life refereeing the patients from one specialty to another in the process
of diagnosis, with the use of applications and machines this advantage will be
deleted from the process where the patient should ask and try by themselves.

12.2.2 Artificial Intelligent in Medical Imaging

As a very fast developing path in the medical care, Radiology has been taking a very
advanced stage in rapidly developing and increasing the data basis, with the fast
developed. Artificial intelligence took a place in the medical imaging to catch the
growth during the lack of the number of readers, radiologists, and medical staff who
are specialists in radiology and imaging reading. With the force to increase the pro-
ductivity in the healthcare, the pressure on Radiologist has been increased, the aver-
age has been reduced to 3—4 s per image to interpret in it, with 8 hours duty for the
radiologist and in compensating with visual perception and decision making discus-
sions and under this uncertain pressure, the human errors percent is increased in a
very notable way [30]. By compensating the Artificial intelligence with the human
effort, it is obvious that we can note the efficiency increment, errors reduction, and
achieve objectives with minimal interrupt by the human, to give the chance for the
radiologist for more focus and interfere in the image reading in a way that will help
the patients and the human health [31, 32].

Two methods are being used in radiology to utilize the use of Artificial intel-
ligence in medical imaging, first one is the term of mathematical equations usage
(e.g., determine the tumor texture and feature being shown in the images) [33],
this can be automatically used by the computers with the bulk of images to give
the reader or the radiologist more chance for more accrue diagnosis and decision
making. The second method has been focused more on it in recent years. The
deep learning method is a way that is used by an automatic configuration of the
algorithm that is being done without any human interruption and experts. By
directly noticing the changes of the human tissue, the errors percent of mass
diagnosis or any unclear features for the radiologists will be reduced [34]. Putting
in mind with the rapid increase of the methods and the usage of Artificial intel-
ligence in medical imaging, we can see that the radiologist and specialist
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technologist can be equalized in some of the modalities images reading, costing
areduction in time-consuming, and giving more chance to avoid errors and to see
more patients [35-38].

12.2.3 Impact on Oncology Imaging

To be able to fill the gap of determining the oncology diseases (especially the most
common between people, the Cancer), you have to be familiar with three main top-
ics Abnormality detection, characterization, and subsequence monitoring of change
or to bring a team of people with all knowledge related to it, to accurately determine
the diseases [39].

1. Abnormality detection: in the normal steps of detecting the abnormalities and
findings, the radiologist is using the normal steps they learned and dictionaries
to start finding and either confirming or rejecting according to their skills that are
relying on education, experience, and understanding of the patients’ health and
the environment and society with lifestyle coming from it and then make the
decisions that are usually made by the specialist or consultants based on the
appearance of any abnormalities and unusual patterns [40].

2. Characterization: It is categorizing the stage and age of the diseases and tumors
by determining the segmentation and diagnosis (such as size, extent, and internal
texture). Humans are not able to count or find some of the characteristics and
changes in the tissue due to the limitation of brain work and the number of cases
that are being seen by each reader every day. For example, it is different for the
human being to define the difference between malignant and benign tumor seen
by CT scan, and preferably to take a biopsy for more accurate results, this can
cost more money, time, and consume the patient power, all this can be solved
with modern technologies and usage of Artificial intelligence [41].

3. Monitoring: As a tumor monitoring to define the stages and development of dis-
eases like Cancer, any small error can cost the human life and public health. The
Artificial intelligence usage in these cases can put a comparable image between
each period and gives a specific diagnosis and measuring in a way that will save
the patient health, and to be ready in case of any urgent response needed.

12.2.4 AI Challenges in Medical Imaging

Due to the fast development in public health in general and Radiology imaging in
specific and in the types of a new disease that are being introduced every period
(e.g., the Coronavirus), it is difficult to catch up with the updates and keep the arti-
ficial intelligence technology up to date. Now the world is facing the Coronavirus
with no ability to find any medication or solution to kill this disease, still, the studies
are slower than the virus development [16, 42, 43].
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Another problem is facing the artificial intelligence in the healthcare, that some
of the techniques require the interfere of human expertize, which will not be avail-
able full time to attend the start of technology practice [4]. In the case of multiple
tumors or mass, the technology cannot mark all the up normal findings in one time,
which will cause a technology error that will affect the disease's discovery percent.
Using the Picture Achieving and Communications system (PACS), ensured that
medical imaging is electronically organized in a system that can be destroyed by the
loss of internet connection and internet hackers, and results in losing all the images
if no proper storage has been done [44].

12.2.5 Future Perspectives

From the early days of discovering the X-rays imaging in the 1890s to the more
recent modalities are used in healthcare such as CT, MRI, and PET/CT, medical
imaging is developing to keep as a pillar for the medical treatment. As a basic
advantage, enabling the differentiating between the densities in the soft tissue and
discovering the up normality that the trained eye cannot recognize it. With the new
algorithm scales and recent development, the use of artificial intelligence promised
to be more accurate and see a relative improvement in performance that will help to
increase in the health services given to the patients.

12.2.6 Role of Medical Imaging in Fighting the CoronaVirus

COVID-19 or as it is known Coronavirus disease is infectious that attacks the lungs
or the respiratory system directly, where it causes a severe acute respiratory syn-
drome. It has been announced as a global pandemic in 11th March 2020, after
reporting the first case on late December 2019.

Since the first report of the COVID-19 case in Wuhan, China, the competition
has been started between the technology companies to build teams with the clini-
cians, academics, and government entities to fight together in the war against this
new virus, and to stop it from spreading after reaching more than 100 countries with
millions of cases all around the world [45-47].

In the last part of this research, we are going to talk about the use of artificial
intelligence in this war and some of the ways they are using in managing.

e Al is used to identifying, track, and forecast outbreaks, by using a new applica-
tion that has been built by Kingdom of Bahrain government, they are tracking the
suspected cases by allowing a full location share from each citizen, and give a
warning for any of the public who has been in contact with the positive cases in
the last 14 days.

e Al can help in diagnosis of the virus. Back to the same topic has discussed in the
second part of the lecture review in this research, artificial intelligence is being
used in diagnosis of the COVID-19 symptoms in medical imaging due to the
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overload on the Radiology departments in this crisis. Still, this has not been
applied in Bahrain and a study is going on it at Gulf Medical University, to start
using the portable CT scan to scan the patients faster than waiting for the Lab
results.

* Processing healthcare claims, the new technologies can be offered to the admin-
istrative parts of the hospitals and healthcare facilities as well as the medical
staff. New insurance companies in Bahrain start using the E-cards and E-claims
to reduce the direct contact between the public or the patients and the staff in the
back offices. As part of reducing direct contact also, some of the healthcare facil-
ities and business centers, in general, offered the nonwallet payment method
which can give the chance for the customer to pay directly from their mobile
phones without using the cards or tangible money.

* Using Drone in delivering the medical supplies and to keep an eye on the streets
and gatherings more than five as per the Bahraini’s government put the new
rules. Drones can be the fastest and easiest way to deliver the medical supplies
without the need for direct contact between the sender and receiver and can be a
good option in countries that are applying the quarantine to the public during the
day hours yet this technique has not been applied in Bahrain [48].

» Using robots in cleaning and sterilizing the streets and suspected places with
spreading of the virus as a precaution from more spreading to the virus, as the
robots are not containing soft tissue that can be the perfect place for the virus
to grow.

* Developing the drugs can be done by the new technology with the algorithm
scales to discover the protein type and whatever is best to destroy it without the
risky part of dealing with the virus directly by the lab technologist and the
scientists.

e Temperature detection technology is used to detect the human temperature by
capturing it in seconds with the need for direct contact or the reduction in dis-
tance to measure it. Bahrain’s government applied this technique months ago in
the entrance of the kingdom on King Fahad causeway and Bahrain international
airport as the first precaution system for the new coming travelers who are enter-
ing the kingdom.

* Online consultations have been approved in Bahrain by the national health regu-
latory authority, to reduce the working hours in the private medical centers and
decrease face- to-face contact especially for the front-line medical staff; that is
the government in need to their effort in this war.

Yet the CT scan medical imaging is not approved as a way of COVID-19 diag-
nosis, as the findings on the images can be related to another respiratory system
disease. In general, during this crisis, the governments and public noticed the impor-
tance of using the new technology rather than depending on healthcare technology
only to fight against it and to protect the public health [49, 50].

Still, the question is being raised, could the artificial intelligence technology
fight against the spread of COVID-19 and win the war?
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12.3 Method

This section will analyze demographic data that are collected via a questionnaire
survey (which is the primary information and the main tool in the study), to collect
bulk of information such as age, gender, education, etc. The survey is consisting of
multiple-choice questions to random group of people who have received the survey
by social media channels like (WhatsApp and Instagram).

To address the key research objectives, multiple choice has been divided into
mandatory questions for all participants talking generally about the population
knowledge and awareness about the COVID-19 in Kingdom of Bahrain, and a spe-
cific questions targeting the medical students and staff only with medical back-
grounds. The study population consisted of random people from Bahrain’s society
with different backgrounds and education levels as the questioner was targeting the
COVID-19 updates in Bahraini’s society which all type of people are leaving it in
the current pandemic, some of the sample were not Bahraini, but according to the
research needs, the study was targeting the Bahrain’s citizens in general regardless
the nationality or the gender. A total of 60 samples have been collected with random
size of each industry. Mostly the targeted sample was between medical and staff and
students but the sample was containing only 25% from them.

12.4 Descriptive Analysis

According to Table 12.1, the results of the first question which is asking about par-
ticipants’ age, show that most of the survey participants are aged between 30 and
40 years old (33.9%) of the total sample population, the second majority are partici-
pants aged between 25 and 29 years old (32.1%), then above 40 years old (19.6%),
between 20 and 24 (8.9%), and finally between 15 and 19 (5.4%). The majority of
participants’ genders were females (66.1%) who were higher than males (33.9%).
This will provide the chance unequally between both genders to express their per-
ceptions toward the role of Artificial Intelligence in fighting during the crisis of
COVID-19, this unequally between the genders is due to the fact that most inter-
ested and workers in the medical field are females.

The findings showed the majority of participants were Bachelor's Degree holders
(66.1%), then High school Diploma degree with (14.3%), after that Master degree
with (10.7%), Ph.D. degree with (5.4%), and others (Undergraduates) with (3.6%).
The findings show that High School degree holders are close to Master Degree hold-
ers. Therefore, different perceptions and background may not affect that much
because such topic is being discussed according to the global sorting as an interna-
tional crisis and being talked about it more in details in all the social media and the
news channels (i.e., Instagram, Google, Social Groups) rather than the educational
institutions.
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Table 12.1 Participants’ responses to demographic questions

Demographic Answer Frequency Percent %
Age 15-19 3 54
20-24 5 8.9
25-29 18 32.1
30-40 19 339
Above >40 11 19.6
Total 56 100
Gender Male 19 339
Female 37 66.1
Total 56 100
Education Under graduate 2 3.6
High school diploma 8 14.3
Bachelor degree 37 66.1
Master degree 6 10.7
PhD 3 54
Total 56 100
Are you medical staff/student Yes 14 25
No 42 75
Total 56 100

The survey showed that most participants are Medical Staff / Students with
(75%); however, nonmedical Staff / Students participants came in the second and
last place with (25%). We can notice that the majority of participants have Medical
Background and can see clearly from their working places, the effect of using the
Artificial Intelligence in Healthcare sector in General and in fighting the COVID-19
during this crisis in specific.

Based on Table 12.2, we will discuss and explain different factors that impact
using Artificial intelligence in the Healthcare sector in Bahrain and how it can be
helpful in quickly discover and reduce the dangers of the virus. There are three main
factors that need to be addressed in this study, awareness and Knowledge, Using the
technology and the expectations for the crisis future. There are other factors that
may impact participants’ intention to be involved in using Artificial intelligence
channels. The above-mentioned factors are considered as a major factor that impacts
consumers’ decision to purchase any kind of product. People’s perception is built
based on their knowledge and background of any new technology pop-up in the
social media and between the populations in Bahrain. Therefore, a source of knowl-
edge and communication channels of certain awareness is very important as it is
going to impact people’s perception.

From the above table, we can see that most of the participants are following the
updated of COVID-19 news and Bahrain and the new ways that are being used to
speed up the discovery of the virus with the location used to alert anyone are going
near an active case in the last 14 days. Of course, with multi Social media, applica-
tions, and news channels in Bahrain that already launched and developed by using
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Table 12.2 Awareness and knowledge, using the technology and the expectations for the

crisis future

Questions Answer Frequency % | Mean
Due to artificial intelligence awareness in Bahrain, the Strongly 16 0.29
number of COVID-19 cases in Bahrain is under control agree 28.6%
Agree 23 0.41
41.1%
Natural 15 0.27
26.8%
Disagree 1 0.02
1.8%
Strongly 1 0.02
disagree 1.8%
Using artificial intelligence in healthcare can reduce the Agree 28 0.61
diagnosis errors in finding the COVID-19 and spread of the 50%
virus Natural 16 0.35
28.6%
Disagree 2 0.04
3.6%
Have you been following the updates of COVID-19 in No 1 0.02
Bahrain 1.8%
Yes 55 0.98
98.2%
How do you assess your knowledge you gained from Good 39 0.7
artificial intelligence channels about the coronavirus 30.4%
Average 17 0.3
69.6%
Do you spread any instructions and directions you are Yes 22 0.39
getting through artificial intelligence channels 39.3%
Sometimes | 25 0.45
44.6%
No 9 0.16
16.1%
Can we use other modalities to diagnose the COVID-19 Yes 16 0.41
(e.g., X-ray chest? CT chest?) 28.6%
Maybe 19 0.49
33.9%
No 4 0.10
7.1%

the new technology and artificial intelligence, it was expected that the majority had
heard about the virus and being updated. In spite that the second-highest percentage
of participants’ education level is high school Diploma, the majority have been part
of the social media life. This is an indicator that awareness is not related to educa-
tional level especially (69.6%) of people's assess. Their knowledge about the topic
is average and 30.4% as good. Social media, applications, news channels, and other
sources of knowledge may have an impact more than educational entities. The
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findings showed that the majority of participants with (25%) yes answers and (22%)
are involved in Bahrain Team goals are participating in the campaign against
COVID-19 by helping in spreading the updated news and instructions to their con-
tacts, friends, and families.

In related to multichoice questions, people went for Mobile applications mostly,
google search and online consultation with some physicians as a basic knowledge
to know more about whatever is related to the virus symptoms and the global news
related to any reductions or increased in the number of cases, any vaccination or
medications are being developed and tried (Table 12.2).

12.5 Conclusion

The research was made according to the current situation of the new technology in
general and COVID-19 in specific and based on the research and articles have been
found from different backgrounds and dates of an issue without taking in mind any
other financial or country developments and backgrounds.

In the research we started talking about the Artificial intelligence in general in
the healthcare facilities, how the definition has been started to be used and catch up
the development up to date, use of Al with some applications from different coun-
tries, going through the limitations, and the question of replacing the human with
robots. In the second part of the lecture review, we went through the use of Artificial
intelligence in the medical imaging and the future expectations, advantages and
disadvantages of using it. In the last part of the research, we talked about the appli-
cations of using Artificial intelligence in the current situation during the COVID-19
spread in the world. A questioner has been distributed to a different type of people
in Bahraini society and has discussed and analyzed according to questions has been
raised about the impact of using the Artificial intelligence in fighting the spread of
Coronavirus.

After more than 60 years of research, we can say that the artificial intelligence
tools are being considered and used in best practice these days, after noticing the
importance of it in our lives, especially with the last update of the world crisis of
COVID-19 (Heller N 2018). The crisis showed how Al has been utilized to cover
most of lives needs, starting from working at home for almost 70% of Bahraini’s
governmental employees, passing through the online school and university’s class,
going to online consultations in the healthcare facilities, and ending with the online
shopping for all public needs. Ultimately, there has never been a better time to start
practicing this type of technology in our lives. As to the main question raised at the
beginning of this research, could the robots take a place in the hospitals and physi-
cian’s lives to take the responsibility of operating and managing the medical prac-
tice? In the conclusion, we can say that the artificial intelligence can play an
important role in fighting the diseases and a very important tool in the diagnosis and
reducing the human errors, yet the human cannot be replaced or compared with the
technology and machines. Human physicians and medical staff are not a tool to be
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replaced or changed; choosing the right person at the right time for the right job
beside the artificial intelligence tools can generate a powerful team with almost the
perfection percent of reducing the errors.

Artificial intelligence tools as per (Chander Mohan 2018) can be an assist for the
radiologists or readers in the medical imaging reading and cannot defiantly replac-
ing them, be highlighting the findings of the advanced cases, to be seen by the
human team and mark the other normal images as normal and pass it, another
advantage can be the memorization and linking between the patients' history and the
diagnosis and complains to achieve a better understanding of the patient condition.
This will help them reduce the time of reading and increase the quality and effi-
ciency of the radiology departments all over the healthcare facilities. Artificial intel-
ligence will play a more important role in the coming years, and all medical
practitioners should be aware and well trained to use this technology, in fact, they
are saying that the technology will affect mostly the radiology department before
any other facility (Ravi D, Wong C, Deligianni F 2017). In fact, the most advanced
and technological airplanes with the developed system and all artificial intelligence
technology still need at least two human pilots on board. Simply anything deals with
human lives should be trusted to be handled for human only.
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