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Preface

We are pleased to present the sixteenth volume of Progress in Ultrafast Intense
Laser Science. As the frontiers of ultrafast intense laser science rapidly expand ever
outward, there continues to be a growing demand for an introduction to this inter-
disciplinary research field that is at once widely accessible and capable of delivering
cutting-edge developments. Our series aims to respond to this call by providing a
compilation of concise review-style articles written by researchers at the forefront of
this research field, so that researchers with different backgrounds as well as graduate
students can easily grasp the essential aspects.

As in the previous volumes, each chapter of this book begins with an introduc-
tory part, in which a clear and concise overview of the topic and its significance
is given, and moves onto a description of the authors’ most recent research results.
All chapters are peer-reviewed. The articles of this sixteenth volume cover a diverse
range of the interdisciplinary research field, and the topics may be grouped into three
categories: atoms and molecules in intense laser fields (Chaps. 1– 5), applications of
circularly polarized laser pulses (Chaps. 6 and 7), and theoretical and technological
developments for intense laser field experiments (Chaps. 8– 10).

From the third volume, the PUILS series has been edited in liaison with the activi-
ties of theCenter forUltrafast IntenseLaser Science at theUniversity of Tokyo,which
has also been responsible for sponsoring the series and making the regular publica-
tion of its volumes possible. From the fifth volume, the Consortium on Education and
Research on Advanced Laser Science, the University of Tokyo, has joined this publi-
cation activity as one of the sponsoring programs. The series, designed to stimulate
interdisciplinary discussion at the forefront of ultrafast intense laser science, has also
collaborated since its inception with the annual symposium series of ISUILS (http://
www.isuils.jp/), sponsored by JILS (Japan Intense Light Field Science Society).

We would like to take this opportunity to thank all the authors who have kindly
contributed to the PUILS series by describing their most recent work at the frontiers
of ultrafast intense laser science. We also thank the reviewers who have read the
submitted manuscripts carefully. One of the co-editors (KY) thanks Ms. Mihoshi
Abe for her help with the editing processes.
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vi Preface

We hope this volume will convey the excitement of ultrafast intense laser science
to the readers and stimulate interdisciplinary interactions among researchers, thus
paving the way to explorations of new frontiers.

Tokyo, Japan
Saitama, Japan
Salamanca, Spain
January 2021

Kaoru Yamanouchi
Katsumi Midorikawa

Luis Roso
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Chapter 1
Robust Strategies for Affirming
Kramers-Henneberger Atoms

Pei-Lun He, Zhao-Han Zhang, and Feng He

Abstract Atoms exposed to high-frequency strong laser fields experience ionization
suppression due to the deformation of Kramers-Henneberger (KH) wave functions,
which has not been confirmed yet in any experiment. We propose a bichromatic
pump-probe strategy to affirm the existence of KH states, which are formed by the
pump pulse and ionized by the probe pulse. In the case of the single-photon ion-
ization triggered by a vacuum ultra-violet probe pulse, the double-slit character of
the KH atom is mapped to the photoelectron momentum distribution. In the case of
the tunneling ionization induced by an infrared probe pulse, streaking in anisotropic
Coulomb potential gives rise to the rotation of the photoelectronmomentum distribu-
tion in the laser polarization plane. Apart frombichromatic schemes, the non-Abelian
geometric phase provides an alternative route to affirm the existence of KH states.
Following specific loops in laser parameter space, a complete spin flipping transition
could be achieved. Our proposal has the advantages of being robust against focal-
intensity average as well as ionization depletion and is accessible with current laser
facilities.
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1.1 Introduction

Modern light-matter interaction researches date back to Einstein’s explanation of the
photoelectric effect, in which ionization happens only if the absorbed photon energy
is larger than the binding energy. The advent of laser technologies has boosted light-
matter interaction researches into a new era, where novel nonperturbative phenomena
are discovered, for example, strong-field tunneling ionization [1], above-threshold
ionization [2], high-harmonic generation [3–5], nonsequential double ionization [6],
low-energy structures [7, 8], and photoelectron holography [9]. Among these fasci-
nating scenarios, stabilization of atoms in intense laser fields, i.e., the counterintuitive
decrease of the ionization probability with the increase of driving laser intensities,
attracts the attention of the ultrafast community [10–12]. Twomechanisms are known
for ionization stabilization. One is interference stabilization [13, 14], in which the
released electron wave packets from populated Rydberg states interfere destruc-
tively. The other is adiabatic stabilization, in which the multiphoton ionization is
suppressed due to the deformation of Kramers-Henneberger (KH) wave functions
[15–18], which are defined to be the eigenstates of a time-averaged Hamiltonian
[19].

Though theoretically predicted for decades, the experimental confirmation of adi-
abatic stabilization is obscure due to ionization depletion and the focal-intensity
average of lasers. In real experiments, the fine structure related to the stabilization
may be smeared out after integrating all ionized fragments driven by different laser
intensities. Furthermore, while the field strength in the focused center reaches the
threshold of stabilization, the lower intensity around the focusing spot may com-
pletely ionize the target. The target might also be completely ionized before the laser
field reaches its peak intensity in the time domain [20]. Up to now, there is only
tantalizing indirect experimental evidence [21, 22] for the adiabatic stabilization.
For example, in [23], a large acceleration of neutral atoms was reported and regarded
as a signal of stabilization [18]. However, this evidence is not convincing enough
as frustrated ionization [24], in which the ionized electrons get recaptured by the
parent nuclei, has similar output. The ionization stabilization of Rydberg atoms [25]
is not convincing evidence since the nonadiabatic coupling [26, 27] in intense fields
populates a superposition of Rydberg states thus the ionization suppression might be
attributed to the interference stabilization [13].

There are vast researches on adiabatic stabilization [10–12]. However, only a few
attempted to directly identify KH states. Popov et al. [28] proposed to affirm the
existence of the KH states via the energy shift of the photoelectron [29–31]. Morales
et al. identified specific fine structures in photoelectron momentum distribution con-
tributed by excited KH states [32]. Jiang et al. suggested that the photoelectron
momentum distribution carrying dynamical interference structures provides infor-
mation on adiabatic stabilization [33]. However, these proposals are sensitive either
to the laser intensity or to the pulse envelope and are not robust against ionization
depletion. Thus, the experimental realization is still challenging.
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In one of our recent publications, we discussed the possibility of realizingYoung’s
double-slit experiment with a single atom via KH states [34]. Here, we proposed to
detect KH states using a bichromatic pump-probe strategy, in which the KH state is
formed by the pump pulse and ionized by the probe one. By detecting the photo-
electron momentum distribution, one is able to extract the dichotomic structure of
the target, and thereby affirm the existence of KH states. The spin flipping for atoms
following a loop in the laser parameter space provides an alternative route.

1.2 Models and Methods

1.2.1 Dipole Kramers-Henneberger Transformation

Our start point is the time-dependent Schrödinger equation (TDSE) (atomic units are
used throughout unless stated otherwise)

i
∂

∂t
ψ(x, t) = Hψ(x, t), (1.1)

where H = 1
2 (p + A(t))2 + V (x) for a dipole laser field. TheKramers-Henneberger

(KH) transformation [19] provides a comoving frame for a free electron interacting
with laser pulse field,which is implemented via a time-dependent translation operator

Ud = exp (ip · β(t)) exp

(
−i

∫ t

dτA2(τ )/2

)
. (1.2)

Define ψK H = Udψ, the Hamiltonian transforms into the form

HKH
d = 1

2
p2 + V (x + β(t)), (1.3)

here β(t) = ∫ t dτA(τ ) is the displacement of the photoelectron. For a linearly
monochromatic plane wave laser field with a frequency ω, the displacement is given
by

β = β0 sin(ωt), (1.4)

with β0 = β0ex and β0 = E0
ω2 . One can thus expand the potential into Fourier series

V (x + β(t)) =
∑

Vn(x;β0)e
−inωt . (1.5)

The harmonic component is given by Vn(x) = ∫ 2π
0 dφV (x + β(φ)) einφ/(2π). Ion-

ization induced by the nonzero component is suppressed with increasing ω [35].
These observations inspire the concept of KH atom, i.e., the atom in a series of
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nontrivial metastable states that exist only when in the laser field. KH atom is the
eigenstate of the Hamiltonian

HKH
0 = 1

2
p2 + V0(x;β0) (1.6)

and is closely related to the ionization stabilization, see Sect. 1.2.3 for more discus-
sions.

1.2.2 Nondipole Kramers-Henneberger Transformation

Before going into the detailed discussion of theKHstates, herewe study theKramers-
Henneberger transformation in its general form first. Førre et al. [36] generalized the
Kramers-Henneberger transformation to include the nondipole effect when the laser
pulse is monochromatic. For a complete discussion of the nondipole effect in the
nonrelativistic regime, we further consider the case when the laser vector potential
is given by the superpositions of propagating waves

A(t, x) =
∑
a

Aa(ta−), (1.7)

where ta− is the light-front time

ta− = t − x · na/c (1.8)

of the a-th pulse and na is the pulse’s propagating direction. We use axial gauge
na · Aa = 0. The field decomposition follows from E = −∂tA = ∑

a E
a(ta) and

B = ∇ × A = ∑
a B

a(ta).

As the time dependent displacement β(t, x) = ∑
a

∫ ta

−∞ dτ−Aa(τ a−) is spatially
dependent, we need to properly order the operator when defining the nonuniform
KH transformation as

U =: exp (iβ(t, x) · p) :
= 1 + iβi pi + i2

2!β
iβ j pi p j + i3

3!β
iβ jβk pi p j pk . . . ,

(1.9)

where the Einstein summation rule is adopted for repeated indices in (1.9).
The commutators between the KH transformation operatorU andmomentum and

position operators are summarized as follows

[U, x] = β(t, x)U
[
U, pμ

] =
∑
a

nμa

c
(Aa · p)U

(1.10)
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here nμa = (1,na) and pμ = (i ∂
c∂t ,−i ∂

∂x ). μ = 0 gives time component and μ =
1, 2, 3 gives the spatial component. Aa is defined via series,

Aa(t, x) = Aa(ta−) +
∑
b

Aa(ta−) · nbAb(tb−)/c

+
∑
b,d

Aa(ta−) · nbAb(tb−) · ndAd(td−)/c2

+
∑
b,d, f

Aa(ta−) · nbAb(tb−) · ndAd(td−) · n fA f (t f−)/c3 + · · ·

(1.11)

When all fields propagate collinearly, Aa equals Aa . Let ψK H = Uψ, the equation
of motion for ψK H is given by

i
∂

∂t
ψK H = HKHψK H

= HψK H +
[
i

∂

∂t
− H,U

]
U †ψK H .

(1.12)

HKH can be calculated by the commutating relations (1.10). Define

xK H = x + β(t, x), (1.13)

the transformed Hamiltonian is

HKH ≈1

2
(p2 + A(xK H , t)2) + V (xK H )

+
∑
a

1

c

[
(p + A(t)) · na(Aa(t) · p) + β(t) · naEa(t) · p]

,
(1.14)

here we expand HKH to the order of 1/c,
When the laser field is monochromatic, (1.14) is identical to the results obtained

in [36]. New interacting termsA(t) · naAa(t) · p and β(t) · naEa(t) · p appear when
there are multi-color non-collinearly propagating lasers. The nice feature of HKH

in (1.14) is that there are no coupling between momentum operators and spatial-
dependent functions, thus one can use a fast Fourier transformation (fft) based split-
operator algorithm to solve the TDSE.

Unfortunately, (1.14) is not suitable for studying nondipole effects when β(t) ·
naEa(t) · p �= 0, asβ(t) is not always a small quantity. However, this difficulty could
be avoided in the electric field gauge [39].

With the gauge transformation ψL = exp (ix · A(t, x)) ψ, the Hamiltonian in the
electric field gauge reads

HL = 1
2p

2 + VC(r) + x · E − ∑
a x · Eap · na/c (1.15)
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Define the time dependent displacement

UL
KH = exp

(∑
a

x · Aa(t)p · na/c
)

, (1.16)

and
ψL
K H = UL

KHψL , (1.17)

we have the transformed Hamiltonian

HL = 1

2
p2 + VC

(
r + 1/c

∑
a

na(x · Aa(t))

)
+ x · E(t, x)

+ 1

c

∑
a

[
(E(t) · na)(x · Aa(t)) − (p · na)(p · Aa(t))

]
.

(1.18)

1.2.3 The Kramers-Henneberger States

The KH states are defined to be the eigenstates of the KH Hamiltonian. Generally
speaking, they are metastable states in the laser field while their stability increase
when the laser frequency increases [35]. Thus, we expect the KH states could play an
important role in the high frequency laser field. The dynamical informationmanifests
itself already in (1.5). The adiabatic potential V0 gets deformed by the laser field,
which in turn deforms the bound state, and the nonzero order harmonic terms ionize
the KH states. As we will see in Sect. 1.2.4, the above picture is extremely useful
when the laser frequencies are high.

If the laser pulse is linearly polarized, V0 has a dichotomic structure [17, 40].
Figure 1.1a plots V0 when β0 = 10 a.u., from which we see two local minimum
located at ±β0. Compared with the laser free case, V0 is no longer isotropic and has
only axial symmetries. As a consequence, the orbital angular momentum number
is not conserved and the KH states could be labeled in the same manner as the
homonuclear diatomic molecules. Due to the spin-orbital coupling, only the total
magnetic moment is conserved. We will discuss the role of the spin-orbital coupling
in Sect. 1.3.4 when we deal with the geometric phase.

The potential V0 depends on the parameter β0, which means the KH states and
their eigenenergies depend also on β0. We plot the eigenenergies of the ground state
KH states in Fig. 1.1b. The eigenenergies increase when β0 increases [29–31].

The adiabatic potential V0 is dichotomic, so is the wave packet [16], see Fig. 1.1c.
The wave function is localized at ±β0 and has similar properties as homonuclear
diatomic molecules. Thus, we could have charge resonance enhanced ionization [34,
37, 38] in atoms.
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Fig. 1.1 The laser field is linearly polarized along the x-axis. a The plot of V0 when β0 = 10 a.u.
b The eigenenergies of the ground state KH hydrogen atoms as a function of β0. c The probability
distribution of the ground state KH atom when β0 = 10 a.u.

1.2.4 Dynamics of Kramers-Hennerberger States

In practice, we need to consider the effect of the pulse envelope. Thus, the expression
for the displacement in (1.4) is replaced by

β0 = β0 f (t)ex . (1.19)

The corresponding laser field is given byE(t) = − ∂2

∂t2 β.We use the envelope f (t) =
cos2(πt/L) (−L/2 < t < L/2) throughout this paper, where L stands for the pulse
duration. The ground state of (1.1) is obtained using the imaginary time method [41],
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and the split-operator method is adopted to propagate the wave function in real time.
By Fourier transforming the ionized wave function, we obtained the photoelectron
momentum distribution.

Researches on different aspects of high-frequency-laser ionization scatter in ref-
erences [26, 27, 29, 36, 40, 42–45]. For our purpose here, we summarize the
main conclusions with a special emphasis on the role played by KH states. We
expanded the oscillating Coulomb potential as V (x + β) ≈ ∑

n Vn(x;β0)e
−inω0t

[46, 47]. V0(x;β0) is interpreted as a laser-dressed adiabatic potential, while the
nonzero harmonic components Vn(x;β0) induce photon absorption/emission. The
Hamiltonian in (1.1) can now be regrouped into two parts, i.e., the adiabatic
termH0 = p2

2 + V0(r;β0) and the remaining part HI = ∑
n Vn(x;β0)e

−inω0t . The
time-dependent electron wave packet can be expanded as

|�(t)〉 =
∑
N

CN (t)e−i
∫ t dτEN (τ )

∣∣N (β0)
〉
, (1.20)

in which
∣∣N (β0)

〉
is the instantaneous eigenstate of H0 and satisfies the govern-

ing equation H0

∣∣N (β0)
〉 = EN (β0)

∣∣N (β0)
〉
. Inserting (1.20) into the Schrödinger

equation yields

ĊN =
∑
M

〈N |
(

−∂β0

∂t

∂

∂β0
− i HI

)
|M〉 e−i

∫ t dτ (EM−EN )CM . (1.21)

The term〈N | HI |M〉 is responsible for photons absorption/emission,and the skew-
hermitian matrix〈N | ∂

∂fi0
|M〉 providesthe nonadiabatic coupling [26, 27, 36] and the

geometric phase [48]. As indicated by (1.22), KH states are of central importance
here. The deformation of the KH wave function φN (β0) leads to the suppression
of 〈N | Vn |M〉, which is the fundamental reason for adiabatic stabilization [15, 17].
The phase accumulation due to the distorted KH state [18] leads to the dynamic
interference [42–45]. Furthermore, KH states determine the strength of nonadiabatic
coupling 〈N | ∂

∂β0
|M〉.

1.3 Results and Discussions

1.3.1 Ionization in the High-Frequency Fields

Using the hydrogen atom as the prototypical target, we calculated the ionization
probability as a function of β0, as shown by the black solid line in Fig. 1.2a. Here,
the laser pulse has a frequency of ω0 = 3 a.u., and a total duration L of sixty cycles.
The “death valley” [20] structure is clearly shown.

With (1.22) in hand, we explored scenarios of ionization shown in Fig. 1.2 by
dividing the ionization probability curve into three stages marked by A, B, and C. In



1 Robust Strategies for Affirming Kramers-Henneberger Atoms 9

Fig. 1.2 The ionization probability as a function of β0 obtained from TDSE simulations. The
black solid line is for total ionization, the red dashed line is for one-photon ionization probability,
and the blue dotted-dash line describes the nonadiabatic ionization

stage A, β0 is small and so is the changing rate ∂β0
∂t , which means the deformation of

KH wave functions and the nonadiabatic coupling are negligible. We extracted the
single-photon ionization fragment from the total ionization spectra and presented it
by the red dashed curve in Fig. 1.2. The single-photon-ionization probability over-
laps with the total ionization probability as β0 < 1 a.u., which suggests that the
ionization can be well described by the conventional first-order perturbation theory
and the nonadiabatic coupling is negligible. In stage B, the total ionization probabil-
ity decreases due to the significant deformation of KH wave functions. The norm of
〈N | Vn |M〉 is suppressed with an increasing β0. The dichotomic characteristic of KH
states, i.e., the dimensionless number Z

β0 Ip
, serves as a measure of the deformation of

wave functions. For the ground state hydrogen atom, the nuclear charge Z = 1 a.u.
and the ionization energy Ip = 0.5 a.u. Z

β0 Ip
≈ 1 roughly corresponds to the point

where the second order derivative of the laser-dressed ground state energy curve van-
ishes. Z

β0 Ip
< 1 implies the deformation of the wave function is significant. In stage

C, the nonadiabatic ionization becomesmore andmore important [26, 27, 36]. There
is no distinct boundary between B and C. The nonadiabatic coupling is determined

by the product of
〈
N

∣∣∣ ∂
∂β0

∣∣∣ M〉
and ∂β0

∂t , which implies an envelope dependence. Sim-

ilar to the excited-state tunneling ionization [49], in the nonadiabatic ionization , the
atom first transits to excited states, which are then mediated to continuum states. The
effective ionization potential for the ground state decreases with the increasing of
β0 [29–31], and thus the nonadiabatic ionization is more important for a larger β0.
Ionization from excited states dominates since the ionization potential gets smaller
in this situation.

Wecan analyze thePMDvia the nonadiabatic perturbation theory.As the evolution
of a certain eigenstate is described by
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ĊN = ∑
M 〈N |

(
− ∂β0

∂t
∂

∂β0
− i HI

)
|M〉

×e−i
∫ t dτ (EM−EN )CM .

(1.22)

Here, the term 〈N | HI |M〉 is responsible for absorption/emmison of photons, while
〈N | ∂

∂β0
|M〉 provides the nonadiabatic coupling and the geometric phase. We treat

〈N | HI |M〉 as a perturbation and expandCN in theway thatCN = C (0)
N + C (1)

N + · · · .
The zeroth-order equation is

Ċ (0)
N =

∑
M

〈N |
(

−∂β0

∂t

∂

∂β0

)
|M〉

e−i
∫ t dτ (EM−EN )C (0)

M . (1.23)

The nonadiabatic coupling described by (1.23) pumps the ground state to excited
states. The first-order correction is C (1)

p (t) = C (1)a
p (t) + C (1)b

p (t), where

C (1)a
p (t) = −i

∑
M

t∫
t0

dτ 〈p| HI |M〉 (1.24)

e−i
∫ τ dτ ′(EM−Ep)C (0)

M (τ ),

C (1)b
p (t) = −

∑
M

t∫
t0

dτ 〈p| ∂

∂β0
|M〉 ∂β0

∂τ
(1.25)

e−i
∫ τ dτ ′(EM−Ek)C (0)

M (τ ).

C (1)a
p and C (1)b

p are the transition amplitudes of single-photon absorption and the
nonadiabatic coupling, respectively. Equations (1.25) and (1.26) are used to calculate
the momentum distributions with specific laser parameters.

We plotted the photoelectron momentum distribution, i.e., |C (1)a
k |2, in Fig. 1.3a,

where dynamic interference appears. The dynamic interference occurs due to the
phase accumulation by the distortedKHstate and disappears ifwe enforcedC (0)

N (t) =
1 and EM(β0(τ )) → EM(β0(τ = 0)). The nonadiabatic ionization has a significant
contribution, with the given laser parameters in Fig. 1.3. Figure 1.3b, c plot |C (1)b

p |2
when the electron gets ionized from the ground state and 2sσg state, respectively.
Comparing the panel (b) with the panel (c), we found that the nonadiabatic ionization
from excited states dominates since the corresponding ionization potential is smaller
in this case. Please note that Fig. 1.3c is only qualitatively correct, as the depletion of
the excited states is not negligible and should be included for accurate calculations.
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Fig. 1.3 Photoelectron momentum distribution obtained by the nonadiabatic perturbation theory.
a photoelectron momentum distribution of single-photon ionization. b and c are the nonadiabatic
ionization contributed by the ground and 2sσg states, respectively. The applied laser field consists
of sixty cycles. The laser parameters are ω0 = 3 a.u. and β0 = 10 a.u.

1.3.2 Imaging the Kramers-Hennerberger States

With these understandings about the central role played by KH states in the ω0 
 Ip
regime, we now make the following proposal to experimentally affirm KH states.
The strategy is basically a pump-probe scheme: a linearly or circularly polarized
high-frequency strong laser pulse is used to irradiate on a prototypical hydrogen
atom, which is to be ionized by another circularly polarized probe pulse. When the
electron is released from the KH hydrogen atom, which plays the role of a double-
slits [50–54], the photoelectron momentum distribution will inherit the double-slit
interference structure [55]. In principle, this proposal can already be performed on
advanced laser facilities [56–58]. In this strategy, the probe pulse should be strong
enough to trigger noticeable ionization, but not so strong that the KH state formed
by the pump pulse gets destroyed. This imposes a constraint I2 � (ω2

ω1
)4 I1, where I1

and I2 are intensities of the pump and probe pulses. We denote their strength of the
electric field as E1 and E2, and the amplitudes of the displacements are β1 = E1

ω2
1
and

β2 = E2

ω2
2
.

Note that the subscript 0 is preserved for the case of using only one pulse. Besides
that, laser frequencies of the pump and probe pulses should be proper so that the
photoelectron momentum distributions induced by the pump and probe pulses do
not overlap. ω2 should be sufficiently large to avoid interfering with very low energy
electron produced by the nonadiabatic coupling [26, 36].

The upper row of Fig. 1.4 shows the above-threshold-ionization (ATI) containing
the fragments released by absorbing nω1 photons and mω2 photons, where n and m
are integers. Though the probability of absorbing ω2 is small due to the relatively
weak intensity of the probe pulse, the ionization induced by the probe pulse con-
tributes distinct angular distribution and non-overlapping photoelectron energy with
the ionization fragments induced by the pump pulse. Thus one can easily separate
one-probe-photon ionization from the dominating pump-photon ionization, as shown
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Fig. 1.4 Upper row: The photoelectron momentum distributions contributed by both the pump and
probe pulses. Lower row: The photoelectronmomentum distributions contributed by the one-probe-
photon ionization, which are picked out from the upper row. Different laser parameters are used
for the three columns. Left column: β1 = 2 a.u., ω1 = 1 a.u., and ω2 = 3.5 a.u.; The pump pulse is
linearly polarized along the x axis with a duration of twenty optical cycles, and the probe pulse is
circularly polarized in the x − y plane. Middle column: β1 = 5 a.u., ω1 = 3 a.u., and ω2 = 2 a.u.;
The pump pulse is linearly polarized along the x axis with a duration of sixty optical cycles, and
the probe pulse is circularly polarized in the x − y plane. Right Column: β1 = 3 a.u., ω1 = 3 a.u.,
and ω2 = 2 a.u.; The pump pulse is circularly polarized in the x − y plane with a duration of sixty
optical cycles, and the probe pulse is circularly polarized in the y − z plane. In all panels, the probe
pulse has a duration of ten optical cycles and intensity I2 = 1016 W/cm2. The delay between the
pump and probe pulses is zero

in the lower row in Fig. 1.4. The number of nodes is determined by β1
√
2Ek with Ek

the photoelectron energy. Inversely, β1 can be extracted from the angular distribution
of the photoelectron induced by the one-probe-photon ionization. The comparison
of (a), (b) and (c) shows that a larger ω1 is more convenient for separating the ion-
ization events from the pump and probe pulses. A larger frequency ω1 is also better
for avoiding the ionization depletion [35].

The unavoidable focal-intensity average in real experiments must be taken into
account to judge the feasibility of the above proposal. By assuming that the inten-
sity of the laser pulses has the spatially Gaussian distribution [59], we plotted the
focal-intensity-averaged photoelectron angular distribution in Fig. 1.5. The frequen-
cies are ω1 = 1 a.u. and ω2 = 3.5 a.u., corresponding to the parameters used in
Fig. 1.4a, d. The laser intensities used for the three columns from left to right are
I1 = 3.5 × 1016 W/cm2 ( β1 = 1 a.u. ), I1 = 1.4 × 1017 W/cm2 ( β1 = 2 a.u. ), and
I1 = 3.2 × 1017 W/cm2 ( β1 = 3 a.u. ), respectively. The photoelectron from unper-
turbed hydrogen atoms should be rotational invariant in the laser polarization plane,
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Fig. 1.5 Focal-intensity averaged photoelectron angular distributions. The laser frequencies are
ω1 = 1 a.u., and ω2 = 3.5 a.u. The pump laser intensity is (a) I1 = 3.5 × 1016 W/cm2 ( β1 = 1 a.u.
), (b) I1 = 1.4 × 1017 W/cm2 ( β1 = 2 a.u. ), and (c) I1 = 3.2 × 1017 W/cm2 ( β1 = 3 a.u.). The
probe laser has the intensity I2 = 1 × 1016 W/cm2, and the duration of ten optical cycles

hence, the anisotropic ionization probability, as shown in all these panels, confirms
the existence of dichotomic distribution of the KH hydrogen atom, which in turn
provides the evidence of adiabatic stabilization. The onset of adiabatic ionization
implies that ionization is mainly contributed from small β1, which explains why
interference structures in photoelectron momentum distributions are not as distinct
as that in Fig. 1.4. As the number of nodes is determined by β1

√
2Ek, a larger ω2 is

favored to produce distinctive angular distributions. This strategy works for diverse
laser parameters and is robust against focal-intensity average. Moreover, the pump-
probe delay can be tuned thus the probe pulse can contribute noticeable ionization
before the KH atom is depleted.

1.3.3 Tunneling Ionization

Instead of the single-photon ionization triggered by the high-frequency probe
pulse, the KH atom may be tunneling ionized by an infrared probe pulse as well.
Figure 1.6 shows the focal-volume-averaged photoelectron momentum distribu-
tions for the probe laser intensity (a) I2 = 3 × 1014 W/cm2 and β1 = 2 a.u. and
(b) I2 = 2 × 1014 W/cm2 and β1 = 4 a.u. Here, He+ in the KH state is prepared
and used as the target, and the two cases have the same Keldysh parameter. In con-
trast to the one-probe-photon ionization, signals from large β1 are dominating in the
tunneling regime.

The streaking of the photoelectron momentum distribution in the anisotropic
Coulomb field produces a tilt angle, which is a function of β1 and I2 [60, 61]. The
existence of β1 can thus be mapped into the streaking tilt angle. We point out that it
is also possible to use the laser induced electron diffraction [62, 63] to reconstruct
β1.
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Fig. 1.6 Focal-intensity-averaged photoelectron momentum distributions that are tunneling ion-
ized by infrared probe pulses. The pump and probe laser parameters are a β1 = 2 a.u. and
I2 = 3 × 1014 W/cm2, and b β1 = 4 a.u. and I2 = 2 × 1014 W/cm2. The probe pulse has a duration
of four optical cycles

1.3.4 Spin-Flipping

Besides utilizing the double-slit interference structure and the anisotropic angular
streaking, the electron spin-flipping may also provide another route to affirm KH
atoms. The physical principle is based on the non-Abelian geometric phase. Neglect-
ing the ionization of KH atoms for amoment, the nonadiabatic coupling among those
non-degenerate states, i.e.,

〈N | ∂

∂β0
|M〉 = 〈N | ∂H0

∂β0
|M〉 /(EM − EN ) (1.26)

can be suppressed in the adiabatic limit. However, situations are different for systems
with energy degeneracies, where non-Abelian geometric phases play a role [64]. The
deformation of KH states is crucial here. When the laser field is not very strong, i.e.
β0 � 1 a.u., the dynamical evolution of the state is determined by the dipole coupling
matrix 〈N | r |M〉. Typically, only a minor fraction of spin flipping could be achieved
[65]. However, with an increasing β0, couplings with the highly oscillating laser
pulses are suppressed, which reduces (1.22) into

∂CN
∂β0

≈ −∑
EM=EN

〈N | ∂
∂β0

|M〉CM (1.27)

in the adiabatic limit.
The spin flipping in KH atom due to the adiabatically rotating electric field is iso-

morphic to that of in diatomic molecule due to the rotating molecule axis [66]. The
nonzero spin flipping probability manifests the breaking of atom’s isotropic symme-
try, thus the existence of the axial symmetric KH atom. In this strategy, ensuring the
adiabaticity implies that ∂β0

∂t should be small. Therefore, a pulse with a very long
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duration is demanded. In this case, in order to avoid ionization depletion, a laser
pulse with a large ω0 is required.

Consider the situation that the laser field is linearly polarized along the z axis.
Neglecting spin-orbital coupling for a moment. When the high-frequency pulse is
turned on, the ground-state hydrogen is stretched to a 1sσg state, and the 2pz state
is stretched to a 2pσu state. The 2px and 2py state are stretched to a 2pπu state. We
label the eigenenergies of 1sσg , 2pσu , and 2pπu by E0, E1, and E2, respectively.
Let l and s are orbital angular momentum and spin angular momentum respectively,
ml and ms are their projections along the polarization axis. Due to the effect of spin-
orbital coupling, only the projection of total angular momentum J = l + s along the
polarization axis M = ml + ms is conserved. We have the states mixing

∣∣∣∣ψ0, M = ±1

2

〉
=

∣∣∣∣1sσg;ml = 0,ms = ±1

2

〉
∣∣∣∣ψ1, M = ±1

2

〉
=

∣∣∣∣2pσu;ml = 0,ms = ±1

2

〉
∣∣∣∣ψ2, M = ±1

2

〉
=

∣∣∣∣2pπu;ml = ±1,ms = ∓1

2

〉

+ HSO

E2 − E1

∣∣∣∣2pσu;ml = 0,ms = ±1

2

〉
∣∣∣∣ψ2, M = ±3

2

〉
=

∣∣∣∣2pπu;ml = ±1,ms = ±1

2

〉

, (1.28)

where HSO is the spin-orbital coupling and is of the order O( 1
c2 ). The energy between∣∣ψ2, M = ± 1

2

〉
and

∣∣ψ2, M = ± 3
2

〉
is finely split, and

∣∣ψ2, M = ± 1
2

〉
has lower energy.

The energy splitting due to the spin-orbital coupling is of the order O( 1
c2 ), which

requires the pulse duration of the rotating pulse to be much longer than picoseconds
to satisfy the adiabatic condition.

One then adiabatically rotates the polarization axis by θ0 = π/2 in the z − x plane,
then rotates it by φ0 in the x − y plane, and finally rotates it back to the z axis. In
this case, the spin-up and spin-down states of

∣∣ψ0, M = ± 1
2

〉
,
∣∣ψ1, M = ± 1

2

〉
, and∣∣ψ2, M = ± 1

2

〉
constitute of two-fold degenerate states |±〉. No spin-flipping could

happen for
∣∣ψ2, M = ± 3

2

〉
, as the geometric phase is Abelian [66]. Ulizing this effect,

Denoting the polarization axis of the laser pulse by n = (sin θ cosφ, sin θ
sin φ, cos θ), we have degenerate KH states |± (θ,φ)〉 satisfying n · J |± (θ,φ)〉 =
±1/2 |± (θ,φ)〉, where J is the addition of orbital angular momentum L and spin
angular momentum S. |± (θ,φ)〉 are connected to |± (θ = 0,φ = 0)〉 via rotations

|± (θ,φ)〉 = exp(−i Jzφ) exp(−i Jyθ) |± (θ = 0,φ = 0)〉 . (1.29)

Components of non-Abelian connection 1-formA = i 〈M |d|N 〉, where d is exterior
derivative, are thus given by
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Aθ = 1
2

(
0 iκ

−iκ 0

)
, Aφ = 1

2

(
cos θ − sin θκ

− sin θκ − cos θ

)
. (1.30)

where

κ = 2 〈M = 1

2
|Jx |M = −1

2
〉
∣∣∣∣
(θ=0,φ=0)

, (1.31)

is a real-valued function of β1 up to a possible trivial phase factor.
For the rotation process we considered, the holonomy is

W = T
{
ei

∮
A
}

(1.32)

=
⎛
⎝cos

(
κφ0

2

)
+ i sin

(
κπ
2

)
sin

(
κφ0

2

)
−i cos

(
κπ
2

)
sin

(
κφ0

2

)
−i cos

(
κπ
2

)
sin

(
κφ0

2

)
cos

(
κφ0

2

)
− i sin

(
κπ
2

)
sin

(
κφ0

2

)
⎞
⎠ ,

where T stands for the time ordering operator, as A does not necessarily commute
at different instants.

Equation (1.32) shows that the spin-flipping probability is given by cos2 κπ
2

sin2 κφ0

2 . We have κ → 1 for
∣∣ψ0, M = ± 1

2

〉
and

∣∣ψ1, M = ± 1
2

〉
, thus only a negligi-

ble spin-flipping probability. For
∣∣ψ2, M = ± 1

2

〉
we have κ ≈ 0. Taking φ0 = π/κ,

a nearly complete spin-flipping could be achieved. We note the formation of the KH
states is crucial here, otherwise, we will have κ exactly equals zero or one, thus
no spin-flipping. The geometric phase for

∣∣ψ2, M = ± 1
2

〉
is non-Abelian, while the

geometric phase for
∣∣ψ2, M = ± 3

2

〉
is Abelian. Ultilizing this nontrivial fact, we can

manipulate the spin polarzation. Consider an ensemble of unpolarized ground-state
hydrogen atoms. We resonantly excited it with a left-hand circularly polarized pulse,
and obtain an ensemble with the states

∣∣ψ2, M = 3
2

〉
and

∣∣ψ2, M = 1
2

〉
. Putting these

states into the properly adiabatically rotating laser field, we end up with an ensemble
of hydrogen atoms with spin up.

1.4 Conclusions

To summarize, a pump-probe scheme is suggested to detect the KH state. The pump
pulse creates a KH atom, whose dichotomic structure is imprinted on the photo-
electron momentum distribution. This strategy is robust against the focal-intensity
average and ionization depletion. Alternatively, the spin flipping induced by the non-
Abelian geometric phase in the adiabatically changing laser field can also provide
evidence for the existence of KH atoms. An ideal implementation of our proposal
requires ω1

Ip
> 1 and Z

β1 Ip
< 1. In our strategy, the required laser intensity is about

I1 = 1016 – 1017 W/cm2, and the laser wavelength is around 10 – 50 nm, which is
within the reach of current laser facilities. Relativistic and quantum electrodynamics
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effects [67, 68] are negligible for the considered laser parameters. Moreover, we are
concerned only about one-probe-photon ionization from KH states, thus the devi-
ation from relativistic theory mainly differs by scaling factors [69]. We observed
that the low-energy electron ionized by the nonadiabatic coupling is altered by the
nondipole effect [70, 71]. However, this does not harm our proposal due to the non-
overlapping energy. Our schemes not only provide accessible routes for detectingKH
states, thus adiabatic stabilization, but are also useful for understanding upcoming
high frequency strong laser-matter interaction.
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Chapter 2
Observation of the Post-Ionization
Optical Coupling in N2

+ Lasing
in Intense Laser Fields

Yao Fu, Helong Li, Siqi Wang, Erik Lötstedt, Toshiaki Ando,
Atsushi Iwasaki, Farhad H. M. Faisal, Kaoru Yamanouchi,
and Huailiang Xu

Abstract In this chapter, we introduce our recent studies on themechanisms respon-
sible for the optical amplification in N2

+ induced by irradiating nitrogen molecules
N2 with intense laser fields. We demonstrate that the lasing intensities of N2

+ at
391.4 nm, corresponding to the B2�u

+ (V = 0)-X2�g
+ (V′′ = 0) transition, can be

strongly modulated by manipulating the polarization state of the driven laser field,
which is ascribed to the post-ionization coupling between the ground X2�g

+ state
and the first excited A2�u state of N2

+. By using pump-probe methods, we show
direct evidences for the optical transition between the X2�g

+ and A2�u states of
N2

+ in intense laser field, based on which we show the optimization of N2
+ lasing

by designing intense laser fields.

2.1 Introduction

When a powerful femtosecond (fs) laser pulse is externally- or self-focused in pure
nitrogen or air, it can induce a variety of dynamical processes of atmospheric
constituents [1–4], resulting in electronically and rovibrationally excited atoms,
molecules or ions, which are in some cases population-inverted and lead to amplifi-
cation of the light covering the transitions [5–18]. This type of lasing phenomena in
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air are popularly called “air lasing”, and have been extensively investigated in recent
years because of their high potential in atmospheric applications [16–18]. Recently,
lasing in N2

+ has been paid much attention because it was theoretically predicted
that the ionization of N2, whose ground-state electronic orbital configuration is KK
(σg2s)2(σu2s)2(πu2p)4(σg2p)2, by intense fs laser pulses [19] gives more population
on the ground X2�g

+ state of N2
+ [20, 21]. As a result, the stimulated amplification

of light in the population-inverted N2
+ could not occur only through the strong-

field ionization of N2. Therefore, considerable effort has been made to interpret the
physical origin of the strong-field-induced N2

+ lasing [22–29].
In 2015, we proposed, as shown in Fig. 2.1, a physical mechanism called

“post-ionization optical coupling” to explain the strong-field-induced N2
+ lasing

phenomenon. In this scenario, it was suggested that the ionization of N2 occurs in
the strongest (central) part of the fs laser pulse, andmost ofN2

+ cations are prepared in
their ground X2�g

+ state as predicted theoretically. After the ionization, the resultant
N2

+ cations are still within the light field, and thus interact with the rear part of the fs
laser pulse, which would induce an optical coupling among the lowest three states of
N2

+, i.e., X2�g
+, A2�u and B2�u

+, leading to population redistribution in N2
+, and

consequently, the population inversion between the B2�u
+ and X2�g

+ states. With
this pumping mechanism, it was demonstrated that the population-inverted N2

+ can
be built up very rapidly within a time scale of a few femtoseconds, which agrees well
with the experimental observation that N2

+ lasing can be produced by the excitation
of few-cycle 800 nm laser pulses [25].

In this chapter, we present further experimental evidences for the post-ionization
coupling mechanism in N2

+ lasing. We first demonstrate that the intensity (which
represents the peak value of the measured signal) of the N2

+ lasing at 391.4 nm can
be significantly enhanced by designing a time-dependent polarized laser field using
either the polarization gating (PG) technique [26] or a birefringent crystal [27], which
can be convincingly explained by the post-ionization coupling where the modulated
driven pulse efficiently transfers the population in the ground X2�g

+ state to the first

Fig. 2.1 Schematic diagram of post-ionization optical coupling that redistributes the populations
among the X2�g

+, B2�u
+ and A2�u states and establishes the population inversion between the

X2�g
+ and B2�u

+ states in N2
+
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excited A2�u state of N2
+. This is an “indirect” evidence for the coupling, where

the transition between the X2�g
+ and A2�u states is not directly observed. We then

show, using pump-probe methods, the “direct” observations of the optical coupling
by introducing an independent coupling pulse to induce the X2�g

+-A2�u transition,
and find that the 391.4 nm lasing intensity can be controlled by modulating the
strength, polarization and time delay of the coupling pulse [28, 29]. Based on the
deeper understanding of the post-ionization coupling, we achieve the optimization
of N2

+ lasing in an elliptically modulated intense laser field.

2.2 Indirect Observation of X2�g
+-A2�u Coupling

When the ionization of N2 occurs at the most intense part of a linearly polarized laser
field, the N2 molecules whose axes are parallel to the polarization direction of the
linearly polarized laser field are preferentially ionized [30], and consequently, most
of N2

+ ions are aligned along the polarization direction of the laser field. However, in
the post-ionization optical coupling model, the subsequent X2�g

+-A2�u coupling
induced by the rear laser field has the maximum efficiency when the polarization
direction of the coupling laser field is perpendicular to the direction of N2

+ axis
because of the perpendicular X2�g

+-A2�u transition nature of N2
+ [31]. Therefore,

it is expected that the intensity of N2
+ lasing can be enhanced or reduced if one could

control the polarization state of the rear part of the laser pulse. In the following, we
will present experimental results of N2

+ lasing in two types of designed laser fields,
whose polarization states in the rear part of the laser pulse change in time, by using
the PG technique [26] and birefringent crystal [27].

2.2.1 N2
+ Lasing Pumped with the Laser Pulse Modulated

by the PG Technique

To explore the effect of the laser polarization of the rear part of the pumping laser
pulse on N2

+ lasing, we employ a technique called polarization grating (PG) [32],
which is often used in attosecond pulse generation, to modulate the polarization state
of the pump laser pulse in time. As shown in Fig. 2.2a, the PG setup used in this
study is composed of a 7-order quarter-wave plate (7-QWP) and a 0-order quarter
wave plate (0-QWP). The angle between the optical axis of the 7-QWP and the
polarization of the input laser pulse is set at 45°, so that the electric field of the laser
field modulated by the 7-QWP can be expressed as [26],

E7−QW P (t) = E0√
2
g

(
t − Td_7−QW P

2

)
e7−QW P_o + E0√

2
g

(
t + Td_7−QW P

2

)
e7−QW P_e (2.1)
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Fig. 2.2 a Schematic
diagram of the PG, where
7-QWP and 0-QWP
represent the 7-order and
0-order quarter wave plates.
The angle θ represents the
angle between the optical
axes of the two quarter wave
plates, b Amplitudes at θ =
0° and 45°, respectively

where E0 is the amplitude of the input laser pulse, and Td_7−QW P is the time delay
between the o light and the e light induced by the 7-QWP with Td_7−QW P = 2π(7+
1/4)/ω and g(t) = e−2ln2t2/τ 2

sin(ωt +ϕ) is the Gaussian function of the laser pulse,
and e7−QW P_o and e7−QW P_e are the unit vectors perpendicular (the o light) and
parallel (the e light) to the optics axis of the 7-QWP, respectively. Then the laser
pulse is further modulated by the 0-QWP, with the final electric field expressed as,

EPG (t) = E0√
2

[
g

(
t − Td_7−QW P + Td_0−QW P

2

)
*cosθ + g

(
t + Td_7−QW P − Td_0−QW P

2

)
∗ sinθ

]

e0−QW P_o + E0√
2

[
g

(
t − Td_7−QW P − Td_0−QW P

2

)
*sinθ

−g

(
t + Td_7−QW P + Td_0−QW P

2

)
∗ cosθ

]
e0−QW P_e (2.2)

where Td_0−QW P is the time delay between the o light and the e light induced by the
0-QWP with Td_0−QW P = (2π ∗ (1/4))/ω and e0−QW P_o and e0−QW P_e are the unit
vector perpendicular and parallel to the optical axis of the 0-QWP, respectively. It
can be seen from (2.2) and Fig. 2.2b that when the angle, θ, between the optical axes
of the two wave plates is changed, the polarization state of a linearly polarized pump
laser field in the front and rear parts of the laser pulse can be changed from linear to
circular or circular to linear, but the polarization state at the peak of the laser pulse
(the central part) is kept as linear.

In this study, we carry out the experiments using the linearly polarized output of
a Ti:sapphire amplifier (800 nm, 40 fs). After the laser beam passes through the PG,
it is focused by a fused silica lens (f = 40 cm) into a vacuum chamber filled with
pure nitrogen at 10 mbar. N2

+ lasing is generated by both self- and external-seeding
schemes, where self-seeding means that the seed pulse is directly produced by the
pump pulse in N2 gas during propagation, but the external seeding means that the
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seed pulse is produced by frequency doubling of the pump pulse in a BBO crystal.
The forward lasing is collimated by a fused silica lens (f = 30 cm), and recorded
by a spectrometer (Andor, Shamrock) equipped with with an ICCD camera (Andor
iStar).

With the laser field modulated by the PG with the angle of θ = 0°, where the
polarization of the rear part of the laser pulse is linear but its direction changes in
time, it can be seen from Fig. 2.3a that the intensity of self-seeding N2

+ lasing at
391.4 nm (solid line), corresponding to the B2�u

+(V= 0)-X2�g
+ (V”= 0) transition,

can be significantly enhanced when compared with that (dot line) obtained with the
pump of the linear polarized light without the PGmodulation. For both the cases, the
pump laser energies are set at 1.0 mJ. In order to avoid the effect of self-generated
seed on the lasing enhancement, we compare the lasing intensities measured in the
external seed scheme. In this case, the energies of the pump laser pulses are reduced
to 0.6mJ, so that self-generated seed is negligible. As shown in Fig. 2.3b, the forward
N2

+ lasing produced by the PG-modulated laser pulse (solid line) in the presence of
the external seed (dash line) is about one order ofmagnitude larger than that (dot line)
by the linearly polarized laser pulse, which indicates that the population inversion
between the B2�u

+ and X2�g+ states is dramatically changed by the PG-modulated
fields.

On the other hand, we also measure the 391.4 nm fluorescence of N2
+ on

the B2�u
+-X2�g

+ transition by collecting it at a right angle of the laser propagation
direction. It is found that the intensity of fluorescence pumped by the PG-modulated
laser pulse is slightly weaker than (comparable with) that pumped by the linearly
polarized laser pulse (not shown). Since the fluorescence intensity is determined by
the population in B2�u

+ (V = 0) state of N2
+, the enhancement of N2

+ lasing at
391.4 nm can be thus ascribed to the efficient depletion of the population in the

Fig. 2.3 The forward spectra of a self-seeding and b external seeding N2
+ lasing obtained by the

linearly polarized (dot lines) and PG-modulated (solid lines) laser pulses. The external seed (dash
line) is also presented in (b). The angle θ is set at θ = 0°
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Fig. 2.4 The intensities of
the N2

+ lasing (square) and
fluorescence (triangle)
obtained with the PG pulse
as a function of θ in the
range of 0–45°

X2�g
+(V” = 0) by the optical coupling through the vertical X2�g

+-A2�u transition,
in which the polarization of the coupling field in the rear part of the laser pulse is
modulated by the PG.

In particular, it is known from the PG scheme that when we change the angle
between the 0-QWP and 7-QWP from θ = 0° to 45°, the polarization state changes
from linear to circular in both the front and rear parts, but the polarization state
of the central part of the pulse keeps linear. Because the population in the B2�u

+

state is only dependent on the ionization of N2 by the central part (strongest) of
the laser pulse, it is expected that when the angle θ changes from 0° to 45° the
fluorescence at 391.4 nm measured from the side direction keeps constant, but the
lasing at 391.4 nm, which is dependent on both the populations in the B2�u

+ (V
= 0) and X2�g

+ (V” = 0) states, changes. This is really what we have observed.
As shown in Fig. 2.4, when θ changes from 0° to 45°, the intensity of the 391.4 nm
fluorescence (triangle) keeps constant in the entire range of θ, but the 391.4 nm lasing
(square) decreases monotonously, which can be ascribed to the amplitude of the laser
component perpendicular to the N2

+ axis in the rear laser field decreases from linear
polarization to circular polarization, leading to the less X2�g

+-A2�u perpendicular
coupling.

2.2.2 N2
+ Lasing Pumped with the Laser Pulse Modulated

by Multi-order Quarter-Wave Plate

It can be seen from (2.2) that the laser field can be modulated by the PG. In fact,
when the laser pulse only passes through the 7-QWP, the amplitude and polarization
of the laser pulse can also be modulated as a function of the angle, α, between the
polarization direction of the linear laser pulse and the fast axis of the 7-QWP, as
shown in (2.3), but in this case the polarization state of the central part of the laser
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pulse changes as well. In this section, we investigate how the lasing behaves in the
laser field modulated only by the 7-QWP [27].

E(α, t) = E0 cos(α)g

(
t − Tn

2

)
eo + E0 sin(α)g

(
t + Tn

2

)
ee. (2.3)

As shown in Fig. 2.5a, the laser field can be separated into two electric field
components, the ordinary light (Ey) and the extraordinary (Ex) light, with Ey being
parallel to the fast axis of 7-QWP and thus having a larger amplitude at −45° <
α < 45° (α represents the angle between the polarization direction of the linearly
polarized laser pulse and the fast axis of 7-QWP). Due to the birefringence of the
7-QWP, the two components of the linearly polarized laser pulse will have a time
delay of about 20 fs after passing through the 7-QWP, where Ex lags behind Ey.
Therefore, in the coupling model [25], the stronger Ey component would induce
the ionization of N2 and the delayed and weaker Ex component would subsequently
induce the post-ionization state coupling of N2

+ through the perpendicular X2�g
+-

A2�u transition. In Fig. 2.5b, we show the integrated intensity of the Ey component
(−∞< t < ∞) and that of the Ex component (0 < t < ∞) as a function of the angle α

between the polarization direction of the linearly polarized laser pulse and the fast
axis of 7-QWP.

As a result, we show in Fig. 2.6a the intensity of the N2
+ lasing at 391.4 nm

measured in the external seed scheme as a function of the angle α. The pressure is

Fig. 2.5 a The amplitude of
the Ex and Ey components of
the laser electric fields with
the direction of Ex and Ey
perpendicular and parallel to
the fast axis (ordinary light
axis) of the 7-QWP at α =
10°. b The intensity of the
Ex component, which is
proportional to the square of
the amplitude, integrated
over 0 < t < ∞ (dash line)
and that of Ey integrated
over −∞ < t < ∞ (solid
line) of the laser pulse vary
as a function of α
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Fig. 2.6 a 391.4 nm and
b 427.8 nm lasing intensity
as a function of α in the
7-QWP modulated laser field

10 mbar and the laser energy is 0.7 mJ. It can be seen from Fig. 2.6a that as |α|
changes from 0° to 45°, the intensity of the 391.4 nm lasing first increases and then
decreases, taking the maximums at the absolute value of α ~ 18°, which may indicate
that as the ellipticity of the laser pulse changes there exists a balance between the
ionization rate and the coupling efficiency for the population inversion between the
X2�g

+(V”= 0) and B2�u
+(V= 0). That is, as |α| varies from 0° to 45°,Ey decreases,

leading to a decreasing ionization probability, and thus less N2
+ ions. On the other

hand, as |α| changes from 0° to 45°, Ex increases, leading to a stronger coupling field
for depleting the population in the X2�g

+( V′′= 0) level through the X2�g
+-A2�u

vertical transition after the ionization. Finally, a balance between the ionization and
coupling for the population inversion is achieved.

Interestingly, it is found that as |α| changes from 0° to 45°, the intensity of the
lasing at 427.8 nm, corresponding to the B2�u

+ (V = 0)-X2�g
+ (V′′ = 1) transition,

shows different behavior, i.e., monotonically decreasing with the maximum value at
α ~ 0° (see Fig. 2.6b). Since the 391.4 and 427.8 nm lasing emissions result from
the same upper level B2�u

+ (V = 0), the difference in the ellipticity dependences of
these two lasing lines may be ascribed to the different variations of the population
in the two vibrational levels V′′ = 0 and V′′ = 1 of the X2�g

+ state. In fact, it was
previously demonstrated that the population in the X2�g

+(V′′ = 1) level is very
small after ionization [33]. Therefore, the population in the X2�g

+(V′′ = 1) level
could not be depleted further by the Ex(t) component after the ionization, so that the
427.8 nm lasing is not sensitive to the X2�g

+-A2�u coupling, leading to the result
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that the 427.8 nm lasing decreases monotonically due to the decreasing ionization
probability as |α| changes from 0° to 45°.

To verify the above conjecture on the ellipticity dependences of N2
+ lasing, we

perform numerical simulation of the population distribution of N2
+ in a multi-order

QWPmodulated laser field based on the post-ionization optical coupling model [27].
We examine the final difference of the population between the B2�u

+ (V = 0) and
X2�g

+ (V′′ = 0) levels and that between B2�u
+ (V = 0) and X2�g

+ (V′′ = 1) levels,
as a function of the angle α, and find that for the 427.8 nm transition, the population
difference exhibits a maximum at α = 0° and it decreases monotonically as |α|
increases, while for the 391.4 nm transition, the maximum values are located at the
two symmetric positions of 0° < |α| < 45° with a dip at α = 0°. These results are in
good agreement with the experimental data shown in Fig. 2.6.

2.3 Direct Observation of X2�g
+-A2�u Coupling

We have demonstrated in Sect. 2.2 that the lasing intensities of N2
+ can be signifi-

cantly enhanced or reduced by modulating the polarization of the pump laser pulse,
and that the ellipticity dependences of two lasing lines at 391.4 and 427.8 nm can be
well explained by the post-ionization coupling among the X2�g

+, A2�u, and B2�u
+

states of N2
+. However, in the above-mentioned polarization modulation methods,

both the stronger electric field component used for the ionization of N2, and the
weaker one used as the post-ionization coupling are from the same pump laser pulse,
so that the ionization and coupling are entangled within the laser pulse and cannot
be well separated and manipulated. Therefore, it would be helpful to provide deeper
insight into the couplingmechanism if one could directly show the coupling effect by
pump-probe methods, in which the coupling process can be independently operated
without disturbing the ionization process. In the following, we will present experi-
mental results for direct observation and manipulation of the coupling in N2

+ lasing
using pump-probe methods [28, 29].

2.3.1 Pump-Coupling-Probe Scheme

Here we design a pump-coupling-probe scheme (see Fig. 2.7), in which we employ
an intense 800 nm pump laser pulse (40 fs, 700 μJ) to induce the ionization of N2, a
weak 800 nm laser pulse (40 fs, 20–200μJ) to manipulate the X2�g

+ (V′′ = 0)-A2�u

(V′ = 2) coupling of N2
+, and then a much weaker 400 nm broadband pulse (40 ~

60 fs, 50 nJ) to externally seed the N2
+ gain medium [28]. Since the perpendicular

X2�g
+-A2�u transition is sensitive to the polarization direction of the coupling field,

it is expected that when we change the polarization direction of the coupling field
with respect to that of the pump laser pulse, the population in the X2�g

+ (V′′ = 0)
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Fig. 2.7 Schematic diagram of the pump-coupling-probe experimental setup. HWP: half-wave
plate (1, 2: for 800 nm; 3: for 400 nm); P: polarizer; DM: dichromic mirror; BS: beam splitter; L:
fused silica lens (1: f = 40 cm; 2: f = 30 cm; 3: f = 6 cm; 4: f = 6 cm); F: filter; HR1 and HR2:
400 nm high reflection mirror

can be depleted to some extent accordingly, and thus the 391.4 nm lasing intensity
can be modulated.

In this experiment [28], the delay time between the pump and the coupling pulses,
and that between the pump and the seed pulses are set at 70 fs and 200 fs, respec-
tively. With the delay time of 70 fs, the molecular axis of N2

+ ions prepared along the
polarization direction of the pump pulse will not change much after the ionization,
and the interference effect between the pump and coupling fields can be negligible
because these two pulses (40 fs) are almost separated completely. Figure 2.8 shows
the intensity of the 391.4 nm lasing as a function of the angle β between the polar-
ization directions of the pump and the coupling pulses. β = 0° and 90° mean that

Fig. 2.8 The intensity of the
391.4 nm lasing as a function
of β. Inset: The forward
lasing spectra obtained in the
presence of the coupling
field for the cases of β = 0°
(pink dash) and β = 90° (red
solid), and that obtained in
the absence of the coupling
field (blue dash)
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the polarization directions of these two pulses are parallel and perpendicular, respec-
tively. In this measurement, the pressure of N2 gas in the chamber is 10 mbar, and
the coupling laser energy is 180 μJ. As an example, the lasing spectra measured at
β = 0° and β = 90° are shown in the inset of Fig. 2.8, where the lasing spectrum in
the absence of the coupling pulse is also presented. It can be seen from Fig. 2.8 that
the 391.4 nm lasing intensity increases from β = 0° to 90°, and the decreases from
β = 90° to 180°, with the maximum value taking at β ~ 90°.

This indicates that as the polarization directions of these two pulses are perpen-
dicular, the population in the X2�g

+ (V′′ = 0) can be depleted more efficiently, which
is in good agreement with our conjecture that the perpendicular transition between
the X2�g

+ (V′′ = 0) and A2�u states is sensitive to the polarization direction of
the coupling laser, so that the optimized population inversion between the B2�u

+ (V
= 0) and X2�g

+ (V′′ = 0) states takes place when the polarization direction of the
coupling field is set to be perpendicular to that the pump laser pulse, with which the
N2 molecules having the molecular axis parallel to the pump laser polarization are
preferentially ionized [30].

Furthermore, since the coupling laser wavelength is resonant with the X2�g
+

(V′′ = 0)-A2�u (V′ = 2) transition, it is also expected that the efficiency of the
post-ionization optical coupling shall be strongly dependent on the intensity of the
coupling field. Therefore, we measure in Fig. 2.9 the intensity of the 391.4 nm lasing
as a function of the energy of the coupling laser pulse for the two cases of β = 0° (red
dot) and β = 90° (blue rectangle), respectively. It can be clearly seen from Fig. 2.9
that in the case of β = 90° the 391.4 nm lasing signal becomes stronger as the energy
of the coupling pulse increases, but in the case of β = 0° the 391.4 nm lasing signal
does not change much as the energy of the coupling pulse varies. That is, as β =
90° the 391.4 nm lasing is sensitive to the coupling laser energy, but as β = 0° it is
reverse. Based on the above results, we conclude that as the polarization directions
of the pump and coupling pulses are parallel (β = 0°) there is almost no coupling

Fig. 2.9 Energy effect of the
coupling field on the
391.4 nm lasing intensity for
the cases of β = 0° (red dot)
and β = 90° (blue rectangle)
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between the A2�u (V′ = 2) and X2�g
+ (V′′ = 0) states, but as they are perpendicular,

there exists the optical coupling that induce the depletion of the population in the
X2�g

+ (V′′ = 0) state, and thus the variation in the 391.4 nm lasing intensity.

2.3.2 Broadband Few-Cycle Laser Ionization-Coupling
Scheme

It is well known that the energy separation information of two levels in an optical
transition can be obtained by Fourier transform of its temporal oscillation waveform.
Therefore, if when the coupling field is temporally scanned in a pump-probe scheme,
one can observe temporal oscillations of N2

+ lasing with the oscillation frequencies
correspond to the X2�g

+ (V′′ = 0)-A2�u (V′) transitions, it would provide a direct
evidence for the modulation of the population in the X2�g

+ (V′′ = 0) state through
the optical coupling. To verify this idea, we design a broadband ionization-coupling
scheme, in which we employ an intense few-cycle pulse (~7 fs) to induce the ioniza-
tion of N2 and generate the self-seed, and a weak few-cycle pulse, whose bandwidth
can cover the X2�g

+ (V′′ = 0)-A2
u (V′ = 1, 2, 3) transitions, serves as a coupling

field to modulate the population in the X2�g
+ (V′′ = 0) state [29]. By measuring the

intensity of the B2�u
+ (V = 0)-X2�g

+ (V′′ = 0) lasing at 391.4 nm as a function
of the pump-probe time delay, we can investigate how the A2�u-X2�g

+ coupling
modulate the lasing temporally.

In Fig. 2.10, we show the dependences of the 391.4 nm lasing intensity on the
delay time between the ionization (pump) and the coupling (probe) pulses. Both the
ionization and coupling laser pulses are close to linear polarizationwith the ellipticity
of ~0.1. The red and black curves in Fig. 2.10 represent that the time-dependent N2

+

lasing is measured respectively under the conditions that the polarization directions

Fig. 2.10 The intensity of 391.4 nm lasing as a function of the time delay between the ionization
(pump) and the coupling (probe) pulses measured as the polarization directions of the pump and
probe are parallel (red curve) and perpendicular (black curve) to each other. The lasing intensity is
normalized by the lasing intensity obtained by the pump laser pulse only
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of the ionization and coupling pulses are parallel (red curve) and perpendicular (black
curve) with each other. It can be seen from Fig. 2.10 that for both cases the laser
intensities oscillate strongly. In the parallel condition, the lasing intensity takes the
minimum value at ~20–45 fs and the maximum value at ~200 fs. In the perpendicular
case, the lasing intensity takes themaximumvalue at ~5–45 fs and theminimumvalue
at ~200 fs. At around 15~45 fs, the lasing intensity in the perpendicular condition
is ~30 times stronger than that obtained by the pump pulse only, which is consistent
with our previous study [26], where we observed ~100 times enhancement of the
lasing intensity when we used the polarization modulated pulse whose polarization
direction changes by 90° within 20 fs.

In addition, it can be seen from Fig. 2.10 that there is a slow modulation (~300 fs
period) of the lasing intensity for both the conditions, which are anti-phased. The
slow modulations can be attributed to the field-free rotation motion of N2

+. The
discussion on the contribution of the molecular alignment to the generation of the
N2

+ lasing can be found in [34]. Since the N–Nmolecular axis of N2
+ will rotate after

ionization, the probability of the perpendicular X2�g
+-A2�u transition induced by

the coupling pulse with the fixed polarization direction will vary as a function of the
delay time between the pump and the coupling pulses. As a result, the perpendicular
transition of the X2�g

+-A2�u state effectively enhances the X2�g
+-B2�u

+ lasing at
~20–45 fs (see black curve) and 200 fs (see red curve). At the delay time of 16 fs,
the lasing intensity obtained in the perpendicular case is 300 times larger than that
obtained in the parallel case.

It can also be seen in Fig. 2.10 that the lasing intensities for both the parallel
and perpendicular conditions exhibit the frequency oscillations with the periods of
2–3 fs, and of 13–20 fs. After the Fourier transform of the lasing oscillations, we
obtain the frequency spectra of time-dependent N2

+ lasing intensity under the (a)
parallel and (b) perpendicular conditions, as shown in Fig. 2.11. From the frequency
spectra, it can be observed that there are three peaks appearing in the range of 0.3–0.5

Fig. 2.11 Fourier transform
spectra of time-dependent
N2

+ lasing intensity under
the a parallel and
b perpendicular conditions
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PHz at 0.33, 0.38, and 0.44 PHz in the parallel condition, and two peaks appearing at
0.33 and 0.38 PHz in the perpendicular condition with relatively weak amplitudes.
These peaks in the range 0.3–0.5 PHz can be assigned to the energy separations of
the ro-vibrational levels between the A2�u (V′ = 1, 2, 3) and X2�g

+ (V′′ = 0) states.
In addition, it can also be seen in Fig. 2.11 that there are peaks at the low frequency
range of 0.05–0.08 PHz, which are assigned to the vibrational level separations of
the three respective electronic states of X2�g

+, A2�u, and B2�u
+. These results

clearly show that the lowest three electronic states in N2
+ are coupled coherently by

the ionization pulse, resulting in the final modulations in the B2�u
+-X2�g

+ lasing
by the coupling pulse.

2.4 Optimization of N2
+ Lasing by Modulating

the Polarization State of the Pump Laser Pulse

So far, we have revealed, based on the above results, that the strong-field-inducedN2
+

lasing can be convincingly explained by the post-ionization B2�u
+-X2�g

+-A2�u

three-state coupling model. This interpretation will be very helpful for developing
a variety of techniques to manipulate and optimize N2

+ lasing. In particular, it is
known from Sect. 2.2 that within the pump pulse two processes essentially take
place to achieve the lasing emission: (i) the preparation of population in the lowest
three X2�g

+, A2�u and B2�u
+ states through the ionization of N2 by the central

(strongest) part of the pulse, and (ii) the modulation of the population in the X2�g
+

state by the later part of the pulse. Therefore, in the following we will present two
examples of optimizing N2

+ lasing at 391.4 nm by modifying the relative amplitudes
and the temporal separation of the two polarization components in an elliptically
modulated ultrashort pulsed laser field.

2.4.1 Optimization of N2
+ Lasing Using Different Orders

of QWPs

As presented in Sect. 2.2.2, it is found that the 391.4 nm lasing intensity can be signif-
icantly enhanced by changing the angle α between the polarization direction of the
pump laser pulse and the optical axis of the 7-QWP, which is ascribed to the balance
between the ionization rate of N2 and the coupling efficiency of N2

+ induced respec-
tively by the the two polarization components in the elliptically modulated ultrashort
pulsed laser field by the 7-QWP. Here we further investigate the optimization of N2

+

lasing using different orders of QWPs.
In Fig. 2.12, we present the lasing intensity at 391.4 nm measured with n-QWP

in an external seed scheme as a function of the angle α, where n = 0, 3, 7, 10,
respectively [27]. It can be seen from Fig. 2.12 that as α changes from 0° to 45°
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Fig. 2.12 The lasing
intensity at 391.4 nm as a
function of α with n = 0
(purple downward triangle),
3 (violet upward triangle), 7
(orange dot), 10 (blue
rectangle)

the 391.4 nm lasing intensity first increases and then decreases for all the four QWP
cases. It can also be noted that themaximum intensity of the 391.4 nm lasing increases
monotonically as the order of the QWP increases from n = 0 to 10, and that the angle
α, at which the lasing intensity becomes maximum, moves from α ~ 12° to α ~ 18°.

The optimization of N2
+ lasing using n-order QWPs can be well understood based

on the coupling model due to the balance between the ionization and the coupling
induced respectively by the the two polarization components in the elliptically pulsed
laser field. As shown in Fig. 2.13, it can be seen that when n increases from 0 to
10, for a certain angle of α, although the relative amplitudes of the two polarization
components, Ey and Ex, keep constant, their temporal separation in the pump pulse
increases, which means that after the ionization of N2 by the strongest part of the Ey

component, the effective coupling part in the Ex component becomes more due to
the more delayed Ex(t) component. This gives rise to the more efficient depletion in
the X2�g

+ (V′′ = 0) state through the X2�g
+-A2�u vertical transition, leading to the

enhanced lasing intensity with increasing n from 0 to 10.
Therefore, the key factor for the optimization of the B2�u

+ (V = 0)-X2�g
+ (V”=

0) lasing is theEx(t) component of the laser field interactingwithN2
+ in the latter part

of the laser field. However, it should be emphasized that although the experimental
results shown in Fig. 2.12 demonstrate that the lasing intensity increases as the QWP
order increases (up to n = 10), there should be an upper limit for the order n when
the lasing intensity starts to decrease. Actually, it is estimated that when the order n
increases up to about n= 15, the two components, Ex and Ey, of the pump laser pulse
are separated in time almost completely, and therefore, the lasing signal intensity
could not increase more even when the order increases more. Furthermore, if the

Fig. 2.13 Schematic
diagram of the variation in
the temporal separation
between the two polarization
components for the cases of
n = 0, 3, 7, 10, respectively
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order increases further, the intensity of these two components decreases because of
the frequency chirp, and consequently, the lasing intensity will start dropping.

2.4.2 Asymmetric Enhancement of N2
+ Lasing

in an Elliptically Modulated Laser Field.

In Sect. 2.4.1, we demonstrate the optimization of N2
+ lasing at 391.4 nm in an

elliptical laser field modulated by n-QWPs for the angle α in a small range of α

= 0°–45°. Here we demonstrate that when we extend the angle α to a larger angle
range of α ~ 0°–90°, an asymmetric enhancement feature of the 391.4 nm lasing is
observed, which further shows the effect of the relative amplitudes of the two polar-
ization components on the ionization and coupling in the birefringence-modulated
elliptically laser fields [35].

In Fig. 2.14, we plot the intensity of 391.4 nm lasing measured in an external
seed scheme as a function of α, in the range of 0°–90° [35]. The N2 gas pressure
is 8 mbar, and the energies of the pump and probe laser pulses are 0.7 mJ and 100
nJ, respectively. It can be seen from Fig. 2.14 that the optimized intensities of the
391.4 nm lasing appear at α ~ 14° and 73° with the ellipticity of ε ∼ 0.3, but the
lasing enhancement at α ~ 14° is about 3 times larger than that at α ~ 73°, even
though the laser pulse at these two positions have almost the same ellipticity value
of ε ∼ 0.3.

The above asymmetric enhancements of the 391.4-lasing intensity in the α range
of 10°–20° and 70°–80° for the 7-QWP case can be ascribed to the different popu-
lation depletion in the X2�g

+(V′′ = 0) due to the different X2�g
+-A2�u coupling

contribution provided by the rear laser field after ionization. Based on (2.3), after
passing through 7-QWP, the laser pulse is divided into the two polarization compo-
nents, where when 0° < α < 45° (Fig. 2.15a), the amplitude of Ey is larger than that
of Ex, while when 45° < α < 90° (Fig. 2.15b), the situation is reversed. It can be
seen from Fig. 2.15 that when 0° < α < 45° the ionization of N2 is induced by the
yellow part in the stronger component (yellow part) of the pulse, and subsequently,
the vertical X2�g

+-A2�u coupling proceeds by the weaker component in the violet

Fig. 2.14 The intensity of
the 391.4 nm lasing
measured in the 7-QWP
modulated laser field as a
function of the angle α

between the polarization
direction of the linearly
polarized laser pulse and the
fast axis of 7-QWP
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Fig. 2.15 Schematic
diagram of the variation in
the amplitudes of the two
orthogonally-polarized laser
components in the 7-QWP
modulated laser field with
a 0° < α < 45° and b 45° < α

< 90°

region. On the other hand, when 45° < α < 90°, if the ionization process occurs within
the stronger component, only a small portion (violet region) of the weaker compo-
nent of the pulse can contribute to the coupling process. Therefore, even though the
laser fields in the two α ranges shown in Fig. 2.15a and b have the same ellipticity,
the relative amplitudes of Ex and Ey is opposite in the two cases, leading to the
different strengths of the X2�g

+-A2�u coupling after the ionization of N2, and thus
the different 391.4 nm lasing intensities.

2.5 Summary

In summary, we have investigated the N2
+ lasing actions induced by intense

laser fields, and presented indirect and direct experimental evidences for the post-
ionization optical coupling in N2

+ in intense laser fields by modulating the polariza-
tion state of the pump pulse, as well as by using pump-probe methods. We demon-
strated that the N2

+ lasing at 391.4 nm, corresponding to the B2�u
+ (V = 0)-X2�g

+

(V′′ = 0) transition, is strongly sensitive to the polarization state of the rear part of
the pump laser pulse, and contributed it to the efficient population transfer from the
ground X2�g

+ (V′′ = 0) state to the first excited A2�u state of N2
+.

By using pump-probe methods, we further showed that the vertical transition
between the X2�g

+ and A2�u states of N2
+ are sensitive to the polarization direc-

tion and the energy of the resonant coupling pulse. In addition, by introducing the
broadband coupling pulse, we were able to show the optical transitions between
different vibrational levels of the X2�g

+ and A2�u states by Fourier transforms of
the lasing intensity oscillations observed in the temporal domain.

With the knowledge of the balance between the ionization of N2 and the coupling
of N2

+ in the elliptically polarized pulse, we showed the optimization of N2
+ lasing

at 391.4 nm by changing the temporal separation between the two perpendicular
polarization components and their relative amplitudes by using multi-order QWPs.
We also revealed that the N2

+ lasing at 427.8 nm, corresponding to the B2�u
+ (V

= 0)-X2�g
+ (V′′ = 0) transition, cannot be well manipulated by modulating the

polarization state of the rear part of the laser pulse. We have convincingly explained
the different ellipticity dependence on the twoN2

+ lasing lines at 391.4 and 427.8 nm
by the post-ionization coupling model.



38 Y. Fu et al.

The results presented in this chapter provide reliable evidences for understanding
the N2

+ lasing mechanism, based which the optimization of intense N2
+ lasing can

be realized, which will benefit for the promising application of air lasing in a variety
of fields such as remote sensing and standoff spectroscopy.
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Chapter 3
Volterra Integral Equation Approach
to the Electron Dynamics in Intense
Optical Pulses

Yosuke Kayanuma

Abstract Recent advances in laser technology havemade it possible to utilized very
high intensity optical pulses with wide range of wave-length to pump electrons in
materials. This opened a new era in experimental physics to use pulse-lasers as a
tool to manipulate electrons not only for the ultrafast probe into electronic states in
materials, but also for a new means to obtain light with much higher frequebecause
it is morencies than the pump-pulse. From theoretical side, this requires to establish
a coherent theoretical framework to analyze the ultra fast dynamics of the electrons
driven by high intensity light fields. In this article, I propose a novel theoretical
technique to approach this subject. We formulate the Volterra integral equations of
second kind for that purpose. Although this is equivalent to the differential equations
of Schrödinger, it has an advantage to treat the light-matter interactions as two inde-
pendent modules; the intra-band driving and the inter-band driving. The expression
for the former can be obtained analytically in many cases and is incorporated into
the theory as an integral kernel. The formalism is applied to two simple models, the
population inversion in the molecules under intense laser beams in air, and the high
harmonic generations in solids.

3.1 Introduction

Thanks to the advances of high intensity and ultrashort laser technology, various new
aspects of the quantum dynamics in the electronic excited states have been revealed.
In understanding these phenomena, it may be said that the wave-like picture of light
of Maxwell revived rather than the corpuscular picture of photons of Einstein.
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The primary interest is in the phenomena of photo-ionization by a long wave-
length but intense light field. In this connection, one of the surprising achievements
in this decade is the demonstration of carrier multiplication in semiconductors by
terahertz pulses withmagnitude of 1–MVcm−1 [1]. Such an excitation of electrons to
the higher excited states may induce further extraordinary dynamical processes. For
the salient examples in this category, we may name the phenomena called the high
harmonic generation (HHG) from the strongly laser-driven atoms [2] and solids [3].

These developments in experimental physics require novel theoretical frameworks
to treat such a highly nonlinear interactions of light and matter non-perturbatively.
Since the pioneering work by Keldysh [4], a number of elaborate theories have been
proposed on this subject, both in the atoms and molecules [5–8] and in solids [9, 10].
As noticed by Becker and Faisa [11], the highly nolinear electron dynamics in the
intense fields can be formulated as a quest for the scattering matrix. An important
point in calculating the scattering matrix is that the equation of motion for a free
electron in the arbitrary time-dependent electric field has already been solved. The
eigen state is called a Volkov state [12] in the free vacuum, and a Houston state [13]
in the periodic lattice structure.

In the present article, I would like to add yet another contribution to this subject.
In our approach, we formulate the time-dependent problem in the form of an integral
equation of Volterra-type, where the integral kernel is explicitly obtained using the
Houston state representation. Although this is equivalent to the numerical solution of
the Schrödinger’s differential equation, it has some advantages over the differential
equation.

For the purpose of demonstration, I take two examples of application, the problem
of population inversion in air-lasing, and theHHGin solids. These examples represent
two typical situations of the spatial extension of light-matter interaction. In the first
example, the optical transition is localized at the position of the molecule. In the case
of HHG in solids, the transtion occurs throughout the bulk crystal from the valence
band to the conduction band according to the translational symmetry of the crystal
lattice. It will be be shown that, in both cases, a closed expression for the optical
responses is obtained.

3.2 Population Inversion in N+
2 Ions in the Intense Laser

Beam

It is well known that, when an intense light beam passes through a transparent
medium, say air, self focusing and filamentation of the beam often occur due to the
nonlinear optical effects [14]. Sometimes this was a nuisance for experimentalists.
Since the advent of high intensity ultrashort lase pulses, a possibility of application of
this phenomenon emerged. The filaments in air are often accompanied with lumines-
cenceor even lasing to forwardor backward [15] of the pumpingbeams.The spectrum
of backward scattered fluorescence or lasing will be a source of remote sensing. In
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the case of N2 molecules in air, the forward lasing is the dominant pathway and the
backward lasing is reported to be observed only under limited conditions [16]. In
the ambient conditions of the air, the backward lasing is strongly depressed by the
presence of oxygen molecules.

For the origin of lasing at 391.4 nm (3.17 eV) emission fromN2, awidely accepted
view is that it is mainly due to the induced emission from the excited state of N+

2 ions,
mostly assigned to B2�+

u → X2�+
g [15, 17]. The lasing of air can be initiated by

the irradiation of fundamentals of Ti-sapphire laser. The photon energy (1.55 eV )is
far below the ionization energy of N2 (16 eV). Therefore, at least two question must
be answered: What is the mechanism of ionization by below-threshold excitation?
What is the mechanism of population inversion in the N+

2 ions?
Population inversion in N+

2 ions is a little surprising, because if the transition
from the ground state to the excited state within the N2 molecule occurs first, the
photo-ionization from the excited state will follow much faster than that from the�g

state. In [18], the authors considered that the population inversion occurs within a
single pump pulse in the reversed order. In the first half of the pulse, an electron of the
highest occupiedmolecular orbital (HOMO) in a neutral N2 molecule is ejected to the
free state. Then the electronic configuration changes suddenly due to the transition
N2 →N+

2 : The second ionization potential becomesmuch larger, while the excitation
energy to the lowest unoccupied molecular orbital (denoted as B) becomes lower.
An electron in the HOMO (denoted as X) of N+

2 is excited to the B state by the
electric field in the last half of the pulse. The abrupt emergence of the new electronic
configuration gives rise to the double excitation as a highly nonadiabatic process.
The authors carried out a simulation of the population change in a simple model
within the assumption that a two-level system in the ground state is suddenly put in
the intense off-resonant field at the moment of maximum intensity. Although it is
noticed that the couplings between other excited states also plays a role [19–21], the
essential mechanism would be the same.

In the following section, I would like to examine this model of air lasing by a
simulation on a toy model with a very simple calculation. In order to mimic the
ultrafast electron dynamics for a molecule in vacuum, we introduce a discrete struc-
ture into the vacuum with a small mesh of a nearest neighbor hopping. The quantum
mechanical equation of motion for the ejected electron is then described by a tight-
binding model, and the bound states of molecule are replaced by localized states in
the lattice. This model is originally considered for the ultrafast electron dynamics
in the crystals. For the technique of solving the Schrödinger equation, a method of
Volterra integral equation of second kind [22, 23] is proposed. The advantage of this
method is its simplicity and flexibility for the extension taking into account various
effects.

A. Volterra Integral Equation

Let us assume a simple cubic “crystal structure” in three dimensions with the lattice
constanta and hopping parameter−B/2. Furthermore, an additional site or “impurity
state” is assumed at the origin. The Hamiltonian for the tight binding model in this
space is written as
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H0 = − B

2

∑

α=x,y,z

′∑

jα

(| jα + 1〉〈 jα| + H.c.) + εc
∑

jx , jy , jz

| jx , jy, jz〉〈 jx , jy, jz | + ε0|g〉〈g|.

(3.1)
In the above equation, | jx , jy, jz〉 = | jx 〉 ⊗ | jy〉 ⊗ | jz〉 means the state vector at the
site index ( jx , jy, jz), where ⊗ is the direct product. The symbol

∑′
jα
means that

the index jα runs over N sites jα = − N
2 ,− N

2 + 1, . . . , 0, . . . , N
2 − 2, N

2 − 1 with N
being a very large even number. The Symbol

∑
jα
indicates the sum over N + 1 site

from −N/2 to N/2. The state vector |g〉 is the “impurity state” located at (0, 0, 0)
site with the energy ε0(= 0) chosen as the origin of the energy. The band-center
energy is denoted as εc.

The eigenstate of H0 in the conduction band is written as |kx , ky, kz〉 = |kx 〉 ⊗
|ky〉 ⊗ |kz〉 where

|kα〉 = 1/
√
N

∑

jα

| jα〉 exp[iakα jα], −π/a ≤ kα ≤ π/a (α = x, y, z) ,

(3.2)
with the eigenvalue

εkx ,ky ,kz = εc − B
(
cos kxa + cos kya + cos kza

)
, −π/a ≤ kα ≤ π/a. (3.3)

Hereafter, we use the convention 	k = (kx , ky, kz) and 	j = ( jx , jy, jz).
The low energy states in the conduction band of the tight binding model can be

regarded as describing the free states in vacuum. In fact, in the limit |kαa| << 1, the
above equation can be approximated as

ε	k 
 εc − 3B + Ba2

2
	k2. (3.4)

Comparing this with the energy of a free electron in vacuum, ε	k = �
2	k2/2m, wherem

is the mass of electron, we find m = �
2/Ba2. In the case of N2 molecule in vacuum,

|g〉 corresponds to the HOMO, and εc − 3B is the ionization energy (
 16 eV).
Weassume that a linearly polarizedpumppulsewith polarization in the x-direction

hits the sample along the z-axis. The interaction with the intense electromagnetic
field will induce two kind of action on the initially localized electrons. The one is the
excitation of the localized electron to the continuum state. This effect will be called
an inter-band driving. The second is the perturbation of the excited states due to the
optical Stark effect, which will be called an intra-band driving.

The Hamiltonian for the intra-band driving is written as

H1(t) = −eaE(t)
∑

jx

jx | jx 〉〈 jx |, (3.5)

where E(t) is the electric field of the laser pulse. The Hamiltonian for the inter-band
driving is given by
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Fig. 3.1 Image of portal
state

g

p

H2(t) = E(t)
∑

k

(
μk |k〉〈g| + μ∗

k |g〉〈k|
)
, (3.6)

where μk is the transition dipole moment of the HOMO or impurity state to the state
|k〉 in the conduction band defined in the length gauge as

μk = −〈k|er |g〉,

with −er being the dipole moment of the molecule (e > 0). For the electric field of
the pump-pulse, we assume the Gaussian form,

E(t) = E0 exp[−t2/σ2] cos(ωt + ϕ), (3.7)

where σ is the pulse-width and ϕ is the carrier-envelope phase (CEP). For the pulse-
width not extremely short, the CEP-dependence of the responses is negligible. There-
fore, we set ϕ = 0 in the present work. We assumed an x-polarized light hits the
material along the z-direction. The theory can be readily extended to the circularly
polarized light.

It is noticeable that H2(t) is written as

H2(t) = μE(t)
(|p〉〈g| + |g〉〈p|), (3.8)

where |p〉 is given by
|p〉 = μ−1

∑

k

μk |k〉, (3.9)

with μ = √∑
k |μk |2. We call |p〉 a portal state because the electron goes out from

or comes back to the ground state |g〉 only through |p〉 as shown in Fig. 3.1.
The portal state is a localized state around |g〉 with spatial extension of the same

order of |g〉. The actual functional form of |p〉 is given once the transition dipole
moment μk is given. Although the following theory can be constructed for a general
case of |p〉, we assume here, for simplicity, that |g〉 is well localized at the origin, so
that μk is approximately independent of k. Then, |p〉 is given by the state |0, 0, 0〉 in
the site-representation. In other words, we assume a vertical transition in real space.
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At this point, a comment may be in order on the analogy and difference between
the electron dynamics in solids and in true vacuum. In solids, Bloch’s theory tells that
the electronic states are described by linear combinations of the atomic like localized
states (Wannier states). The magnitude and the selection rule for optical transitions
are determined, roughly speaking, by the Wannier functions and the overlapping of
the envelope functions. In the present article, the state |k〉 represents the envelope
functions of the Bloch states, with atomic functions being implicitly accompanied. In
the case of electrons in real vacuum, |k〉 should be a plane wave state or a scattering
state.

Now we calculate the time-resolved photo-ionization probability of the localized
electron with the integral equation method. For that purpose, the intra-band driving
term H1(t) is included into an unperturbed Hamiltonian with definition,

H̃0(t) ≡ H0 + H1(t).

The Schrödinger equation for the state vector |ψ(t)〉,

i�
d

dt
|ψ(t)〉 =

{
H̃0(t) + H2(t)

}
|ψ(t)〉 (3.10)

is transformed into an integral equation,

|ψ(t)〉 = −(i/�)

t∫

−∞
exp+

⎡

⎣−(i/�)

t∫

τ

H̃0(τ
′)dτ ′

⎤

⎦ H2(τ )|ψ(τ )〉dτ

+ exp+

⎡

⎣−(i/�)

t∫

−∞
H̃0(τ )dτ

⎤

⎦ |g〉, (3.11)

where exp+ is the time-ordered exponential, and |g〉 is the initial state at t = −∞.
The proof of (3.11) can be easily done by differentiating both sides of (3.11) with
respect to t , and show that it is equivalent to (3.10).

We calculate the probability amplitudesCp(t) andCg(t) that the electron is found
at the portal stateCp(t) = 〈p|ψ(t)〉, and at the ground stateCg(t) = 〈g|ψ(t)〉 at time
t . From (3.11), we find a pair of integral equations,

Cp(t) = −(i/�)

t∫

−∞
〈p| exp+

[
−(i/�)

t∫

τ

H̃0(τ
′)dτ ′

]
|p〉μE(τ )Cg(τ )dτ ,(3.12)

Cg(t) = −(i/�)

t∫

−∞
μE(τ )Cp(τ )dτ + 1. (3.13)

In (3.12), the integral kernel
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Kp,p(t, τ ) ≡ 〈p| exp+
[
−(i/�)

t∫

τ

H̃0(τ
′)dτ ′

]
|p〉

can be calculated analytically in the limit N → ∞. This is because the Hamiltonian
H̃0(t) is a sum of independent terms in the x , y and z direction. We find

Kp,p(t, τ ) = e−(i/�)εg(t−τ )K0(t, τ )2K1(t, τ ), (3.14)

in which

K0(t, τ ) = J0(B|t − τ |/�), (3.15)

K1(t, τ ) = J0(B|R(t, τ )|/�), (3.16)

where J0(x) is the 0th order Bessel function, and R(t, τ ) is given by the Lie algebraic
argument [24] as

R(t, τ ) =
t∫

τ

exp
[−i(ea/�)

u∫

τ

E(s)ds
]
du. (3.17)

The numerical solution of the integral equations was done by discretizing the time
intomeshes with small intervals. The numerical integration is written as a summation
using the trapezoidal approximation. This gives the iterative relations for the values
Cp(t) and Cg(t) with those of former time-bin, and determined successively.

In the two types of kernels, K0(t, τ ) represents the quantum diffusion to y, and z
direction. The kernel K1(t, τ ) represents the motion of the electron in the x direction
under the influence of the oscillating electric field. It is noticed that this intra-band
driving term is important in the below threshold photo ionization because it induces
the tunneling excitation as schematically shown in Fig. 3.2. However, it is found
that, at least within the present model calculation, the effect of this term becomes
significant only for a one-dimensional model. In three-dimension, the photo ioniza-
tion probability becomes enhanced appreciably only for very high intensities of the
electric field. This term is extremely important for the process of the high harmonic
generation. The existence of the long plateau in theHHG spectrum is solely attributed
to the intra-band driving as shown later.

B. Application to Population Inversion

Zhang and coauthors [18] studied theoretically their conjecture on the fundamental
mechanism of population inversion in N2 molecules under intense pulse irradiation
by a simple two-level model. They calculated the probability of excitation of a two-
level system after the passage of a modified Gaussian pulse. The temporal shape of
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(a) (b)

Fig. 3.2 Schematic picture for a the multi-photon excitation where the intra-band driving is absent,
and b the tunneling excitation where the intra-band driving exists and plays an important role.
Quantitatively, this effect is important for one-dimensional systems

a a

bb

(a) (b)

Fig. 3.3 Excitation probability of a two-level system plotted against the amplitude of the inter-
band driving a = μE0/2�ω and the energy gap b = ε/�ω. In a, the pump field is given by
the Gaussian pulse E(t) = E0e−t2/σ2

cosωt , and in b the pump field has a sudden rise as
E(t) = θ(t)E0e−t2/σ2

cosωt with θ(t) being the step function

the Gaussian pulse was strongly modified to a highly asymmetric form; the front
half of the pulse has a sharp edge while the back half has an original Gaussian
envelop. By the numerical simulation, they concluded that a necessary condition for
the population inversion is the abrupt exposure to the intense optical field and the
adiabatic fade away of the field strength.

In Fig. 3.3, the density plot of the excitation probability P(a, b) in a two level
system is shown in the two parameter space, a = μE0/2�ω and b = ε/�ω, where ε
is the energy difference of the two-level system. In Fig. 3.3a, P(a, b) is shown for
the original Gaussian pulse E(t) = E0 exp[−t2/σ2] cos(ωt), while in (b), P(a, b)
is shown for the pulse shape E(t) = θ(t)E0 exp[−t2/σ2] cos(ωt), where θ(t) is a
step function defined as θ(t) = 0, for t < 0, and θ(t) = 1 for t ≥ 0. The pulse width
is chosen as σ = 20T where T is the oscillation period of the laser field. A part of
Fig. 3.3b has been presented in [18].
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Fig. 3.4 A proposed model
of correlated electrons for
the intense field induced
population inversion in N2
molecules

FromFig. 3.3, it is obvious that the highly asymmetric pulsewith abrupt turning on
and smooth fading away (Fig. 3.3b) is far more favorable for the population inversion
than that with the normal Gaussian shape (Fig. 3.3a). Interestingly, a systematic and
periodic pattern can be recognized inFig. 3.3a. Thismaybe explained by the adiabatic
Floquet theory and path interference in the Landau-Zener transitions at quasi-level
crossings [25]. In the plot Fig. 3.3b also, the periodic pattern in P(a, b) is discernible.

In order to see the whole process in a unified way, we applied our calculation
scheme to the population inversion in N2 molecules in the intense pulse laser field.
In Fig. 3.4, our model for the double excitation of N2 molecules in the intense
off-resonant pulse laser field is schematically shown. We assume two electrons are
occupying the HOMO of N2. For convenience, they are named “up-spin electron”
and “down-spin electron”, although the spin does not play any specific role in this
problem. In the initial state, the on-site Coulomb energy U works like Hubbard
model. The intense optical pulse first ejects one of the electrons, say, up-spin elec-
tron to the free state. Then the disappearance of U increases the second ionization
energy. Furthermore, due to the incomplete screening of the core potential, the higher
molecular orbital comes down, roughly to 3eV above the X-state of N+

2 , and prompts
the excitation of the down-spin electron. Our purpose is to see the conditions for this
scenario to work.

Our model Hamiltonian for the correlated two electrons is given as

H(t) = H0(t) + HI (t), (3.18)
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H0(t) = εg
(
u†gug + d†

gdg
) +Uu†gugd

†
gdg + (

ε0l + Vu†gug
)
d†
l dl

+
∑

k

εku
†
kuk − eaE(t)

∑

jx

jxu
†
jx
u jx , (3.19)

HI (t) = E(t)

(
μ1

∑

k

(
u†kug + u†guk

)
+ μ2

(
d†
l dg + d†

gdl
))

. (3.20)

In the above equations, d†
g and d†

l are creation operators of the down-spin in the
HOMO with energy εg and the lowest excited state with energy εl = ε0l + Vu†gug ,

in which u†g and u†k are the creation operators of the up-spin state in the HOMO
and the free state with energy εk , respectively. U and V are the on-site Coulomb
energies between the up-spin electron and the down-spin electron. The electric field
E(t) is assumed to be an x-polarized pulse with functional form given in (3.7). The
transition dipole moments from the HOMO are denoted μ1 for the free state and μ2

for the first excited state, respectively. In actual simulations, we set μ1 = μ2 = μ, for
simplicity. Note that our Hamiltonian (3.19 ) contains the Hamiltonians (3.1), (3.5),
and (3.6) in the part of up-spin variables.

Although it is possible to solve the two-electron dynamics described by the above
Hamiltonian, only an approximate solution is shown here. The up-spin electron plays
a key role to control the whole ultra fast process by changing the energy levels for
the down-spin electron. Therefore, we neglect the back-reaction from the down-
spin electron to the up-spin electron. Note that we only name the electron that was
ejected to continuum an up-spin electron, and that excited to the LUMO a down-
spin electron. The actual numerical calculation was done as follows. First, the time-
dependent probability of photo-ionization of the up-spin electron was calculated.
This gives the population probability to the HOMO n↑(t) = 〈u†gug〉. The energy
of the first excited state εl is then evaluated as εl(t) = ε0l + Vn↑(t). The transition
dynamics for the down-spin is simultaneously calculated by solving the Schrödinger
equation numerically for the two-level system |g〉 = d†

g |0〉 and |l〉 = d†
l |0〉, with input

of the value εl(t). The on-site Coulomb energy U is roughly equal to the difference
between the first and the second ionization energy of N2, and V is set to be 18�ω in
the numerical calculation.

In Fig. 3.5, two examples of the pulse-induced population inversion are plotted for
the one-dimensional model. In Fig. 3.5a, b, the field strength is set to be μE0/�ω =
eaE0/�ω = 6.0. In (a), the population of the up-spin electron to the HOMO of N2

is plotted as a function of t , and in (b), the population of the down-spin electron to
the B-state of N+

2 is shown. In this case, the up-spin electron is almost completely
ejected to the free state before the peak value of the pulse with half width σ = 10T .
The down-spin electron undergoes a nonadiabatic transition to the B-state with a
violent oscillation and smooth adiabatic convergence. In Fig. 3.5c, d, on the other
hand, the field strength is set to be slightly lower, μE0/�ω = eaE0/�ω = 5.9. The
probability of photo-ionization of the up-spin electron is almost complete as shown
in (c). However, the population inversion of the down-spin electron is not attained
as seen in (d). Detailed inspection into the power dependence of the final transition
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Fig. 3.5 The pulse-intensity dependence of the population change in the lowest excited state of
N2

+ ions. a The population to the highest occupied state of the up-spin electron of N2 molecule, for
μE0/�ω = eaE0/�ω = 6.0 and b the corresponding population to the lowest excited state of the
down-spin electron. c The same as (a) with μE0/�ω = eaE0/�ω = 5.9 and d the corresponding
population to the lowest excited state of the down-spin electron. Other parameter values are common
to all of the figures, B/�ω = 25, εg/�ω = 35,σ/T = 10

rate of the down-spin electron indicates that it is not a monotonic function of E0 as
can be expected from Fig. 3.3b.

3.3 High Harmonic Generations in Solids

Now, we extend the formalism developed in previous sections to the case of bulk
solids in the intense pulse fields. A number of recent topics in the laser science can
be classified in this category. Our interest is focused mainly on the above band-gap
excitation of valence electrons in insulators, and subsequent high harmonic radiation.
This subject has been attracting intense interest both of the experimentalists and
theoreticians since the first report of HHG in solids [3]. For reviews on HHG in
atoms and molecules in gas phase, see [26, 27] for example.

Following the success of the explanation of the HHG profile for the gas phase
by a simple semi-classical model of Corkum [28] and its quantum mechanical ver-
sion [29], a number of theories have been proposed for the HHG in solids. They may
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be classified according to the methodology in the treatment of the interaction with
an intense driving field in solids as the semiclassical one [30], semiconductor Bloch
equation [31, 32], Floquet theory [33, 34], and so forth. Our purpose here is not to
present a comprehensive review of these works, nor a detailed theoretical analysis of
the experimental data, but to propose a new theoretical framework to overview this
subject, based on a model as simple as possible.

A. Crystal model of Two-Level Atoms

Let us assume a simple cubic crystal of N × N × N sites (N >> 1). Each site is
occupied by a single atom with atomic orbitals, or Wannier functions, φc and φv .
The energy difference between φc and φv is εc. Both of the φc and φv are coupled to
the same kind of orbitals at the nearest neighbor atoms with the hopping parameters,
−Bc/2 and Bv/2, respectively. This forms the conduction band and the valence
band. This is the simplest toy-model of the band structure of a crystal lattice. The
extension to a little more realistic model can be done, for example, by putting an
s-orbital and three-fold degenerate p-orbitals at each site. This is the tight-binding
model describing the band structures of carbon materials like graphene [35], or III-V
semiconductors like GaAs [36].

Each site is designated with three indices jx , jy, jz as before, and the indices
c and v which designate the conduction and the valence band. The unperturbed
Hamiltonian H0 in this section is given by

H0 = − Bc

2

∑

α=x,y,z

′∑

jα

(| jα + 1, c〉〈 jα, c| + H.c.) + ε0
∑

	j
| 	j, c〉〈 	j , c|

+ Bv

2

∑

α=x,y,z

′∑

jα

(| jα + 1, v〉〈 jα, v| + H.c.) , (3.21)

where the convention of the summation is the same as before. The Hamiltonian H0

can be diagonalized by introducing the Bloch states |	k, c〉 and |	k, v〉,

H0 =
∑

	k
εc(	k)|	k, c〉〈	k, c| +

∑

	k
εv(	k)|	k, v〉〈	k, v|,

where
εc(	k) = ε0 − Bc

(
cos kxa + cos kya + cos kza

)
,

and
εv(	k) = Bv

(
cos kxa + cos kya + cos kza

)
.

The half-width of the conduction band and the valence band are 3Bc and 3Bv , respec-
tively. It is assumed that the band-gap ε0 − 3(Bc + Bv) ismuch larger than the photon
energy �ω.
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Fig. 3.6 Schematic picture
of the recombination
luminescence in a
electron-vacancy picture and
b electron-hole picture.

(a) (b)

The electromagnetic field of the optical pulse is assumed to be linearly polarized
in the x-direction. The interaction with the electron can be divided into two as before.
The intra-band driving term is given by

H1(t) = −eaE(t)
∑

jx

jx (| jx , c〉〈 jx , c| + | jx , v〉〈 jx , v|) , (3.22)

and the inter-band driving is by

H2(t) = μE(t)
∑

jα=x,y,z

(| jα, c〉〈 jα, v| + H.c.) , (3.23)

where the functional form of E(t) is the same as (3.7).
In Fig. 3.6, the optical pumping and HHG process in our model is schematically

depicted. In Fig. 3.6a, the electron in the conduction band, and a “vacancy” of electron
in the valence band are shown by a solid circle, and an open circle, respectively.
This vacancy should not be confused with the so called “hole” in the high-energy
physicist’s sense. The vacancy has a positive charge and negative mass at the zone
center, so that it is accelerated in the k-space to the same direction as the electron.
The hole is defined as a quasi particle which has a positive charge and positive
mass at zone center. Furthermore, it has an opposite momentum and inversed value
of energy to the vacancy as shown in (b). In Fig. 3.6a, the radiative recombination
process of an electron-vacancy pair is schematically shown. In this view, the radiative
recombination process is described as the vertical transition in the Bloch space. In
Fig. 3.6b, the same process is shown in the electron-hole picture. In this view, the
recombination process is described as a radiative pair annihilation of an electron
and a hole with opposite momentum. The electron-vacancy view is common in the
society of solid state physics, while the electron-hole picture, or particle-anti particle
picture, is common among the high-energy physicists.
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Hereafter, we adopt the electron-hole picture, because it is more suitable to
describe the two-particle dynamics. The Hamiltonians (3.19)–(3.23) are written in
the second quantized form as

H0 = − Bc

2

∑

α=x,y,z

′∑

jα

(
a†jα+1a jα + H.c.

)
+

∑

	j
ε0a

†
	j a 	j

− Bv

2

∑

α

′∑

jα

(
b†jα+1b jα + H.c.

)
, (3.24)

H1(t) = −eaE(t)
∑

jx

jx
(
a†jx a jx − b†jx b jx

)
, (3.25)

H2(t) = μE(t)
∑

	j

(
a†	j b

†
	j + a 	j b 	j

)
, (3.26)

where a†	j and b
†
	j are creation operators for electron, and hole at

	j th site, respectively,
and the origin of energy is chosen at the vacuum of electrons and holes. It should be
noted that the creation operators a†	j are defined as the direct product, a†	j = ax

jx
† ⊗

ay
jy
† ⊗ azjz

†.
With the Fourier transformation,

a†	j = 1√
N 3

∑

	k
a†	k e

−ia	k 	j , b†	j = 1√
N 3

∑

	k
b†	ke

−ia	k 	j ,

H0 and H2(t) are rewritten as

H0 =
∑

	k

(
εc	ka

†
	k a	k − εv

−	kb
†
	kb	k

)
, (3.27)

H2(t) = μE(t)
∑

	k

(
a†	k b

†
−	k + a	kb−	k

)
, (3.28)

which explicitly indicate the mechanism of generation of high energy photons by
pair annihilations of an electron and a hole with opposite momentums, �	k and

−�	k to yield a photon with zero momentum and energy εc	k +
(
−εv

−	k
)
as shown in

Fig. 3.7.
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Fig. 3.7 Schematic picture
for the electron-hole pair
creation and
pair-annihilation in the
two-level model of crystals
in the cite representation j' j

B. Calculation of HHG Probability

Now we calculate the probability of HHG within the framework of the integral
equation. For that purpose, the intra-band driving term H1(t) is included into an
unperturbed Hamiltonian with definition,

H̃0(t) ≡ H0 + H1(t),

= Hc
0 (t) + H v

0 (t), (3.29)

with

Hc
0 (t) =

∑

	k
εc	ka

†
	k a	k − eaE(t)

∑

jx

jxa
†
jx
a jx ,

H v
0 (t) = −

∑

	k
εv

−	kb
†
	kb	k + eaE(t)

∑

jx

jxb
†
jx
b jx . (3.30)

The Schrödinger equation for the state vector |ψ(t)〉,

i�
d

dt
|ψ(t)〉 =

{
H̃0(t) + H2(t)

}
|ψ(t)〉 (3.31)

is transformed into an integral equation,

|ψ(t)〉 = −(i/�)

t∫

−∞
exp

⎡

⎣−(i/�)

t∫

τ

H̃0(τ
′)dτ ′

⎤

⎦ H2(τ )|ψ(τ )〉dτ

+ exp

⎡

⎣−(i/�)

t∫

−∞
H̃0(τ )dτ

⎤

⎦ |ψg〉, (3.32)

where |ψg〉 is the initial state at t = −∞ and is given by the vacuum of electron and
hole, |ψg〉 = |0〉. We calculate the probability amplitude C 	j (t) ≡ 〈0|a 	j b 	j |ψ(t)〉 that
the electron and the hole are found at 	j th site at time t . It should be noted that the
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electron and the hole are always created at the same site, but once created, they are
driven in the conduction band and the valence band independently, until they collide
at another identical site and are annihilated simultaneously.

We adopt here a single-pair approximation, in which the simultaneous excitations
of multiple electron-hole pairs are neglected. This is justified if the energy gap is
large enough, and if the electromagnetic field is not extremely intense. Within this
approximation the amplitude C 	j (t) is calculated from (3.11) and (3.13) as

C 	j (t) = −(i/�)
∑

	j ′

t∫

−∞
〈0|a 	j exp[−(i/�)

t∫

τ

Hc
0 (τ ′)dτ ′]a†	j ′ |0〉

× 〈0|b 	j exp[−(i/�)

t∫

τ

H v
0 (τ ′)dτ ′]b†	j ′ |0〉〈0|ψ(τ )〉μE(τ )dτ . (3.33)

For the amplitude in the ground state Cg(t) ≡ 〈0|ψ(t)〉, we find

Cg(t) = −(i/�)
∑

	j

t∫

−∞
C 	j (τ )μE(τ )dτ + 1. (3.34)

If we define the kernels for the electron,

K (c)
	j, 	j ′(t, τ ) ≡ 〈0|a 	j exp[−(i/�)

t∫

τ

Hc
0 (t ′)dτ ′]a†	j ′ |0〉

and for the hole,

K (v)

	j, 	j ′(t, τ ) ≡ 〈0|b 	j exp[−(i/�)

t∫

τ

H v
0 (t ′)dτ ′]b†	j ′ |0〉,

the above equations are written as

C 	j (t) = −(i/�)
∑

	j ′

t∫

−∞
K (c)

	j, 	j ′(t, τ )K (v)

	j, 	j ′(t, τ )Cg(τ )μE(τ )dτ , (3.35)

Cg(t) = −(i/�)
∑

	j

t∫

−∞
C 	j (τ )μE(τ )dτ + 1. (3.36)
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The kernels K (c)
	j, 	j ′(t, τ ) and K (v)

	j, 	j ′(t, τ ) describe the transition amplitudes that the

electron (hole) is found at the site 	j at time t under the condition it exists at the site
	j ′ at time τ with the influence of quantum hopping with uniform driving field. They
can be obtained analytically as

K (c)
	j, 	j ′ = e−(i/�)ε0(t−τ )K (c)

jx , j ′x
(t, τ )K (c)

jy , j ′y
(t, τ )K (c)

jz , j ′z
(t, τ ), (3.37)

K (v)

	j, 	j ′ = K (v)
jx , j ′x

(t, τ )K (v)
jy , j ′y

(t, τ )K (v)
jz , j ′z

(t, τ ), (3.38)

in which

K (c)
jx , j ′x

(t, τ ) = exp[i π
2

( jx − j ′x )]Jjx− j ′x (Bc|R(t, τ )|) , (3.39)

K (c)
jy , j ′y

(t, τ ) = exp[i π
2

( jy − j ′y)]Jjy− j ′y (Bc|t − τ |) , (3.40)

K (c)
jz , j ′z

(t, τ ) = exp[i π
2

( jz − j ′z)]Jjz− j ′z (Bc|t − τ |) , (3.41)

where Jj (x) is j th order Bessel function, and R(t, τ ) is given in (3.17). For the kernel
of the hole, K (v)

	j, 	j ′ , the analogous expressions to the above formula are obtained, with
only difference that Bc must be replaced by Bv . Strictly speaking, the above formu-
las are derived for the infinitely large tight binding model, but it is approximately
valid under the condition N >> 1. The fact that the integral kernels are completely
decoupled into the three components of the direction of motion is an advantage of
the present theory in the time domain. Furthermore, using Neumann’s sum rule,

∞∑

n=−∞
Jn(a)Jn(b)e

inθ = J0(
√
a2 + b2 − 2ab cos θ), (3.42)

we can carry out the summation over the creation sites of the electron-hole pair, and
finally obtain

C 	j (t) = −(i/�)

t∫

−∞
e−(i/�)εg(t−τ ) J0 ((Bc + Bv)|R(t, τ )|) (3.43)

× J0 ((Bc + Bv)|t − τ |)2 Cg(τ )μE(τ )dτ , (3.44)

Cg(t) = −(i/�)
∑

	j

t∫

−∞
C 	j (τ )μE(τ )dτ + 1.

So far, we have not taken into account any relaxation phenomena in the dynamical
processes. Furthermore, in actual experiments, the observed intensity of the high
harmonics depends on the spot-size of the pump pulse. Therefore, we introduce here
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the effective number of atoms Nef f that contribute to high harmonic generation.
Since C 	j (t) does not depend on 	j , we may set C 	j (t) = Cp(t)/

√
Nef f , and find

Cp(t) = −(i/�)

t∫

−∞
e−(i/�)εg (t−τ ) J0 ((Bc + Bv)|R(t, τ )|) × J0 ((Bc + Bv)|t − τ |)2 Cg(τ )μe f f E(τ )dτ , (3.45)

Cg(t) = −(i/�)

t∫

−∞
Cp(τ )μe f f E(τ )dτ + 1. (3.46)

where μe f f = √
Nef f μ is the effective dipole moment.

For the source of harmonic radiation in solids, two mechanism of polarization can
be considered. The one is the intra-band polarization, and the other is the inter-band
polarization [37]. The electromagnetic radiation from the intra-band polarization
is due to the non-parabolicity of the band dispersion. The inter-band polarization
corresponds to the recombination emission. Numerical calculations show that the
intra-band contribution is usually smaller than that of the inter-band one [30]. So, we
consider only the contribution from the inter-band transition radiation here. The time-
dependent amplitude of the emitted radiation A(t) is proportional to the expectation
value of the source term

∑
	j a 	j b 	j as

A(t) = 〈ψ(t)|
∑

	j
a 	j b 	j |ψ(t)〉. (3.47)

Because the component of the excited states in |ψ(t)〉 is very small in the present
parameter values, we can safely write

A(t) = 〈0|
∑

	j
a 	j b 	j |ψ(t)〉 =

∑

	j
C 	j (t).

The intensity of high harmonics photons of frequency � per unit density of atoms is
then given by the Fourier transform of Cp(t) as

I (�) =
∣∣∣∣∣∣

∞∫

−∞
Cp(t) exp[i�t]dt

∣∣∣∣∣∣

2

. (3.48)

It is remarkable that the above formulas (3.45) and (3.46) for the HHG in the bulk
crystals are formally the same as the (3.12), (3.13), which are derived for the electron
dynamics in the impurity state, or a molecule in the vacuum in the previous section.
This suggests that the mechanism of the HHG in the crystal is essentially the same
as that in a gas in vacuum. A difference is that the parameter for the half band-width
in the latter model is the sum of Bc and Bv , in contrast to the former case, where only
the half band-width Bc appears in the formula.
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Fig. 3.8 Theoretical results for the high harmonic spectrum. The parameter values are (Bc +
Bv)/�ω = 15, εg/�ω = 50which correspond to the band-gap 5�ω,σ = 5T . Thefield intensities are
a eaE0 = μe f f E0 = 0.5�ω, b eaE0 = μe f f E0 = 1.0�ω, c eaE0 = μe f f E0 = 2.0�ω, d eaE0 =
μe f f E0 = 3.0�ω, respectively.

In Fig. 3.8, the dependence of the high harmonic spectra on the incident pulse-
amplitude are shown for the three dimensional tight-binding model. The parameter
values are Bc + Bv = 15�ω (total half band-width= 45�ω), ε0 = 50�ω which cor-
responds to the band gap 5�ω at �-point. The incident pulse is linearly polarized
in the x-direction, and the pulse-width is σ = 5T where T = 2π/ω. The amplitude
of the electric field is chosen as (a) eaE0/�ω = μe f f E0/�ω = 0.5, (b) eaE0/�ω =
μe f f E0/�ω = 1.0, (c) eaE0/�ω = μe f f E0/�ω = 2.0 and (d) eaE0/�ω = μe f f

E0/�ω = 3.0.
The theoretical results in Fig. 3.8 reproduce the experimental features [3, 38]

fairly well. The high harmonic spectrum has a long plateau and a sudden cutoff.
Experimentally, it is observed that the spectrum obeys the optical selection rule that
only the odd order harmonics have appreciable intensities for crystals with space-
inversion symmetry. In the theoretical line shapes, however, such a selection rule
seems to be blurred except for the low order harmonics and those near cutoff. This is
paradoxical since the theoretical results derived on a simple symmetrical model gives
much more noisy curves than the experimental data. The elucidation of this paradox
has been attracting theoretical interest recently. It is reported that the selection rule
is recovered [30, 39, 40] if one takes into account some mechanism of dephasing
in his model. In a phenomenological model [30], it was shown that a surprisingly
short dephasing time, as short as 1 femtosecond, is required in order to get agreement
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Fig. 3.9 The dependence on
the intra-band driving of the
HHG spectrum for
μe f f E0/�ω = 1.0 with a
eaE0 = 0 and b
eaE0/�ω = 3.0

with experimental data. It was also asserted that the pulse propagation in the dense
and inhomogeneous media also plays a role to make the experimental HHG spectra
clean [41]. This is an intriguing open question.

In order to clarify the distinct roles of the inter-band driving and the intra-band
driving, the theoretical line shapes of the high harmonics are shown in Fig. 3.9 for
two set of parameter values, namely for μe f f E0 = 1.0 and eaE0 = 0 (no intra-band
driving) in (a) and μe f f E0 = 1.0 and eaE0 = 3.0 (strong intra-band driving) in (b).
In Fig. 3.9a, only the 1st, 3rd and 5th harmonics are seen. In contrast, a long plateau
of high harmonics is observed in Fig. 3.9b. Note that the line-shape is almost the same
as shown in Fig. 3.8d. This means that the total line-shape of the high harmonics is
entirely determined by the intra-band driving field, although its amplitude depends
on the inter-band driving.

The features in these line-shape ofHHGqualitatively agreewith those reported [3,
38] andwith the simple formula of the three-stepmodel [28].Quantitatively, however,
the agreement with the formula by the three-step model in not good. The three-step
model predicts the energy of the cutoff of the plateau Ec as

Ec = Ip + 3Up, (3.49)
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where Ip is the ionization energy and Up is the ponderomotive energy, Up =
e2E2

0/4mω2. From (3.4), we may set Ip = εg − 3(Bc + Bv) and m = �
2/(Bc +

Bv)a2. But this gives a too small value of Ec. The main reason of the disagree-
ment is the breakdown of the effective mass approximation. In the present model
of a two-level atom crystal, it is assumed that the transition dipole moment is a
constant and the optical transition is allowed all over the first Brillouin zone verti-
cally. Although the main contribution comes from the excitation around the �-point
because the transition probability depends also on the energy gap, the contribution
from other region will not be negligible. In the present model of cosine-band, the
effective mass becomes much smaller and even formally be zero at the band-center.
For a quantitative analysis of the HHG spectra in solids, information on the actual
band structure will be needed.

On the other hand, it is reported experimentally that the high-energy cutoff in
solids has a linear dependence on the amplitude of drive laser field [42]. This is in
agreement with the present theoretical result shown in Fig. 3.8. It is noticed that,
in the theory, the gap between the edge of the plateau and the cutoff is extended in
the high intensity limit as shown in Fig. 3.8d. In order to clarify all these features,
further investigation will be needed into the electron dynamics in solids induced by
the high intensity pulse fields.

3.4 Conclusion and Prospect

I have proposed a simple formalism based on an integral equation of Volterra-type to
calculate the electron dynamics driven by intense pulse fields. It is an analogy of the
Dyson equation in time-domain, but has some advantages compared with other more
elaborate methods. If the wave-length of the electromagnetic field is much larger
than the atomic scales, as is usually the case, the integral kernel for the propagation
of the electron in the free-space or in the crystal lattice structures can be analytically
obtained. Because the integral kernels are exponential functions, it is easily extended
to higher dimensions.

In this article, I have shown two examples for the application of this method. In
the Section II, the electron is assumed to make transitions between a localized state
and a delocalized “band”. In the Section III, an electron and a hole make transitions
between the two delocalized “bands” from the “vacuum”. It is remarkable that the
integral equations are reduced to a formally the same structure, if one introduces a
“portal state”. This suggests that the mechanism of the high harmonic generation in
the system of atoms in vacuum and in the crystals are essentially the same. In the
latter case, the translational symmetry plays an important role.

One of the difference in the two models treated here is the quantitative difference
in the effective interaction amplitude with the external fields. In the case of crystals,
the dipole moment for inter-band transition is enhanced by a factor

√
Nef f , where

Nef f is the phenomenologically introduced effective number of atoms participating
in the interaction with photons. The actual value of

√
Nef f will be determined taking
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into account the experimental conditions such as the spacial profile of the laser pulses,
the relaxation times in the excited states and so forth. Anyway, it may be expected
that the solids are promising candidate for the intense light source of high harmonics
because of their higher atomic densities. Another difference of the electron dynamics
in solids from that in vacuum is the existence of a periodic structure of lattice. Usually
this is negligible in the low energy region. However, in the case of motion under the
intense electromagnetic field, the discrete structure of the crystal lattice may become
non-negligible. The criterion for this boundary is the ratio aE0/�ω. In fact, in the
simple tight-binding picture, the effective transfer energy B is reduced to zero for
aE0/�ω = 2.405 and even become negative i. e. the particle has a negative mass, for
2.405 < aE0/�ω < 5.52. This phenomenon is called a dynamic localization [43] or
a band-collapsing [44]. This is due to the coherent path-interference [24] in the driven
quantum system. This effect has been automatically incorporated in the expression of
the integral kernels under uniform electromagnetic field. To the authors knowledge,
clear experimental observation of the dynamic localization in real crystals is yet to
be done. It may be a next target in the intense-laser science in solids.
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Chapter 4
Channel-Resolved Angular Correlation
Between Photoelectron Emission
and Fragment Ion Recoil of Ethanol
in Intense Laser Fields

Ryuji Itakura, Hiroshi Akagi, and Tomohito Otobe

Abstract We investigate multi-channel dissociative ionization of ethanol in intense
near-infrared laser fieldswith photoelectron-photoion coincidence three-dimensional
momentum imaging. As the intensity of the linearly polarized laser field increases
to 23 TW/cm2, phoelectrons are dominantly emitted along the laser polarization.
The photoelectron angular distributions (PADs) are not influenced by the orientation
direction of ethanol with respect to the laser polarization direction. In the circularly
polarized laser field with 80 TW/cm2, the photoelectron angular distributions of
CH3CD2OH in the recoil frame of the CD2OH+ and CH3CD

+
2 channels are obtained.

Photoelectrons in the CD2OH+ channel are preferentially emitted from the CH3 moi-
ety at the moment of birth. By the density functional theory (DFT), we calculate the
ionization probability in the electric field as a function of its direction. The compar-
ison between the observed and calculated recoil frame (RF)-PADs suggests that the
inner valence 10a′ molecular orbital is deformed by the laser field prior to the photo-
electron emission. It is clearly shown that there are two pathways, (i) photoelectron
emission from 10a′ and (ii) photoelectron emission from the highest occupied 3a′′
molecular orbital followed by photoexcitation. In the CH3CD

+
2 channel, the RF-PAD

is found to be isotropic, suggesting the stepwise processes of photoelectron emission
and subsequent photoexcitation.

4.1 Introduction

Electronic structure and dynamics are the fundamental basis for all molecular pro-
cesses in laser fields [1]. Electrons are driven by an intense laser field and then
emitted out of molecules. Great progress of the experimental technique in ultrafast
intense laser science allows us to image electronic structure bymonitoring high-order
harmonics, fragment ions, and photoelectrons.
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High harmonic spectroscopy of an aligned molecular ensemble enables us to per-
form tomography of molecular orbitals (MOs) [2]. This has been already extended to
time-resolved measurement for deformation of degenerate hole orbitals [3], dynami-
cal symmetry [4, 5] and identification of chiral molecules [6]. Ion momentum imag-
ing with a sub-10-fs pulse is also useful to image the shape of the highest occupied
molecular orbital (HOMO) from which an electron is emitted through tunneling
without vibrational and rotational motion [7]. Recently, it is suggested that Rydberg
MOs are strongly coupled to HOMO in the course of ionization of hydrocarbon
molecules in intense laser fields [8]. The ion momentum imaging with a sub-10 fs
pulse has been updated to visualize a photoexcited state and opens the door to tracing
electronic dynamics with the pump-probe measurement [9].

Photoelectron imaging is another powerful method to probe the electronic struc-
ture. In a multielectron system, a photoelectron is emitted not only from the highest
occupied molecular (atomic) orbital, but also from inner valence orbitals. Inherently,
ionization is a multi-channel phenomenon. Photoelectron spectroscopy is superior in
assigning an electronic state, that is, an orbital from which a photoelectron is emit-
ted. Channel-resolved photoelectron spectra of dissociative ionization of ethanol
were measured with photoelectron and photoion coincidence momentum imaging
(PEPICO-MI) [10–12]. The photoelectron energy indicates the electronic and vibra-
tional states of themolecular ion formed by the ionization, and the product ion species
indicates the final electronic state of the molecular ion after the interaction with the
laser field [13]. On the basis of the difference between the photoelectron spectra
of respective product channels, ionization and subsequent electronic excitation path-
ways were revealed [10–12]. Additionally, the correlation between the photoelectron
energy and the kinetic energy of the fragment ions helps us to resolve the ionization
and electronic excitation pathways, even if a peak in the photoelectron spectrum is
too broad to assign the electronic state [10].

In the present chapter, we describe how a photoelectron is emitted from the point
view of the photoelectron angular distribution (PAD). First, channel-resolved PADs
of ethanol in linearly polarized near-infrared laser fields are shown. The angular
correlation between the photoelectron emission and the fragment recoil is extracted
by PEPICO-MI. Next, we discuss the ionization induced by a circularly polarized
laser field. From the PADs in the recoil frame where the z axis is defined by the
recoil vector of the fragment ion, the ionization probability is obtained as a function
of the angle of themolecular orientation. Theoretical calculation based on the density
functional theory (DFT) exhibits how the MO is deformed by an intense laser field.
From comparison between the theoretical and experimental results of the orientation
dependent ionization probability, the branching of the ionization and subsequent
electronic excitation pathways is also extracted [14].



4 Channel-Resolved Angular Correlation Between Photoelectron Emission … 67

4.2 Photoelectron Emission in Linearly Polarized Laser
Fields

4.2.1 Channel-Resolved Photoelectron Momentum Imaging

The details of the experimental setup for PEPICO-MI was described in our previous
publications [10, 12]. Briefly, we detected a photoelectron and a product ion in
coincidence using a pair of position sensitive detectors composed of microchannel
plates and delay-line anodes (RoentDek HEX80) [15] with a stack of holed electrode
plates for three dimensional momentum focusing [16]. The detected event rate was
set to be almost 0.3 events per laser shot by controlling the sample gas density.
Laser pulses were provided from a Ti:Sapphire chirped pulse amplification system
(λ � 783nm, 1 kHz, ≤ 2 mJ/pulse). The pulse width was measured to be 35 fs
(full width at half maximum (FWHM)) by second harmonic generation frequency-
resolved optical gating. The laser peak intensity at the focal point was estimated from
the ponderomotive energy shift of the peak in the photoelectron spectra [10, 17].
The measurement was performed in the laser intensity range of 9–23 TW/cm2. The
angles showing the direction of the photoelectron momentum pele and the fragment-
ion momentum pion are shown in Fig. 4.1. We analyzed only the photoelectron in the
range of |pelez | < 0.05 atomic units (a.u.), where pelez is the momentum component
along the z axis (time-of-flight direction).

The two-dimensional (2D) cuts of the three-dimensional (3D) photoelectron
mometum distributions correlated to the formation of respective production ions,
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Fig. 4.1 Momenta of the photoelectron and the fragment ion in the laboratory frame (Right). The
polarization direction of the linearly polarized laser field is vertical (y). Angles, θele θion, are the
polar angles of the momenta of the photoelectron pele and the fragment ions pion with respect to
the y axis. An angle ϕion is the azimuth angle of pion. In the analysis, we select only the events
that the photoelectron momentum is along the xy plane. The momentum component pelez of the z
axis (time-of-flight axis) is limited in the range of |pelez | < 0.05 atomic units. The left inset shows
a dissociative ionization scheme with pele and pion
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Fig. 4.2 Sliced photoelectron momentum images (|pelez | < 0.05 a.u.) by linearly polarized 783-nm
laser fields at the intensities of 9 TW/cm2 ((a)–(d)) and 23 TW/cm2 ((e)–(h)). Images are correlated
with the product ions, C2H5OH+ ((a) and (e)), C2H4OH+ ((b) and (f)), CH2OH+ ((c) and (g)) and
C2H5

+ ((d) and (h)). The unit of the coordinates is the atomic unit (a.u.).

C2H5OH+, C2H4OH+, CH2OH+, and C2H
+
5 were obtained by counting the events

in the range of |pelez | < 0.05 a.u. as shown in Fig. 4.2. As the laser intensity increases
from 9 TW/cm2 to 23 TW/cm2, the width of the photoelectron emission angle with
respect to the laser polarization direction decreases, indicating the transition from
the multiphoton ionization to the tunnel ionization.

4.2.2 Angular Correlation Between Photoelectron Emission
and Fragment Ion Recoil

The angular correlations between the photoelectron emission and the recoil of
CH2OH+ and C2H

+
5 at the laser intensity of 23 TW/cm2 are shown in Fig. 4.3. To

reduce the influence of the position dependent sensitivity of the detector, we took an
average of the raw count data at (θion, θele) and (2π − θion, 2π − θele) and mapped it
at (θion, θele) for symmetrization, resulting in the θion − θele maps in Figs. 4.3a and c.
The sharp peaks are clearly shown at θele = 0 and 180◦ irrespective of θion. There is
no difference between the parallel configuration of (cos θele × cos θion) > 0 and the
anti-parallel configuration of (cos θele × cos θion) < 0. In the tunnel ionization, the
photoelectron has little kinetic energy at the moment of birth and is driven by the
laser electric field. The final momentum of the photoelectron is determined by the
vector potential of the laser electric field at the moment of birth. As a result, the pho-
toelectron takes parallel and anti-parallel directions equivalently as its final direction
even if the ionization probability strongly depends on the molecular orientation with
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Fig. 4.3 Angular correlations between the momenta of the photoelectron and fragment ions,
CH2OH+ ((a) and (b)) and C2H

+
5 ((c) and (d)) at the laser intensity of 23 TW/cm2. The cor-

relation between the polar angles, θele of the photoelectron and θion of the fragment ions ((a) and
(c)). The correlation between θion and the azimuth angleϕion of the recoilmomentumof the fragment
ion with respect to the xy plane defined by the laser polarization direction (y) and the photoelectron
momentum. See text for details.

respect to the direction of the electric field. At this intensity of 23 TW/cm2, the PAD
is governed dominantly by the laser electric field. It should be mentioned that for the
C2H

+
5 formation the probability at (θion, θele) = (0◦, 0◦) and (180◦, 180◦), is smaller

than the other directions. However, the statistical fluctuation at these directions is
too large to discuss this small probability, because the counted event number is very
small.

Figures4.3b and d show the correlation between the polar angle θion and the
azimuth angle ϕion of fragement ions with respect to the x axis. In the analysis, we
treated only photoelectronswhosemomenta are on the xy plane.As shown in Fig. 4.1,
the azimuth angle ϕion of pion is equal to the difference between the azimuth angles
of the photoelectron and the fragment ion in the laboratory frame. It is found that the
probability as a function of ϕion is constant, indicating no correlation in the azimuth
angles.

From these angular correlations, it is found that the photoelectron emission is
directed along the laser electric field irrespective of the molecular orientation. It is
also confirmed that the probabilities of the photoelectron emission at the parallel and
anti-parallel directions with respect to the fragment recoil are almost the same, which
is consistent with the behavior of the tunnel ionization. From the angular correlation
between a photoelectron and a fragment ion in linearly polarized laser fields, we
can gain little insight into the electronic dynamics in molecules prior to the tunnel
ionization.
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4.3 Photoelectron Emission in a Circularly Polarized Laser
Field

4.3.1 Laboratory Frame Photoelectron Momentum
Distribution

We changed the polarization of the laser field to the circular one [14]. The pulse
width and the wavelength were 60 fs (FWHM) and 800nm, respectively. In this
experiment with the circularly polarized laser field, we used partially deuterated
ethanol CH3CD2OH to avoid production of different fragment ions with the same
mass. Similarly to the experimentwith the linearly polarized laser fields,wemeasured
the 3D photoelectron momentum distribution (PMD) in a channel-resolved manner
as shown in Fig. 4.4. In the laboratory frame where the laser polarization plane is
parallel to the yz plane, the PMDhave a torus shape dominantly along the polarization
(yz) plane. The out-of-plane angular distribution of the photoelectron with respect
to the yz plane shows the width of 31◦ (FWHM). In principle, the PMD projected on
the yz plane should exhibit a isotropic ring shape when multi-cycle laser pulses are
used. The slightly anisotropic ring shape in the observed distribution is caused by the
non-uniform spatial dependence of the detector sensitivity and the ellipticity of the
polarization. It is also noted that the PMDs of all three channels are almost the same
with a single broad peak in the energy spectrum, suggesting the tunnel ionization is
the dominant ionization mechanism.

From the observed photoelectron spectrum, the laser intensity was estimated to
be 80 TW/cm2 [18]. The corresponding electric field is 1.7 × 1010 V/m, which is 1.3

Fig. 4.4 Channel-resolved 3D PMD of CH3CD2OH ionized by a circularly polarized 800-nm laser
field at the intensity of 80 TW/cm2. Projected distributions on the xy plane ((a)–(c)) and on the
yz plane ((d)–(f)). The laser electric field propagates along the x axis and rotates on the yz plane.
Distributions are correlated with the formation of CH3CD2OH+ ((a) and (d)), CD2OH+ ((b) and
(e)), CH3CD

+
2 ((c) and (f)). The inset (right) shows the laboratory frame coordinate and the observed

angle φobs = (φinit + 90◦) between pelexy and pionxy on the laser polarization (yz) plane
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time as large as that of the linearly polarized laser field at the intensity of 23 TW/cm2

in Sect. 4.2. The final momentum of the photoelectron formed through the tunnel
ionization is governed by the laser field and independent of the fragment channel.

4.3.2 Recoil Frame Photoelectron Momentum Distribution
of the CD2OH+ Channel

Using the recoil momentum of the fragment ion detected in coincidence, we can
transform the laboratory frame (xyz) to the recoil frame (XYZ) that the YZ plane
remains to be parallel to the polarization plane, and that the Y axis is defined by the
projection pionyz of the recoil momentum pion of the fragment ion on the YZ plane.
The recoil direction of a fragment ion reflects the orientation of the ethanol molecule.
The recoil frame PMD (RF-PMD) of the CD2OH+ channel is shown in Fig. 4.5a.
The momentum distribution of the fragment ion, CD2OH+, is almost isotropic with
the maximum at pion = 0 in the laboratory frame as shown in Fig. 4.5b. In the analysis
to extract the RF-PMD, we selected the events with the fragment recoil vector along
the polarization plane. The imposed condition is that the out-of-plane angle of pion

with respect to the polarization plane is smaller than 10◦. To reduce the influence of
the initial thermal velocity, we additionally imposed the restriction on the velocity
of the fragment ion. We selected the events with the recoil velocity larger than
2 × 10−4 atomic units. The corresponding momentum is plotted as a red circle on
the momentum distribution of CD2OH+ in Fig. 4.5b. This velocity was determined
by the observed velocity spread of the parent ion, CH3CD2OH+.
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Fig. 4.5 a Observed RF-PMD of the CD2OH+ channel. The plotted distribution is the projection
on the circular polarization (YZ) plane. The projected recoil direction of CD2OH+ on the laser
polarization plane is shown by a red arrow along the Y axis in the recoil frame. b The projected
momentum distribution of CD2OH+ on the yz plane in the laboratory frame. To extract the RF-
PMD,we selectively analyzed the events that the velocity of the fragment ions is larger than 2×10−4

a.u. (a red circle) and the out-of-plane angle of the CD2OH+ recoil with respect to the polarization
plane is smaller than 10◦
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Fig. 4.6 a Observed RF-PAD �
exp
CD2OH+ (φinit) (red solid circle) for the CD2OH+ formation and

calculated RF-PADs �i,CD2OH+ (φinit) from the deformed 3a′′ (HOMO: blue open square) and
10a′ (HOMO-1: green open triangle) orbitals. The fitting result of the linear combination of
�3a′′,CD2OH+ (φinit) and�10a′,CD2OH+ (φinit) to the experimental RF-PAD�

exp
CD2OH+ (φinit) is plotted

as a light red line. b Calculated RF-PADs �0
i,CD2OH+ (φinit) from the frozen 3a′′ (blue open square)

and 10a′ (green open triangle) orbitals

To extract the angular distribution of the photoelectron at the moment of birth,
we take account of the electron drift by the circularly polarized laser field to the
perpendicular direction on the polarization plane [19, 20]. We define φinit as the
photoelectron emission angle on the YZ plane of the recoil frame at the moment of
birth. Thus the observed angle φobs between pionyz and peleyz is described as φobs = (φinit

+ 90◦). We rotated the image in Fig. 4.5a by 90◦ in a clockwise direction to obtain
the recoil frame PAD (RF-PAD) as a function of φinit . The RF-PMD image after the
90◦-rotation shows the reflection symmetry with respect to the Y axis, suggesting
that the influence of the Coulomb attraction in the photoelectron emission driven by
the laser field [21] is negligible.

The experimentally observed RF-PAD �
exp
CD2OH+(φinit) of the CD2OH+ channel is

shown inFig. 4.6. In the tunnel ionization, the photoelectron is emitted in the direction
opposite to the electric field direction. The RF-PAD �

exp
CD2OH+(φinit) exhibits a peak

at φinit = 180◦, suggesting that the ionization takes place preferentially when the
electric field is in the direction parallel to the CD2OH+ recoil vector.

Using the DFT [14, 22] with the self-interaction correlation proposed by Krieger,
Li, Iafrate [23, 24],we calculated the orientation dependent ionization probability as a
function of the direction (�,	) of the static electric fieldwith respect to themolecular
structure as shown in the inset of Fig. 4.7. It is considered that the electron can move
faster than the temporal variation of the laser electric field with the wavelength of
800nm and that the tunnel of the electron takes place even faster than one-cycle of
the laser field. The applied electric field is strong enough for the tunnel ionization
to occur dominantly. Basically, the electronic dynamics proceeds adiabatically [25].
Therefore, the ionization probability in the static electric field is valid for discussing
the ionization dynamics at a specific timing in the circularly polarized laser field.
The static Kohn–Sham equation in the external electric field E is described as
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{h[n(r)] + Vext(r)}φi(r) = εiφi(r) (4.1)

where Vext(r) is an external dipole field, Vext(r) = −eE · r. The static Kohn–Sham
orbitals φi (r) satisfy the outgoing boundary condition without any incident waves.
This is known as the Gamow state [26]. The orbital eigenvalues εi are complex as

εi = εRi + i�i , (4.2)

where εRi and �i are the real and imaginary parts of εi , respectively. The imaginary
part �i is related to the ionization probability.

In the actual calculation, we used the absorbing potential w(r) placed at a suffi-
ciently large radius R from the molecular center with a thickness �R. We solved the
following Kohn–Sham equation

{h[n(r)] + Vext(r) − iw(r)}φi(r) = (εRi + i�i)φi(r) (4.3)

with

− iw(r) =
⎧
⎨

⎩

0 (r < R)

−iw0
r − R

R
(R < r < R + �R),

(4.4)

where w0 and �R were determined so that φi (r) was completely absorbed. The
ionization probability was obtained from the electron density absorbed by w(r) [14].

The product ion CD2OH+ is known to be dominantly produced when CH3CD2

OH+ lies in the first electronically excited state which has a hole in 10a′ (HOMO-1)
[13]. Therefore, we consider that the primary pathway for the formation of CD2OH+
originates from the photoelectron emission from 10a′.

The calculated ionization probability W10a′(�,	) is shown in Fig. 4.7a, indicat-
ing the maximum of W10a′(�,	) around (�,	) = (158◦, 90◦). This electric field
direction is almost parallel to the recoil vector of the CD2OH+ fragment ion, sug-
gesting that the electron emission occurs from the CH3 moiety around φinit = 180◦.
This calculated result agrees well with the experimental one shown in Fig. 4.6.

In the presence of the electric field on the C-C-O plane of ethanol, the MOs
ϒi (�) are deformed prior to the photoelectron emission and are described as a linear
combination of the field-free MOs of �i in Fig. 4.8. For the field-deformed MO
ϒ10a′ (HOMO-1), the calculated overlap populations |〈�i |ϒ10a′(�)〉|2 are shown
in Fig. 4.9. Here, only a′ MOs are allowed to be mixed with 10a′ because the Cs
symmetry is preserved by the electric field on the C-C-O plane. If the electric field
is not on the C-C-O plane, the Cs symmetry is broken and thus the a′ orbitals can
interact with a′′ MOs. In the calculation assuming the electric field is not parallel to
the C-C-O plane, the interaction between a′ and a′′ orbitals is taken into account.

In the angular range of � = 150 − 180◦ where the ionization dominantly takes
place, the field-deformedMOϒ10a′ contains�8a′ with |〈�8a′ |ϒ10a′ 〉|2 = 0.05 − 0.07
as shown in Fig. 4.9. The ionization probability is found to be significantly enhanced
in spite of the small contribution from the neighboring MO. It is also interesting that
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Fig. 4.7 Calculated ionization probabilities a W10a′ (�,	) from the deformed 10a′ MO and b
W 0

10a′ (�,	) from the frozen 10a′ in the electric field (1.7×1010 V/m). The direction of the electric
field in the molecular frame is defined by the angles, 	 and �, in the inset (right)

ΨΨΨ

Fig. 4.8 Field-free a′ MOs of ethanol calculated by DFT

Fig. 4.9 Stacked graph of
overlap populations
|〈�i |ϒ10a′ 〉|2 of ϒ10a′ (�)

with the field free MOs
�10a′ , �9a′ and �8a′ from
bottom. The electric field is
on the C-C-O plane of
ethanol (	 = 90◦)
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the contribution from �9a′ to ϒ8a′(�) is significant around � = −30◦, meanwhile
the ionization probability is not significantly enhanced. These results indicate that
the degree of the MO mixing is not directly related to the tunnel ionization, which
is enhanced by the extension of the lobe of MO in the anti-parallel direction to the
electric field.

To confirm the effect of the orbital deformation by the electric field, we calculated
the ionization probabilityW 0

10a′(�,	) assuming the MOs are frozen in the course of
ionization. By integrating the electron density of |�10a′ |2 in the spatial region outside
the potential barrier formed by the electric field,W 0

10a′(�,	)was obtained [14]. The
potential barrier is defined using the potential by the external electric field, Vext =
−eE · r, and the Kohn–Sham potential, VKS = VH + Vxc, where VH is the Hartree
potential and Vxc is the exchange-correlation potential. Using the pseudopotential of
ions [27, 28], we determined the boundary where the total potential, Vext + VKS +
Vion, is equal to the binding energy of each MO in the outer region of the barrier.

As shown in Fig. 4.7b, W 0
10a′(�,	) have a peak around (�,	) = (−110◦, 90◦),

but does not have a maximum around (�,	) = (±180◦, 90◦). This result reflects
how far the lobe of the MO is extended toward the outer region at each direction,
similarly to the theory of molecular tunnel ionization [29]. The peak around (�,	) =
(−110◦, 90◦) corresponds to the lone pair on the oxygen atom. Comparing the ioniza-
tion probabilitiesW10a′(�,	) andW 0

10a′(�,	), it is clearly found that the ionization
is enhanced at (�,	) = (160◦, 90◦) and suppressed at (�,	) = (−110◦, 90◦) by
deformation of 10a′ MO.

We compared the calculated results with the experimentally observed RF-PAD,
�

exp
CD2OH+(φinit), more quantitatively. It is a good approximation that the photoelectron

tunnels toward the direction opposite to the laser electric field at the moment of birth.
The observed RF-PAD,�exp

CD2OH+(φinit) shown in Fig. 4.6, results from the summation
of the ionization probability over a certain angular range in the recoil frame. We
transformed the ionization probabilities W10a′(�,	) and W 0

10a′(�,	) obtained in
the molecular frame of Fig. 4.7 to those in the recoil frame described in Fig. 4.4 [14].
The ionization probability in the recoil frame was integrated in the same angular
range as the analysis of the experiment data. We took account of the solid angle
of the photoelectron emission, which is assumed to have the same distribution as
the out-of-plane distribution with the width of 31◦ (FWHM). Thus we obtained the
calculated RF-PADs in the recoil frame of the CD2OH+ channel, �10a′,CD2OH+(φinit)

from the deformed MO ϒ10a′(�) and �0
10a′,CD2OH+(φinit) from the frozen MO �10a′

as shown in Fig. 4.6a and b, respectively. The peak angle of �10a′,CD2OH+(φinit) at
φinit = 180◦ is in agreement with �

exp
CD2OH+(φinit). However, as φinit decreases from

φinit = 180◦,�10a′,CD2OH+(φinit)decreasesmore rapidly than�
exp
CD2OH+(φinit) and shows

the minimum around φinit = 100◦. Assuming 10a′ is frozen, �0
10a′,CD2OH+(φinit) has a

peak around φinit = 80◦ and dose not reproduce the experimental result at all.
The discrepancy between �10a′,CD2OH+(φinit) and �

exp
CD2OH+(φinit) around φinit =

90◦ is attributed to the sequential electronic excitation to the first electronically
excited state [(10a′)−1] following the photoelectron emission from3a′′ (HOMO) [10–
12]. We consider that the experimental RF-PAD is the summation of the following
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two pathways, photoelectron emission from ϒ10a′(�) followed by dissociation to
CD2OH+ and CH3,

CH3CD2OH → CH3CD2OH
+ [

(10a′)−1] + e− → CH3 + CD2OH
+ + e−, (4.5)

and photoelectron emission from ϒ3a′′(�) followed by photoexcitation and dissoci-
ation to CD2OH+ and CH+

3 ,

CH3CD2OH → CH3CD2OH
+[(3a′′)−1)] + e−

CH3CD2OH
+ [

(3a′′)−1)
] → CH3CD2OH

+ [
(10a′)−1] → CH3 + CD2OH

+. (4.6)

Using the DFT, we calculated the orientation dependent ionization probabilities
from 3a′′,W3a′′(�,	) andW 0

3a′′(�,	) fromϒ3a′′(�) and�3a′′ , respectively. The RF-
PADs from 3a′′ of the CD2OH+ channel, �3a′′,CD2OH+(φinit) and �0

3a′′,CD2OH+(φinit)

were also calculated in the same manner as those from 10a′. The excitation proba-
bility of the electronic ground state [(3a′′)−1] to the first electronically excited state
[(10a′)−1] is defined by fexc. In the circularly polarized laser field, fexc is the aver-
aged value over an optical cycle of the E-field rotation and independent of φinit .
Thus, �exp

CD2OH+(φinit) is described by a linear combination of �10a′,CD2OH+(φinit) and
�3a′′,CD2OH+(φinit) as

�
exp
CD2OH+(φinit) = �10a′,CD2OH+(φinit) + fexc�3a′′,CD2OH+(φinit). (4.7)

Through the least-squares fitting, fexc = 0.478(2) was obtained. The discrepancy
between �

exp
CD2OH+(φinit) and �10a′,CD2OH+(φinit) can be largely compensated by

�3a′′,CD2OH+(φinit) as plotted in Fig. 4.6a. If we do not take the MO deformation into
account, neither �0

10a′,CD2OH+(φinit) nor �0
3a′′,CD2OH+(φinit) exhibits the peak around

φinit = 180◦ as shown in Fig. 4.6b. This means that the experimental RF-PAD cannot
be explained without the MO deformation. The MO deformation plays an essential
role in ionization of the inner valence orbital 10a′.

The value of fexc was evaluated on the basis of the ion yield ratio obtained from
the time-of-flight mass spectrum shown in Fig. 4.10. The yield of CD2OH+ (m = 33
u), ICD2OH+ , is equal to the ionization probability integrated over 4π solid angle and
described as

ICD2OH+ = P10a′ + fexcP3a′′ (4.8)

where P10a′ and P3a′′ are the integrated ionization probabilities from ϒ10a′(�) and
ϒ3a′′(�), respectively. The molecular ethanol ions in the electronic ground state are
correlated to the formation of CH3CD2OH+ and CH3CDOH+[13]. Therefore, the
summation of the ion yields of CH3CD2OH+ (m = 48 u) and CH3CDOH+ (m = 46
u), ICH3CD2OH+ + ICH3CDOH+ , is expressed as

ICH3D2OH+ + ICH3DOH+ = (1 − fexc)P3a′′ . (4.9)
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Fig. 4.10 Time-of-flight mass spectrum of CH3CD2OH. The ion yield is normalized by the peak
intensity of CH3CD2OH+ (m = 48 u)

Using Eqs. 4.8 and 4.9, fexc is obtained as

fexc = RionP3a′′ − P10a′

(1 + Rion)P3a′′
, (4.10)

where Rion = ICD2OH+/(ICH3CD2OH+ + ICH3CDOH+). The other fragment ions such as
CH3CD

+
2 , CH2CD+ and CDO+ are known to be generated from the higher lying

electronically excited states of CH3CD2OH+ [13]. Considering that the observed
ion yields of the other fragment ions are even smaller that the yield of CD2OH+ and
CH3CD2OH+, the excitation probability to the higher lying electronically excited
states is estimated to be negligibly small.

The ion yield ratio of Rion = 1.33 was obtained from the time-of-flight mass
spectrum shown in Fig. 4.10. Inserting this Rion value into Eq.4.10 with P10a′ and
P3a′′ calculated by the DFT, the excitation probability becomes fexc = 0.478, which is
in good agreement with the value obtained by the least-squares fitting using Eq.4.7.

Considering the two pathways for the CD2OH+ formation, theoretically calcu-
lated RF-PAD becomes close to the experimental one. The residual discrepancy
between the theoretical and experimental RF-PADs is caused partly by the deviation
from the axial-recoil approximation in the fragmentation of CH3CD2OH+ into CH3

and CD2OH+.
The stepwise process that photoelectron emission from 3a′′ followed by pho-

toexcitation was revealed by channel-resolved photoelectron spectra and by energy
correlations between photoelectrons and fragment ions at the intensity weaker than
23 TW/cm2 of the linearly polarized laser fields [10, 12]. As the laser intensity
increased to 23 TW/cm2 and higher, the difference between channel-resolved pho-
toelectron spectra was hardly identified and the kinetic energy distribution of the
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fragment ions did not vary as a function of the photoelectron energy. Therefore, it
was difficult to separate photoelectron emission and subsequent excitation pathways
in the tunnel ionization regime. The angular correlation shown in this study provides
the RF-PAD, through which we can compare the experimental measurement with
the theoretical models. As a result, photoelectron emission and subsequent electronic
excitation pathways are clearly revealed even in the tunnel ionization regime at 80
TW/cm2 of the circularly polarized laser field.

4.3.3 Recoil Frame Photoelectron Momentum Distribution
of the CH3CD

+
2 Channel

We analyzed the CH3CD
+
2 channel in the same manner as the CD2OH+ channel.

The experimental RF-PMD is shown in Fig. 4.11a. Unlike the CD2OH+ channel,
the isotropic ring shape is observed in the RF-PMD. The momentum distribution of
CH3CD

+
2 is also shown in Fig. 4.11b, indicating the isotropic distribution with the

maximum at pion = 0, similarly to CD2OH+. In the recoil frame of this channel,
the projection pionyz of the recoil momentum pion of CH3CD

+
2 on the polarization

(YZ) plane is parallel to the Y axis. The YX plane is common to the CH3CD
+
2 and

CD2OH+ channels, but the direction of the Y axis is almost opposite with respect to
the molecular structure.

From the RF-PMD of the CH3CD
+
2 channel, the RF-PAD �

exp
CH3CD

+
2
(φinit) is

obtained as shown in Fig. 4.12, indicating the flat distribution. It is known that
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Fig. 4.11 a Observed RF-PMD of the CH3CD
+
2 channel. The plotted distribution is the projec-

tion on the circularly polarization plane. The projected recoil direction of CH3CD
+
2 on the laser

polarization plane is shown by a red arrow along the Y axis in the recoil frame. b The projected
momentum distribution of CH3CD

+
2 on the yz plane in the laboratory frame. To extract RF-PMD,

we selectively analyzed the events that the velocity of the fragment ions is larger than 2×10−4 a.u.
(a red circle) and the out-of-plane angle of the CH3CD

+
2 recoil with respect to the polarization plane

is smaller than 10◦
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Fig. 4.12 a Observed RF-PAD �
exp
CH3CD

+
2
(φinit) (red solid circle) for the CH3CD

+
2 formation and

calculated RF-PADs �i,CH3CD
+
2
(φinit) from the deformed 3a′′ (blue open square), 10a′ (green

open triangle), 2a′′ (yellow open diamond) and 9a′ (purple open circle) orbitals. The fitting
result of the linear combination of �3a′′,CH3CD

+
2
(φinit), �10a′,CH3CD

+
2
(φinit), �2a′′,CH3D

+
2
(φinit) and

�9a′,CH3CD
+
2
(φinit) to the experimental RF-PAD �

exp
CH3CD

+
2
(φinit) is plotted as a light red line

CH3CD
+
2 is produced from the second, third and higher electronically excited states

of CH3CD2OH+ [13]. The second and third electronically excited states have a hole
in 2a′′ (HOMO-2) and 9a′ (HOMO-3), respectively. TheRF-PADs,�2a′′,CH3CD

+
2
(φinit)

and �9a′,CH3CD
+
2
(φinit), from 2a′′ and 9a′ were calculated through the frame transfor-

mation of the ionization probabilities of W2a′′(�,	) and W9a′(�,	), respectively,
to the recoil frame of the CH3CD

+
2 channel.

Both of �2a′′,CH3CD
+
2
(φinit) and �9a′,CH3CD

+
2
(φinit) exhibit the peak at φinit = 180◦,

corresponding to the tunnel ionization from the OH moiety in the CH3CD
+
2 chan-

nel. These distributions are quite different from the experimental flat distribution
of �

exp
CH3CD

+
2
(φinit). In order to take account of the stepwise photoelectron emis-

sion and excitation as additional pathways, we additionally calculated the RF-PADs,
�3a′′,CH3CD

+
2
(φinit) and�10a′,CH3CD

+
2
(φinit), from 3a′′ (HOMO) and 10a′ (HOMO-1) in

theCH3CD
+
2 recoil frame fromW3a′′(�,	) andW10a′(�,	), respectively. It is found

that the electron in 3a′′ is emitted from the lone pair on the O atom (φinit ≈ 100◦) and
that the electron in 10a′ is emitted from the CH3 moiety (φinit ≈ 0◦) as described in
Sect. 4.3.2.

We performed the least-squares fitting of the linear combination of these four
RF-PADs �i,CH3CD

+
2
(φinit) to the experimental one, �exp

CH3CD
+
2
(φinit) as

�
exp
CH3CD

+
2
(φinit) =

∑

i

Ci�i,CH3CD
+
2
(φinit). (4.11)

The fitting result of the coefficient ratio was

{C3a′′ ,C10a′ ,C2a′′ ,C9a′ } = {0.623(2), 1.000(5), 0.95(744), 0.26(296)}.
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The fitting errors of C2a′′ and C9a′ are significantly large. The correlation between
�2a′′,CH3CD

+
2
(φinit) and �9a′,CH3CD

+
2
(φinit) is strong in the fitting process, because the

two RF-PADs are very similar. Considering such large fitting errors and correlation,
the quantitative evaluation is difficult. In addition, the deviation from the axial-
recoil approximation in the fragmentation should exist, similarly to the CD2OH+
channel. Nevertheless, it is certainly revealed that for the CH3CD

+
2 formation there

is a substantial contributionof the stepwise processes of the photoexcitation following
the photoelectron emission from 3a′′ (HOMO) and 10a′ (HOMO-1).

4.4 Summary

We investigated the electronic dynamics in dissociative ionization of ethanol in
intense infrared laser fields. We focused our attention on the angular correlation
between photoelectron emission and fragment recoil in the CH2OH+ and C2H

+
5

channels. The PADs were measured by using PEPICO-MI in a channel-resolved
manner. It was confirmed that the photoelectron emission tends to be directed along
the laser electric field irrespective of the molecular orientation, as the intensity of
the linearly polarized laser fields increases to the tunnel ionization regime. Similarly,
using the circularly polarized laser field at 80 TW/cm2, we could not find any differ-
ence between channel-resolved PMDs in the laboratory frame for the CH3CD2OH+,
CD2OH+ and CH3CD

+
2 channels. However, the anisotropic PMD could be extracted

in the recoil frame of the CD2OH+ channel. By taking account of the electron drift
of 90◦-rotation by the circularly polarized laser field, we could extract the RF-PAD
at the moment of birth and indicated that the tunnel ionization preferentially occurs
from the CH3 moiety. The DFT calculation in the static electric field reproduced
the experimentally observed RF-PAD. It was suggested that the deformation of the
MO prior to the photoelectron emission is essential and that the photoelectron emis-
sion from 3a′′ (HOMO) followed by the photoexcitation proceeds in addition to the
photoelectron emission from the inner valence 10a′ MO. In the CH3CD

+
2 channel,

we experimentally obtained the isotropic RF-PAD. As compared with the calculated
RF-PADs from the four valence orbitals, it was suggested that there is a substan-
tial contribution of the stepwise processes that photoexcitation follows the electron
emission from 3a′′ (HOMO) and 10a′ (HOMO-1).

Finally, angular correlation measurement like RF-PADs allows us to know how
electronic dynamics proceeds in molecules in the tunnel ionization regime, where
we could not gain a deep insight from channel-resolved photoelectron spectra and
energy correlation between the photoelectron and fragment ions.
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Chapter 5
Effects of Electron Correlation
on the Intense Field Ionization
of Molecules: Effective Potentials
of Time-Dependent Natural Orbitals

Hirohiko Kono, Shu Ohmura, Tsuyoshi Kato, Hideki Ohmura,
and Shiro Koseki

Abstract We review our effective potential approach based on the multiconfigura-
tion time-dependent (TD) Hartree–Fock (MCTDHF) method to simulate the multi-
electron dynamics of molecules. According to the formulation of MCTDHF, we
introduce the equations of motion for TD natural orbitals {φ j (t)} and TD effective
potentials veff

j (t) that determine the fate of the dynamics of φ j (t). veff
j (t) is separated

into the one-body part v1(t) including the interaction with the laser electric field
ε(t) and the two-body part v2, j (t) originating from electron–electron interaction.
The estimated ionization rate for a CO molecule in an intense near-IR field is higher
when ε(t) turns to the direction from C to O than when ε(t) is reversed, which is
in agreement with experimentally observed preferential ionization from the C side.
The mechanism of the directional anisotropy in tunnel ionization of CO is attributed
to a narrow hump near the C nucleus formed in veff

5σ (t) of the 5σ HOMO which
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results from the field-induced change in v2, 5σ (t). Analysis of effective potentials
reveals that the suppression of 5σ ionization when ε(t) points from O to C is corre-
lated with the enhancement in high-order harmonic generation from 4σ HOMO-2. A
hump structure is also found in veff

HOMO(t) of LiH interacting with an intense near-IR
pulse, which identifies the ionization mechanism as “asymmetric charge-resonance
enhanced ionization.”

5.1 Introduction

Any material can be discharged by irradiation of light if the frequency of the light
exceeds a certain threshold. This type of phenomenon was discovered in 1887 by
Hertz and Hallwachs as a photoelectric effect and is now understood as ionization
by photon absorption. In line with this discovery, Einstein proposed in 1905 the
idea that a light beam consists of photons whose energies are proportional to the
frequency of the light. In 1931, Goeppert-Mayer predicted that at high light intensity,
more than one photon can be absorbed by a system. Thirty years later, Kaiser and
Garrett experimentally verified two-photon absorption in a europium-doped crystal
by utilizing a laser light source then developed [1]. A few years later, two-photon
ionization was realized for photodetachment of I− [2]. Multiphoton spectroscopy is
currently one of the most versatile tools to investigate the structure and dynamics of
intermediate electronic states in molecules [3–5].

New features have emerged above the horizon of the research of photoionization as
the light intensity provided by laser systems available becomes as strong as Coulomb
interaction in atoms or molecules. Ti: Sapphire near-infrared (near-IR) laser systems
has now provided ultrashort few cycle pulses whose focused light intensity I are
much greater than 1014 Wcm−2. If I approaches ~1013 Wcm−2, an atom or molecule
is ionized with more than the energetically required number of photons. In this case,
the photoelectron spectrum exhibits peaks that correspond to additional photons
absorbed beyond the ionization threshold. This phenomenon, namely above threshold
ionization, was first experimentally observed by Agostini et al. [6].

Laser fields of which the intensities are beyond 1014 Wcm−2 initiate large ampli-
tude electronic motion, which results in a variety of physical or chemical phenomena
in a wide range of timescale. Intense, ultrashort femtosecond (fs) or attosecond laser
pulses are utilized to induce/manipulate electronic motions in atoms, molecules, etc.
on extremely short timescales. Such systems are then highly excited or ionized in a
nonperturbative manner. A typical phenomenon in the intensity regime of I > 1014

Wcm−2 is tunnel ionization, which can be followed by efficient high-order harmonic
generation (HHG) of emission. A number of experimental and theoretical works have
been dedicated to explore the essence of the intense-field induced electron dynamics
in atoms [7], molecules [8], solids [9], and biological systems [10], while aiming for
practical application.
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The temporal response of bound electronic/vibrational states in an atom or a
molecule to an applied electric field can be categorized into two regimes, i.e., adia-
batic and nonadiabatic [11]. It is possible to extend the concept of adiabaticity to
ionization dynamics as well. Ionization induced by intense laser fields is usually
characterized by theKeldysh parameter γ = (

ω
/
fmax

)
(2IP)

1/2
[12] (in atomic units),

where ω is the angular frequency of the applied field, fmax is the maximum of the
electric field envelope of the pulse and IP is the ionization potential. The mechanism
of ionization is usually classified as adiabatic “quasistatic” tunnel ionization if γ < 1
and as multiphoton ionization if γ > 1. One can tune γ by making the most of light
sources of different frequencies and intensities.

Diverse theoretical approaches have been developed to estimate or calculate the
ionization rate or probability. In the case where the light intensity is beyond a
certain limit, conventional perturbation theory does not function for the description
of dynamics such as ionization. A landmark in the development of nonperturbative
approaches is the one proposed by Keldysh [12], in which a formula for the rate of
intense-field ionization, suited to practical use, is constructed as an electronic tran-
sition from the ground state of an atom to quantum states of an electron liberated in
a driving electric field (Volkov states) [13]. In this approach, the wave function of
the ground state is assumed to be not perturbed by the applied field; i.e., it is fixed.
The details of the atomic energy structure, such as information on excited states or
electron correlation, are not taken into account in formulating the ionization rate or
probability. Another point to be noted in Keldysh’s approach was the neglect of the
Coulomb interaction between the released electron in the field and the remaining
ion core. To cure the deficiency, Perelomov et al. developed a method, where the
long-range Coulomb interaction is treated as the first-order correction in the quasi-
classical action of the electron [14]. This Coulomb corrected approach is known as
the Perelemov-Popov-Terent’ev (PPT) approach.

These types of approaches can be integrated as a category of S-matrix theory that
formulates the transitionprobability of a quantumprocess.Anelement of theS-matrix
in general equals to the transition amplitude obtained by projecting the total wave
function of the system onto the final state in a dynamical process. Since the early days
of the theoretical development for the description of nonperturbative ionization of
atoms or molecules in intense laser fields, several versions of the S-matrix approach
have been developed, which are together called the Keldysh-Faisal-Reiss (KFR)
theory or Strong Field Approximation (SFA) [15, 16].

The Keldysh parameter γ approaches 0 as the electric field strength of the applied
pulse becomes higher or thewavelength becomes longer (i.e., its optical period 2π

/
ω

becomes longer). In this case, an electron penetrates (or goes beyond) the distorted
“quasistatic” barrier for ionization before the sign of the laser field is reversed; then,
the Ammosov–Delone–Krainov (ADK) model [17], which is a quasistatic tunneling
theory, is most commonly used. The ADKmodel is equivalent to the quasistatic limit
(γ → 0) of the PPT approach. Tong et al. have developed a molecular version of
tunneling theory (now known as MO-ADK theory), where the symmetry property
and asymptotic behaviour of themolecular electronic wave function are incorporated
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into the treatment of the ADKmodel [18]. Tolstikhin andMorishita have established
an adiabatic theory of intense field ionization for finite-range potentials [19].

The above approaches fall under the category of the single active electron (SAE)
approximation; only one atomic or molecular orbital that is considered as the main
ionizing orbital is allowed to evolve in timewhile interactingwith the applied field. In
the SAE approximation, the orbitals (or effects) of other electrons are mostly frozen
at the shapes optimized at the ground-state calculation [20–22]; the one-electron
time-dependent (TD) equation of motion for the least-bound electron is solved by
the construction of an “effective potential” which is modelled after the interaction
of an electron with the nuclei, the applied fields and the remaining electrons. One
of the factors to be considered in the effective potential is dynamic multielectron
polarization which results from field-induced polarization due to other electrons
(orbitals) [23–25]. Semiempirical effective potentials for the ionizing orbital of a
CO molecule were constructed in [26, 27] by modeling the dynamic polarization
effects induced by the applied field.

Multielectron dynamics beyond the SAE picture, such as correlated electron
dynamics [28, 29] and channel interference in HHG [30], is currently a primary
target in the growing research field of attosecond science [31–33]. The physics in
time-dependent processes beyond the SAE picture can be captured by solving the TD
Schrödinger equation of a multielectron system with appropriate approximations. A
relatively tractable one is the systematic expansion of the S-matrix for a dynamical
quantum phenomenon (e.g., ionization) into relevant elementary processes involved
[34]. In fact, only the first or second leading term in a series expansion of the S-
matrix is evaluated because of practical difficulties associated with the higher order
expansion.

Among first-principles approaches beyond the SAE picture is the TD version
of the Hartree–Fock (HF) method, i.e., the TDHF method, where the multielectron
wave function is approximated by a single Slater determinant alone and the time
evolution of the molecular or atomic orbitals involved therein is evaluated under
the mean field approximation. As in the HF method, the TDHF takes into account
the electron–electron interaction in the mean field approximation but not correlated
electron motion. For the simulation of electron dynamics, real-time real-space time-
dependent density functional theory (TDDFT) is also utilized [35, 36]. In TDDFT,
an exchange–correlation functional is incorporated in a fictitious reference system
connected with a single TD Slater determinant, but its description of correlated
electron motion is limited to a certain level because only the total electron density is
legitimately determined.

As an orthodox method for including the correlated electron motion beyond the
mean field approximation (electron correlation in dynamics), the multiconfiguration
time-dependent Hartree–Fock (MCTDHF) method [37–47] has been developed in
the past two decades. In MCTDHF, the multielectron wave function �(t) at time
t is expressed as a linear combination of many Slater determinants corresponding
to various electron configurations, as in the case of conventional quantum chem-
istry. The quantitative accuracy is systematically improved with increasing expan-
sion length. In this method, both the orbitals and coefficients of Slater determinants
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are optimized at each time step in compliance with TD variational schemes such as
the Dirac–Frenkel variational principle [48–50].

The number of molecular orbitals (MOs) used in MCTDHF approaches has
to be restricted in practical applications. The most commonly used scheme is the
complete active space (CAS) method, where the orbitals used in the Slater deter-
minants (or configuration state functions) are classified into two sets, i.e., inactive
(core) and active orbitals. The two inactive spin-orbitals (SOs) that have the same
spatial function are singly occupied respectively in all electron configurations; one
can generate all possible electron configurations by distributing the other electrons
among the active orbitals. The core orbitals are either frozen (frozen core) or subject
to field-induced deformation (dynamically polarized core). This type of expansion
scheme is called the time-dependent complete-active-space self-consistent-field (TD-
CASSCF) method [51, 52]. Among recent advances in theMCTDHFmethod are the
restricted configuration interaction expansion up to double or triple excitations [53–
56] and the TD optimized coupled cluster expansion [57, 58], etc. Various types of
wave-function-based multiconfigurational TD approaches to describe the dynamics
of indistinguishable particles are introduced in a well-organized review [59].

More reliable and detailed results can generally be acquired as the theory
employed is more accurate; accordingly, it become more complicated to unveil the
intrinsic physics behind the numerical results. For example, the TD orbitals in the
MCTDHFmethod are severely influenced by the effects of electron correlation orig-
inating from electron–electron (two-body) interaction, but those effects cannot be
extracted straightforwardly from the time evolution of each orbital. It is difficult to
assign the temporal change in orbitals separately to those due to the one-body inter-
action (interaction of an electron with nuclei and external fields) and those due to
the two-body interaction.

In previous papers [60–64], we have attempted to establish a single orbital picture
under the influence of electron correlation. To this end, we use the TD natural spin-
orbitals {φ j (t)} proposed by Löwdin [65], which diagonalize the first-order reduced
density matrix of electrons constructed from theMCTDHFmultielectron wave func-
tion �(t). The orbital-dependent effective potentials {veff

j (r, t)} that govern the time
evolution of {φ j (t)} are then derived as a function of the spatial coordinate of an elec-
tron, r [62–64]. The TD effective potential veff

j (t) for φ j (t) is the sum of two parts:
veff
j (t) =v1(t) + v2, j (t), where v1(t) is the one-body interaction and v2, j (t) arises

from the two-body interaction. Effective potential analysis ofmultielectron dynamics
has been applied to the investigation of the directional anisotropy in intense-field
induced ionization of heteronuclear diatomic molecules such as CO and LiH [62–
64]. The role of electron correlation in dynamics can be scrutinized by comparing
TDHF and MCTDHF effective potentials.

Thanks to the advance in modern laser technology, the form and phase of a laser
field can be tailored for manipulating the dynamics of molecules on a femtosecond
or even attosecond timescale. Space-asymmetric two-color fields are used to answer
fundamental questions inherent in electron dynamics, e.g., as to what the origin
of anisotropic electronic motion is. Directional anisotropy in ionization of CO has



88 H. Kono et al.

been investigated extensively [66–69]. The emission direction of C+ or O+ from
CO observed in ω + 2ω two-color field ionization experiments demonstrates that
ionization is enhanced to a great extent when the electric field is directed from the
nucleus C to O [66–68]. This type of experiment can now be combined with the
field-free molecular orientation technique, which has already been applied to CO
[69]. In the SAE or single active orbital picture, ionization from the highest occupied
molecular orbital (HOMO) of a molecule is treated as the main process of ionization.
The role of the shape of the HOMO in anisotropic ionization is still under discussion.
It has been suggested, e.g., in [70–72] that for CO the large-amplitude lobe of the
HOMO around the nucleus C is correlated with the experimental fact that ionization
preferentially occurs when the laser field points from C to O.

The direction of anisotropic ionization observed does not always accord with
the prediction based solely on the shape and spatial extension of the HOMO. For
carbonylsulphide OCS, the π HOMO has a large amplitude around the C–S axis. In
the experiment performed by Holmegaad et al. [73], OCS molecules were fixed in
space by combined laser and electrostatic fields and ionized with intense, circularly
polarized 30-fs laser pulses. Contrary to the prediction from the shape of the HOMO,
they found that ionization is enhanced when the electric field turns to the direction
from O to S (i.e., an electron is then ejected from the O atom side).

For polar molecules such as CO and OCS, intense laser fields change the instan-
taneous energy levels of electronic states and the effects of linear Stark shifts on
intense-field-induced ionization have been investigated [74–80]. The linear Stark
effect increases or decreases the ionization potential when the electric field vector is
parallel or antiparallel to the permanent dipole moment of the HOMO. The HOMO
permanent dipole moment of OCS points from S to O and the HOMO ionization
potential decreases when the electric field points fromO to S, which is in accord with
the experimental observation for OCS in a circularly polarized field that ionization
dominantly proceeds from the O atom side [73]. In theω + 2ω two-color experiment
reported by Ohmura et al. [72], the preferential direction was however from the S
atom side (which was opposite to the ionization direction for circularly polarized
pulses [73]).

The conventional MO-ADK theory [18] predicts that the ionization rate of the
HOMO of CO is maximized when the electric field points from C to O [68], in
agreement with the experimental result (preferential ionization from the C atom
side). The results obtained by the Stark-shift-corrected MO-ADK theory indicates
the opposite trend that the ionization rate of the HOMO is maximized when the
electric field is reversed [68], which directly reflects the tendency that the linear
Stark effect increases the ionization potential of CO when the electric field points
from C to O and is thus apt to reduce the HOMO ionization rate from the C side.
On the other hand, the prediction by the Stark-shift-corrected molecular SFA [68]
is in accord with the experimental observation. The roles of permanent dipoles in
anisotropic ionization have not been fully clarified yet. The results obtained by some
theoretical approaches contradict the experimentally observed anisotropic ionization
from the C atom side [81–83]. The diversity of theoretical predictions thus demands
further and thorough investigation of the anisotropic ionization of CO.
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Among other relevant factors to be considered are field-induced multielectron
correlation effects [61] and the combined contribution to ionization from multiple
orbitals [84–86]. Although the emission direction of C+ or O+ from CO in the two-
color ionization experiments [66, 68, 84] suggests that the main ionization channel in
CO is ionization from the 5σ HOMO, next lower lying orbitals such as 1π HOMO-1
and 4σ HOMO-2 contribute to the field-ionization of CO [84]. These factors also
affect the efficiency of HHG. The effects of dynamic electron polarization on HHG
have been discussed in [87, 88].

Effective potential is a competent and versatile tool to delve into intrinsic multi-
electron nature in electronic dynamics. A straightforward application is to quantify
correlation dynamics between natural orbitals by examining the temporal change
in the corresponding effective potentials, though the effective potential itself is a
single-electron representation. In a previous study [62–64], using the scheme of the
TD-CASSCF, we calculated the effective potentials of natural orbitals for CO in an
intense near-IR field (λ = 760 nm) and investigated the mechanism of anisotropic
ionization of CO. The numerical results indicated that when the laser electric field
points from C to O, tunnel ionization from the C atom side is significantly enhanced
more than a few times compared to the field-reversed case. We found that a thin
hump originating from two-body electron–electron interaction is then formed on the
top of the field-induced distorted barrier in the HOMO effective potential. The hump
emerges only 2a0 away outward from the nucleus C, which is specified as the interac-
tionbetween the electron leaving the remaining core and the electrons swarming to the
region of hump formation (ionization exit). We attributed the directional anisotropy
in tunnel ionization of CO to this hump formation. The appearance of this kind of
hump structure seems rather general. We simulated the electron dynamics of LiH in
an intense field of λ = 1520 nm. The results indicate that a hump structure is formed
in the 2σ HOMO effective potential of LiH and sets off anisotropic ionization.

In the present review on the effective potential approach, we also demonstrate for
CO that the HHG starting from the ionization of 4σ HOMO-2 orbital is correlated
with the 5σ ionization dynamics. In the following, we outline the effective potential
approach and present the numerical results of the effective potentials for CO in
Sects. 5.3.2 and 5.3.3 and for LiH in Sect. 5.3.4.

5.2 Theory

We present in this section the outline of the multiconfiguration time-dependent
Hartree–Fock (MCTDHF) method for the simulation of multielectron dynamics
of atoms and molecules. Our novel approach converts the multielectron dynamics
obtained by numerically solving the equations of motion (EOMs) in the MCTDHF
to a single orbital picture in the natural orbital representation and the TD effective
potentials for natural orbitals are then derived from the EOMs. The roles of multi-
electron dynamics together with electron correlation are quantified on the basis of
the TD effective potentials in the single orbital picture.
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5.2.1 The MCTDHF Method

The dynamics of an Ne-electron system in intense laser fields is governed by the TD
Schrödinger equation

i�
∂�(t)

∂t
= Ĥ(t)�(t), (5.1)

where�(t) is the multielectron TDwave function of the system at time t and Ĥ(t) is
the electronic Hamiltonian that includes the interaction with the radiation field ε(t).
(5.1) is solved by using the MCTDHF method where �(t) is expanded in terms of
electron configurations {
I (t)} necessary for the description of the dynamics under
consideration ({
I (t)} are either Slater determinants or configuration state functions)
[38–47]:

�(t) =
M∑

I=1

CI (t)
I (t), (5.2)

where {CI (t)} are the configuration interaction (CI) coefficients for {
I (t)} and M
is the total number of {
I (t)}. In the present study, the spin state is assumed to be
a singlet. Each electron configuration has Nespin-orbitals (SOs) {ψk(t)}. ψk(t) for
the kth single-orbital state |k(t)〉 is the product of a one-electron spatial orbital and
a one-electron spin eigenfunction: ψk(t) = 〈x | k(t)〉, where x = (r, μ) represents
the set of the spatial coordinate r and the spin coordinate μ of an electron. The SOs
used in the expansion are here referred to as occupied orbitals and the number of the
occupied orbitals is denoted by No (in general, No ≥ Ne). In TDHF, No = Ne.

The working EOMs for {ψk(t)} and {CI (t)} have been derived by employing the
Dirac-Frenkel TD variational principle [48–50]:

〈δ �(t)|
[
Ĥ(t) − i�

∂

∂t

]
|� (t)〉 = 0, (5.3)

where δ� (t) denotes all possible variations of thewave function (5.2) with respect to
the degrees of freedom of the SOs and the CI-coefficients. We introduce a Lagrange
multiplier matrix {
mk(t)} so that the initial orthonormalization condition at t = t0
on {ψk(t)} is maintained, i.e., 〈ψk(t) | ψm(t)〉 = δkm for t ≥ t0. The resulting EOMs
for ψk(t) are expressed as

i�
∂

∂t
|ψk(t)〉 = ĥ(t)|ψk(t)〉

+
No∑

i j

A−1(t)ki
[
V̂i j (t) − 
i j (t)

] ∣∣ψ j (t)
〉
, (5.4)
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where ĥ(t) is the one-body Hamiltonian including the electric dipole interaction
r · ε(t), V̂i j (t) represents the orbital coupling between i and j mediated by other
orbitals [39] and

Ai j (t) = 〈�(t)|â†i (t)â j (t)|�(t)〉 (5.5)

is the (i, j) matrix element of the 1st order reduced density matrix (1RDM)
ρ(x, x′, t). The operators â j (t) and â†j (t) are, respectively, the annihilation and

creation operators for an electron in ψ j (t). V̂i j (t) is a function of r and dependent
on {CI (t)}. The 1RDM at t, which is a Hermitian matrix, can be calculated from
{ψ j (t)} and {CI (t)}, which is given by

ρ(x, x′, t) =
No∑

i j

Ai j (t) ψ∗
i (x, t) ψ j (x′, t). (5.6)

The trace of the 1RDM is normalized as �i Aii (t) = Ne and A−1(t)ki in (5.4) is
the (k, i) element of the inverse of the1RDM.

The Lagrange multiplier 
i j (t) may be expressed as


i j (t) =
No∑

k

〈
ψ j (t)

∣∣
[
V̂ik(t) + Aik(t)ĝ(t)

]
|ψk(t)〉, (5.7)

where ĝ(t) should be determined so that the orthonormalization condition〈
ψ j (t)

∣∣ ψk(t)
〉 = δ jk is sustained. For (5.7), one can rewrite (5.4) as

i�
∂|ψk(t)〉

∂t
=

[
ĥ(t) − ĝ(t)

]
|ψk(t)〉 + Q̂(t)

[
ĝ(t)|ψk(t)〉

+
No∑

i j

A−1(t)ki V̂i j (t)
∣∣ψ j (t)

〉
⎤

⎦,

(5.8)

where Q̂(t) = 1 − ∑No
k |ψk(t)〉〈ψk(t)| is the projector onto the complement to the

current orbital space {ψk(t)}. Since the time derivatives of SOs hold the following
relation

i�
〈
ψ j (t)

∣∣ ∂

∂t
|ψk(t)〉 = 〈

ψ j (t)
∣∣
[
ĥ(t) − ĝ(t)

]
|ψk(t)〉, (5.9)

the time propagation becomes unitary if ĝ(t) is a Hermitian operator like ĝ(t) =∑No
mn |ψm(t)〉gmn (t)〈ψn(t)| with gmn (t) = g∗

nm(t). The derivation of EOMs for CI-
coefficients starts with inserting 〈δ� (t)| =〈

∂� (t)
/
∂CI

∣∣δCI into the Dirac–Frenkel



92 H. Kono et al.

variational principle (5.3) [38, 39, 41]. The EOM for CI thus obtained contains
{CI (t)}, {gkm(t)} and the matrix elements of the electron–electron interaction among
SOs. The EOMS for {CI (t)} are coupled with (5.8).

For time propagation of �(t), we choose ĝ(t) = ĥ(t) in (5.8) or (5.9) which
is favorable for the numerical stability in solving the EOMs for

{
ψ j (t)

}
and

{CI (t)}; during the time-propagation of
∣∣ψ j (t)

〉
, the orthonormalization condition

then remains in the form of
〈
ψi (t)

∣
∣ ∂ψ j (t)

/
∂t

〉 = 0 (for i = j and i �= j).

5.2.2 Derivation of Effective Potentials

For the choice of ĝ(t) = ĥ(t), Ai j (t) �= 0 in general. In fact, there is a way of
obtaining a diagonal representation of the 1RDM. Diagonalization of the rhs of (5.6)
by a unitary transformation of {ψ j (t)} is equivalent to seek an appropriate orbital
set {φ j (t)} that satisfies Ai j (t) = 0 for i �= j . These orbitals {φ j (t)} are nothing
but natural orbitals [65]. The diagonal elements in the 1RDM for natural orbitals
{φ j (t)}, n j (t) = A j j (t), are called the occupation number of φ j (t). The expectation
value s(t) of any one-body operator ŝ is expressed as a sum of diagonal elements
s j (t) = 〈

φ j (t)
∣∣ŝ

∣∣φ j (t)
〉
[60]:

s(t) =
NO∑

j

n j (t)s j (t) (5.10)

For instance, the expectation value of the field-induced dipole moment d̂ satisfies
(5.10).

The elements {Akm(t)} of (5.5) for the wave function (5.2) can be expressed by
using CI-coefficients. The EOM for Akm(t) in the natural orbital representation we
derived is as follows [62–64]:

dAkm(t)

dt
= − i

�

{
Wmk(t) − W ∗

km(t) + gmk(t) [nk(t) − nm(t)]}. (5.11)

where Wkm(t) is defined as [89, 90]

Wkm(t) =
∑

pqr

[
ψk(t)ψq(t)

∣
∣ψr (t)ψp(t)

]

〈�(t)|â†m(t)â†r (t)âp(t)âq(t)|�(t)〉,
(5.12)

with the conventional two-electron integral (in atomic units)

[
ψkψq

∣∣ψrψp
] =

∫
dx1dx2ψ∗

k (x1)ψq(x1)|r 1 − r 2|−1ψ∗
r (x2)ψp(x2). (5.13)
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Let us start with the condition that ψ j (t0) = φ j (t0) at t = t0. In order to satisfy
Akm(t) = 0 for k �= m at t ≥ t0, we have to set gmk(t) in (5.11) as

gmk(t) = Wmk(t) − W ∗
km(t)

nm(t) − nk(t)
for m �= k. (5.14)

The above constraint that Akm(t) = 0 for k �= m alone does not automatically
determine the values of the diagonal elements of the operator ĝ. We here set the
diagonal elements to be gkk(t) = 0. According to this condition of gkk(t) = 0, the
phases of {CI (t)} and the global phases of {φ j (t)} are consistently and uniquely
determined through (5.8) and the EOMs for {CI (t)}. In [89], the EOMs for natural
SOs and their populations have been formulated by using the time-dependent density
matrix functional theory.

Substitution of (5.14) and gkk(t) = 0 into (5.8) yields the formal EOMs for the
natural SOs {φk(t)} [62]

i�
∂φk(r; t)

∂t
= [

t̂ + veff
k (r, t)

]
φk(r, t) (5.15)

where t̂ is the kinetic energy operator of an electron. The one-body quantity veff
k (r, t)

is regarded as the orbital-dependent effective potential that determines the dynamics
of φk(t) under multielectron interaction. We note that veff

k (r, t) consists of two inde-
pendent terms: the one-body interaction term v1(r, t) including r · ε(t) and the
two-body term v2, k(r, t) as

veff
k (r, t) = v1(r, t) +

NO∑

j

〈r|Ûk j (t)
∣
∣φ j (t)

〉

φk(r, t)
= v1(r, t) + v2, k(r, t), (5.16)

where Ûk j (t) represents the coupling between φk(t) and φ j (t)

Ûk j (t) = (
1 − δk j

)Wjk(t) − W ∗
k j (t)

nk(t) − n j (t)
+ Q(t)

V̂k j (t)

nk(t)
(5.17)

Multielectron (correlation) dynamics can be examined by separately tracking
the temporal change in v1(r, t) and that in v2, k(r, t). The expectation value of
t̂ + veff

k (r, t) over φk(t) may be designated as a real-valued effective orbital energy
εk(t). In practice, we calculate the “instantaneous” (orthonormal) natural orbitals
{φ j (t)} at time t from {ψ j (t)} and {CI (t)} obtained inMCTDHF simulation under the
condition of ĝ(t) = ĥ(t). veff

k (r, t), as well as its components v1(r, t) and v2, k(r, t),
can be plotted as a function of r by inserting {φ j (t)} and the corresponding {CI (t)}
(different from {CI (t)} obtained in the case of ĝ(t) = ĥ(t)) into (5.16).
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5.3 Results and Discussion

We first present the numerical results of the ionization and HHG dynamics of a
CO molecule in an intense near-IR field (λ = 760 nm) [62–64]. In Sects. 5.3.1–
5.3.3, the characteristic features of the anisotropy in ionization and HHG of CO
and the effects of electron correlation are examined in detail on the basis of the TD
effective potentials for the 4σ and 5σ natural orbitals derived from the MCTDHF
framework. The shapes of effective potentials are discussed from the viewpoint as
to how electron correlation distinctly affects the electronic dynamics of CO. In the
numerical simulations for CO [62–64], 10 spatial orbitals 1σ, 2σ, 3σ, 4σ, 2 × 1π,
5σ HOMO, 2 × 2π LUMO (lowest unoccupied molecular orbital) and 6σ are taken
into account. We then adopted a TD-CASSCF scheme for the time evolution of the
multiconfiguration expansion wavefunction [51]; the lower lying core SOs up to 4σ
were treated as occupied by one electron and the time evolution of the four core
orbitals obeys the EOMs derived for the core SOs. The high lying 6 SOs of 2 × 1π,
5σ, 2 × 2π, 6σ were chosen as the active orbitals that constitute the complete active
space which accommodates the remaining 6 electrons. In this case, the expansion
length M is 400.

The polarization direction of the applied electric field ε(t) was assumed to be
parallel to the C–O axis. We adopted a two-cycle electric field ε(t) (the C–O axis
component of ε(t)) of frequency of �ω = 0.06Eh = 1.64 eV (wavelength λ =
760 nm, optical period Tc = 2π

/
ω = 2.53 fs), where Eh is the Hartree. The carrier-

envelope phase (CEP) ϕ is introduced as

ε(t) = f (t) cos(ω t − ϕ), (5.18)

where the envelope function f (t) is given by f (t) = f0 sin2
(
π t

/
2Tc

)
with its

maximum value of f0 = 0.0665 Eh/(ea0) = 3.42 × 1010 Vm−1 (the corresponding
light intensity I0 = 1.54 × 1014 W cm−2). ε(t) for ϕ = −0.5π is shown in Fig. 5.1a
and its sign is reversed when ϕ = 0.5π.

Since the polarization direction is parallel to the molecular axis, cylindrical
symmetry is maintained; the cylindrical coordinates z and ρ are thus convenient
for the numerical grid point representation of spatial orbitals; z is chosen parallel
to the molecular axis. The nuclei C is placed at z = − 1.066 a0 and O is placed
at z = 1.066 a0 (ρ = 0), where a0 is the Bohr radius (the C–O difference fixed is
the equilibrium internuclear distance R e = 2.132 a0). The parameters necessary to
numerically represent MOs such as grid intervals are given in [62].
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Fig. 5.1 a Electric field profile ε(t) of the applied two-cycle pulse (5.18) of ω = 0.06Eh
/

� with
CEP of ϕ = −0.5π (green broken line). The polarization direction is parallel to the C–O axis. The
field strength is maximized at t = 1.97 fs as εmax = 0.0578 Eh/(ea0) = 2.97 × 1010 Vm−1 and the
field strength at t = t1 = 2.03 fs is ε(t) = 0.0572 Eh/(ea0) = 2.94 × 1010 Vm−1. The induced
dipole moment d5σ (t) of the 5σ natural orbital is superimposed (black solid line) and that at t1 is
d5σ (t1) = 0.23ea0. b Common logarithmic plot of the 5σ natural orbital |φ5σ (t = 0)| of CO. The
nuclei C and O are located at z = − 1.066a0 and z = 1.066a0, respectively. The logarithmic contour
interval is 1; for instance, the value of |φ5σ (t = 0)| at the contour height of − 4 is 10−4a0−3/2. See
Sect. 5.3.3 and Fig. 5.4a for the hump ridge indicated by a dotted line. Adapted from Figs. 1 and 2
in [64] with permission from the publisher

5.3.1 Intense-Field-Induced Ionization and Induced Dipole
Moment of CO

The temporal change in induced dipole moments seves as an index to characterize
the overall electronic dynamics of a molecule. For the applied pulse (5.18) with
ϕ = −0.5π, the induced dipolemoment of the 5σHOMOnatural SOφ5σ (t), denoted
by d5σ (t), is plotted in Fig. 5.1a together with the time profile of ε(t). The change
in d5σ (t) is almost in proportion to ε(t) up to the end of the first optical cycle (up
to ~2.5 fs); the electronic response to ε(t) is quasi-adiabatic. One of the reasons for
this quasi-adiabatic feature is due to the fact that the energies of the excited singlet
states of CO are 8.5 eV above the ground state, which is much higher than one
photon energy of �ω = 1.64 eV [91]. In the adiabatic regime, the induced dipole
moment is represented by a function of the applied electric field ε(t), which is not
necessarily a linear function of ε(t). The electronic state can drastically alter in time
as the interaction with the applied field proceeds. In the second optical cycle, the
response to ε(t) becomes nonadiabatic: electrons go back and forth during a half
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optical cycle (excited bound states are involved if d5σ (t) �= 0 when the field returns
to 0, i.e., when ε(t) = 0).

We found that ionization exclusively occurs from the 5σ orbital when the laser
electric field points from the nucleus C to O, i.e., ε(t) > 0 (for instance, at t ≈ t1 =
2.03 fs in Fig. 5.1a). The electric field then pushes electrons toward the side of z < 0
(from O to C). The ionization from 5σ was significantly reduced when ε(t) < 0.
A criterion as to how adiabatically or nonadiabatically ionization proceeds is given
by the Keldysh parameter γ . For the pulse (5.18), γ ~ 1.0. Recent theoretical and
experimental studies have indicated that for few-cycle laser pulses, tunneling remains
as the dominant mechanism in ionization even up to γ ~ 3.0 [92]. We thus classify
the ionization process for the pulse (5.18) as tunnel ionization.

The ionization components from 4σ and 1π are less than that of 5σ [62], by orders
of magnitude. The anisotropic ionization of CO is thus attributed to the nature of
the 5σ HOMO. The TOF fragment analyses of ω + 2ω experiments for CO [66–68]
have also indicated that the ionization rate takes the maximumwhen the electric field
ε(t) points from C to O and takes the minimum when ε(t) is reversed. For the pulse
(5.18), the ionization rate estimated around the second peak of ε(t) (at t ≈ t1) is
five times larger for ϕ = −0.5π than for ϕ = 0.5π [62], which semiquantitatively
agrees with the experimentally observed anisotropy [66].

The absolute value of the 5σ orbital amplitude, |φ5σ (t = 0)|, is depicted in
Fig. 5.1b as a logarithmic contour map. In various studies [18, 68], the anisotropy
in near-IR induced ionization has been attributed to the feature that the 5σ natural
orbital has a large lobe protruding from the C atom. In Sect. 5.3.3, we focus on the
crucial role of electron correlation in the anisotropic ionization in CO.

5.3.2 HHG Spectra of CO

We demonstrate in this subsection that HHG spectra S(ωH) are affected by
anisotropic ionization, where ωH is the frequency of HHG. The HHG spectrum
of a single molecule can be calculated from the Fourier transform F of the second
order time derivative of the expectation value d(t) of the dipole moment operator d̂,
i.e., the dipole acceleration d̈(t):

S(ωH) =
∣∣∣F

[
d̈(t)

]∣∣∣
2

(5.19)

The dipole moment d(t) in the natural orbital representation is expressed from
(5.10) as

d(t) =
No∑

j

n j (t)
〈
φ j (t)

∣∣d̂
∣∣φ j (t)

〉
(5.20)
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The induced dipole moment such as d5σ (t) is given by
d5σ (t) =〈φ5σ (t)|d̂|φ5σ (t)〉 − 〈φ5σ (0)|d̂|φ5σ (0)〉. See d5σ (t) in Fig. 5.1a.

The HHG spectrum can be decomposed into different paths associated with
respective natural orbitals by using the following expression [62]:

d(t) ≈
No∑

j

No∑

k

nk(t)
〈
φ j (0)

∣∣ d̂|φk(t)〉
〈
φk(t)

∣∣ φ j (0)
〉

(5.21)

where the overlap
〈
φk(t)

∣∣ φ j (0)
〉
denotes the transition from the initial orbital∣

∣φ j (0)
〉
to the intermediate orbital |φ k(t)〉 driven by an applied field. This process

is designated by the notation kt ← jt=0. The orbital φ k(t) is allowed to include
continuum components that may return to the ion core of the molecule. The transi-
tion matrix

〈
φ j (0)

∣∣ d̂|φk(t)〉 represents the HHG upon electron recombination from
the continuum component of |φ k(t)〉 back to the initial orbital

∣∣φ j (0)
〉
. This optical

process is designated by jt =0 ← kt . Each HHG process is weighted by the occupa-
tion numbers {nk(t)} of intermediate orbitals. A whole optical path in HHG can be
denoted as jt = 0 ← kt ← jt = 0, which represents the HHG process that starts from
jt = 0 to jt=0 through kt . Each path is thus denoted by a combination of the initial,
intermediate and final natural orbitals. For instance, the path 5σt=0 ← 5σt ← 5σt = 0

through φ5σ (t) is denoted as the 5σ diagonal path. (5.21) can thus be interpreted as
an extended formula for the three-step model [93, 94].

The HHG spectra S(ωH) of CO for the pulses (5.18) with ϕ = ∓0.5π, are
presented in Fig. 5.2. As shown in Fig. 5.2a for ϕ = −0.5π, S(ωH) of the 5σ
diagonal path is much higher than that of the 4σ diagonal path, especially in the
range of ωH ≤ 9ω. In the following, we omit “diagonal”. The cutoff energy [93] of
HHG is ≈ 21 �ω for 5σ. The 5σ path in this range originates from the continuum
component born in the 5σ orbital around t = t1, of which the HHG is generated
around t = t2 ≈ 3 fs. The continuum component from 5σ born at the third peak of
ε(t) (< 0 at t ≈ t2) is relatively small because of the anisotropic ionization of CO.
Shown in Fig. 5.2b are the HHG spectra for ϕ = 0.5π . In this case, the HHG of the
5σ path, which stems from the electron released at t ≈ t2 (ε(t2) > 0), is suppressed
in comparison with the 5σ HHG for ϕ = −0.5π. This is because the fourth peak of
|ε(t)| is weaker than the third peak at t ≈ t2, whereas ε(t1) ≈ |ε(t2)| for ϕ = −0.5π .
In either case of ϕ = ±0.5π, the HHG of the 5σ path is generated by an electron
freed from the 5σ orbital when ε(t) > 0.

For the 4σ path, the opposite trend is observed as shown in Fig. 5.2. For this path,
the 5th order peak for ϕ = −0.5π results from ionization at t ≈ t2 and the 8th
order peak for ϕ = 0.5π results from ionization at t ≈ t1. Both peaks arise from
the continuum component generated in the 4σ orbital when ε(t) < 0. For ϕ = 0.5π ,
prominent in the HHG of the 4σ path is the 8th order peak, which is much higher
than the 8th order peak of the 5σ path. In addition to the 4σ and 5σ paths, the 1π
path also exists; its HHG intensity is comparable to those of the 4σ and 5σ paths,
though the 1π path is not the highest among all paths [62]. The HHG intensities of
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Fig. 5.2 High-harmonic spectra of the 4σ (blue broken lines) and 5σ (red solid lines) diagonal
paths of CO for the pulses (5.18) with different CEPs: a ϕ = −0.5π and b ϕ = 0.5π. The thin solid
line denotes the total intensity S(ωH) of HHG. The applied pulse for (a) ϕ = −0.5π is shown in
Fig. 5.1a. The highest peaks of the 4σ and 5σ paths in the two CEP cases are denoted by an asterisk
“*”. Adapted from Fig. 3 in [64] with permission from the publisher

off-diagonal paths such as 4σt=0 ← 5σt ← 4σt=0 are not drawn in Fig. 5.2, which are
much weaker than the intensities of the dominant diagonal paths such as the 4σ and
5σ paths.

5.3.3 Effective Potentials for Natural Orbitals of CO

In this subsection, the mechanism of anisotropic near-IR induced ionization and
multielectron (correlated) dynamics of CO are investigated by the use of the TD
effective potentials of natural orbitals defined by (5.16). One can reveal the intrinsic
multielectron nature in ionization dynamics by tracing the temporal change in the
effective potential of each natural orbital. Plotted in Fig. 5.3 are 1-dimenisional cuts
of 5σ effective potentials veff

5σ (t) = v1(t)+ v2,5σ (t) at t = t1 for the pulse (5.18) with
ϕ = ∓0.5π . In this figure, the effective potential is shown as a function of zwhile ρ is
fixed at 0.755a0. Around this value of ρ, the electron density integrated over z takes a
maximum. Figure 5.3a and b display the effective potentials for ϕ = −0.5π obtained
by TDHF and TD-CASSCF, respectively; Fig. 5.3c display those for ϕ = 0.5π
obtained by TD-CASSCF.
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For ϕ = −0.5π , ε(t) at t ≈ t1 points from C to O. The change in the one-body
part v1(t) is governed by the dipole interaction, i.e., v1(t) = v1(0) + zε(t); thus,
v1(t) + v2,5σ (0) linearly slants, as shown in Fig. 5.3a and b. The change in the
two-body part v2,5σ (t) differs between the two methods TDHF (M = 1) and TD-
CASSCF. The effective potential v1(0)+v2,5σ (t1) for TD-CASSCF exhibits a hump
structure around z = − 3a0, while v1(0)+v2,5σ (t1) for TDHFmonotonically rises as
z → −∞. As a result, the total one veff

5σ (t1) =v1(t1)+v2,5σ (t1) shown in Fig. 5.3b has
a thin hump barrier amenable to tunneling on the top of the field-induced distorted
barrier of v1(t1) + v2, 5σ (0).

The tunnel barrier is formed far away from the nuclei when the phase of ε(t) is
reversed at t ≈ t2, which explains suppressed tunnel ionization when ε(t) < 0 [62].
This feature is clearly demonstrated by effective potentials for ϕ = 0.5π shown in
Fig. 5.3c. In the case of ε(t1) < 0, the field pushes electrons toward the direction
from C to O. The two-body part v1(0) + v2, 5σ (t1) monotonically increases up to the
point of z ≈ 14a0. Consequently, the tunnel barrier of veff

5σ (t1) appears at z ≈ 14 a0. It
should be noted in Fig. 5.3c that veff

5σ (t1) > veff
5σ (0) up to z ≈ 8a0, albeit the presence

of the applied electric field of ε(t1) < 0.
The above features of veff

5σ (t) well explain the directional anisotropy of tunnel
ionization of CO. Since hump formation cannot be described by the mean field
approximation in TDHF, as shown in Fig. 5.3a,we conclude that the origin of the
hump is correlated electron motion. The ionization probability obtained by TDHF
is less than 1/20 of the TD-CASSCF value [62], as expected from the comparison
between Fig. 5.3a and b.
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Figure 5.4a and b depict the TD-CASSCF effective potentials of veff
5σ (t1) and

veff
4σ (t1) for ϕ = −0.5π as functions of z and ρ. As indicated in Fig. 5.4a, the hump
barrier around z = − 3 a0 of veff

5σ (t) lowers with increasing ρ. The difference in
total electron density between t=t1 and t=0, shown in Fig. 5.4c, is locally peaked
near the point (z, ρ) =(−3a0, 0), because electronsmostlymove and swarmalong the
C–Oaxiswhen the polarization direction is parallel to it. This peak area in the electron
density is regarded as an exit zone of ionization (an ionization exit with a crowd of
electrons). The effective potential v1(0)+ v2, 5σ (t1) or veff

5σ (t1) has thus a hump at the
same ionization exit, ascribed to electron–electron repulsion or interactions between
orbitals. The ridge of the hump in veff

5σ (t1) is drawn by a broken line in Fig. 5.4a. The
ridge elevates as ε(t) > 0 increases and incises the lobe of φ5σ (t) (see Fig. 5.1b),
which accelerates the ionization from φ5σ (t) in the area outside the ridge (z < −
3a0).

As shown in Fig. 5.4b, veff
4σ (t) has a high barrier generated from the change in

v2, 4σ (t), which is ascribed to the electron–electron interaction with a 5σ electron on
route to ionization. The high barrier formed at a radius of ~7a0 (z < 0) from the
nuclei drastically suppresses the ionization of a 4σ electron that contributes to HHG
(see Fig. 5.2a). On the other hand, for ϕ = 0.5π , ε(t1) < 0; then, veff

4σ (t1) is nearly
flat in the range of 2 a0 < z < 8 a0. A barrier formed is far away (z > 10 a0) from the
nuclei [62]. As a result, the electron released has wider space for quiver motion or
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rescattering. This is the reason why the HHG of the 4σ path is enhanced for ϕ=0.5π,
especially with respect to the 8th harmonic, as shown in Fig. 5.2b.

The one-body part v1(t) is simply equal to v1(0) + zε(t). The crucial point of the
effective potential veff(t) resides in how field-induced electron–electron interaction
affects the two-body part v2(t). As shown in Fig. 5.3b, v1(0)+v2,5σ (t1) exhibits a
distinct feature, i.e., a hump near z = − 3a0, which is missing in the effective
potential v1(0)+v2,5σ (0) in the absence of the applied field. The hump height from
the asymptotic value of v1(0)+v2, 5σ (t1) at z = −∞ to the barrier top, denoted
by �v2,5σ (t1), is ~0.50Eh. The induced dipole moment d5σ (t1) is 0.23ea0, as read
in Fig. 5.1a. In the first optical cycle, the response to ε(t) is nearly adiabatic. We
confirmed that in the time domain around t = t1,�v2,5σ (t) increases with increasing
d5σ (t). The decayprofile of the humpas a function of z (<0) is however not reproduced
by simply introducing the interaction associated with field-induced polarization,
Vint = d5σ (t) /(z0 − z)2 [23], where z0 is the position of the point dipole. Global
quantities such as induced dipole moments are insufficient to quantify the origin of
the hump. The local structure of the electron distribution should be considered in
detail, as discussed in the following paragraph.

The change in field-induced electron–electron interaction dominates the induced
dipole moment, which is quantified by the change in total electron density P(z, ρ; t).
The difference P(z, ρ; t)−P(z, ρ; 0) in TD-CASSCF total electron density is
depicted in Fig. 5.4c as a contour map. The major change in electron density is
a complicate vertical quadrupole form. The increase in electron density around
(z, ρ) = (−3a0, 0) is found to be in the region of the hump formation in Fig. 5.4a.
To conclude, the hump formation in v1(0)+v2, 5σ (t1) is due to the penetration of an
electron into the potential barrier caused by a field-induced local buildup in electron
density. This newly emerging barrier, i.e., hump, plays a role as the tunnel ionization
exit in the presence of electron correlation. For TDHF, the area where the electron
density ascends is broad and obscure in comparison with the TD-CASSCF case,
which is consistent with the fact that no hump structure emerges in Fig. 5.3a.

5.3.4 A Hump Structure in the HOMO Effective Potential
of LiH

We present in this subsection the results of simulation for LiH interacting with an
intense near-IR pulse in order to demonstrate that the emergence of hump structures
is universal. We used three spatial orbitals for the expansion of the MCTDHF wave-
function �(t) as active orbitals: 1σ, 2σ HOMO and 3σ. The Li and H nuclei are
placed at z = −1.5a0 and 1.5a0 (≈ the equilibrium internuclear distance 3.02a0),
respectively. See the inset of Fig. 5.5.

The applied laser field ε(t) is set to be parallel to the molecular axis. Here, we
employed the same two-cycle shape of ε(t) as in (5.18). The CEP was chosen as
ϕ = −0.5π but ω and f0 are different from those in (5.18): ω = 0.03Eh

/
� (λ =
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1520 nm) and f0 = 0.02Eh /(ea0) = 1.03 × 1010 Vm−1 (light intensity I0 = 1.40 ×
1013 Wcm−2). The pulse length is thus doubled as 2(2π /ω) = 10.12 fs.

When ε(t) reaches the positive peak in the second half cycle (t = 4.05 fs), ε(t) =
0.0172 Eh/(ea0) = 8.84 × 109 Vm−1; the electron then receives a force toward the
negative z direction. At t ≈ 4 fs, a hump structure appears in v1(0)+ v2, 2σ (t), which
has a negative hole in the centre of (z, ρ) ≈ (−1.5a0, 0). The external ridge of this
caldera-like hump structure is indicated by a semicircle dotted line in Fig. 5.5, where
the difference in total electron density between the two time points t = 4.05 fs and t
= 0 is drawn by a contour plot. The hump ride agrees with the node of the 2σ orbital
at t = 0 illustrated in the inset of Fig. 5.5.

The hump in the HOMO effective potential of LiH also plays a decisive role in the
ionization process, as explained below. The inset of Fig. 5.5 shows that the electron
density of the 2σ orbital in the absence of the applied field (at t = 0) is larger in
the H atom side than in the Li atom side. The electron cloud around Li spreads only
in a limited area of −2.5a0 < z < −1a0. When a field is applied and ε(t) > 0, the
electron cloud is subject to a force in the negative z direction. This motion toward
the negative z direction is however blocked by the external ridge which encircles the
buildup in total electron density around the point (z, ρ) =(−1.5a0, 0), as shown in
Fig. 5.5. The ridge does not emerge in the case of TDHF, reinforcing our conclusion
that this ridge structure is due to electron correlation.

Electron density is thrusted into the Li atom region when ε(t) > 0, of which
component is mostly retained near Li during the next half optical cycle; i.e., the
electronic response to the applied field is no longer adiabatic, i.e., nonadiabatic [61]
(the energy of the first excited state is as low as ~3.3 eV [95]). When ε(t) reaches a
negative peak at t ≈ 6 fs, part of this component is liberated from the H side toward
the positive z direction. This type of two-step nonadiabatic ionization has been found
in the intense field ionization of H+

2 , which is widely known as charge-resonance
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enhanced ionization [11, 96, 97]. In this two-step mechanism, ionization proceeds
from the ascending well (the Li potential well when ε(t) < 0) of which the energy
level is higher than the other descending well (the H potential well) because of the
dipole interaction energy zε(t). This type of ionization mechanism may be called
“asymmetric charge-resonance enhanced ionization”. The ionization probability for
ϕ = 0.5π is reduced to ~1/3 in comparison with the ϕ = −0.5π case.

5.4 Conclusions

We analyzed the multielectron dynamics of CO and LiH molecules in near-IR fields
on the basis of the TD effective potential approach proposed in [62–64]. Within the
framework of the MCTDHF method, the effective potentials { veff

j (t)} are defined
as one-electron potentials that determine the temporal evolution of natural orbitals
{φ j (t)} :veff

j (t) = v1(t) + v2, j (t), where v1(t) is the one-body interaction including
that with the applied laser field ε(t) and v2, j (t) represents an effective two-body
electron–electron interaction for a single electron.

The TD multiconfiguration expansion wave functions �(t) for CO in intense
near-IR fields were calculated by the TD-CASSCF method and the TD effective
potentials as a function of a single-electron spatial coordinate r were then obtained
from the natural orbitals and corresponding CI expansion coefficients of �(t). The
mechanism of the anisotropic ionization of CO in an intense two-cycle pulse of
λ = 760 nm was investigated by monitoring the temporal change in veff

5σ (t) for the
5σ HOMO. Two-body interaction can dramatically change the shape of the tunnel
barrier in the 5σ effective potential, whereas the one-body potential v1(t) is simply
slanted by the electric dipole interaction. When the electric field points from C to
O (ε(t) > 0), a hump, which is due to field-induced electron–electron interaction,
appears distinctly in v1(0)+ v2, 5σ (t). A hump emerges in veff

5σ (t) near the nucleus C,
~2 a0 away outside fromCalong the coordinate z parallel to themolecular axis, where
the total electron density is locally increased by the applied field. The formation of
the hump, which does not appear in the results obtained in the TDHF calculations, is
attributed to the electron correlation in dynamics. In conclusion, the hump formation
in v1(0)+v2, 5σ (t1) reflects the event that an electron penetrates through the potential
barrier due a field-induced local rise of electron density. The height of the hump in
v1(0)+v2, 5σ (t) is nearly proportional to the induced dipolemoment φ5σ (t).Wehave
confirmed that this feature holds irrespective of whether the response is adiabatic or
nonadiabatic (e.g., this is the case for λ = 380 nm nonadiabatic excitation [62]).

As the field strength increases (ε(t) > 0), the hump formed ascends in the region (z
< 0) where the lobe of φ5σ (t) spreads out extensively around the nucleus C. Electron
density is then transferred from the interior to the exterior region outside the hump
ridge (which is the border between the interior and exterior regions), and ionization
proceeds together with a component already residing in the exterior region. When
the sign of ε(t) is reversed, ionization is relatively suppressed, because the tunnel
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barrier is then located far away (~14a0) from the O atom. This is the mechanism we
proposed for the anisotropic ionization of CO.

The difference in ionization probability among few-cycle pulses with different
CEPs can induce orientation-selective molecular ionization in an aligned molec-
ular ensemble such as a mixed ensemble of C-O and O-C orientations. Orientation-
selective molecular ionization can be experimentally observed even for a randomly
oriented (unaligned) molecular ensemble as discussed in [62]. Experimental condi-
tions similar to the present simulation could be realized by generating asymmetric
fields with ω + 2ω [66–68] or ω + 2ω + 3ω [98] phase-controlled laser pulses.

Wehave also investigated the ionization ofLiHbyan intense pulse ofλ=1520nm.
The effective potential for the 2σHOMO obtained by theMCTDHFmethod exhibits
a unique caldera-like hump structure. This hump hinders the ionizing current from
the Li atom side when the electric field points from Li to H and the component
retained near Li is liberated a half cycle later from the H atom side. This ionization
mechanism may be called “asymmetric charge-resonance enhanced ionization”. In
contrast, the ionization of CO is direct; part of the HOMO electron density already
resides in the negative z side of the hump ridge before ionization, as demonstrated
in Fig. 5.1b.

Correlation between ionization and HHG can be well understood by tracing the
temporal change in effective potentials.We revealed forCO that the suppression of 5σ
ionization is associated with the enhancement of 4σ HHG, which can be experimen-
tally confirmed by combining orientation experiments of CO with two-cycle near-IR
pulses of different CEPs [69]. If both the orientation-dependent ionization and HHG
induced by phase-controlled ω + 2ω pulses are simultaneously detected, measuring
the phase-dependent behaviour would clarify the correlation between orientation-
dependent molecular ionization and enhancement/suppression of the orbital-specific
HHG. It is challenging to extract the information of two-body parts {v2, j (t)} from
experimental observables such as the phase-dependent yields and release-direction
propensities of fragment ions.

Directional asymmetry was also experimentally observed in the photoelectron
momentum distribution of CO [66, 99].More than half of photoelectrons were finally
detected in the same direction of O+ for the asymmetric ω + 2ω field with the
zero relative phase difference. This “counterintuitive” feature was explained by a
Coulomb-corrected tunnel ionization model in which an electron initially ejected
from the C atom side is more strongly pulled back to the ion core by its Coulomb
attractive force [100]. The numerical solution of the TD-Schrödinger equation for a
1D [100] or 3D [66, 99] hydrogen atom qualitatively reproduced the counterintuitive
feature. It is of great interest to investigate how various hump structures in effective
potentials affect the timing of tunnel ionization and eventually the photoelectron
energies or momenta on the basis of the MCTDHF wavefunction in the natural spin
orbital representation, though MCTDHF calculation of the photoelectron spectra in
near-IR induced ionization is still computationally demanding [101].

In 1951, Slater derived an averaged potential field, regarded as a single (orbital-
independent) effective potential for electrons, from the Hartree–Fock equation [102]
by approximately treating the non-local exchange potential as a local potential. This
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intuitive treatment by Slater, which became germination of modern density func-
tional theory developed by Hohenberg, Sham, and Kohn [103, 104], has been soon
mathematically rationalized by Sharp and Horton [105] as an optimized effective
potential method. Slater has also provided an effective potential for an electronic
ground state wave function in the form of a multiconfiguration expansion [106].
The present approach introduced in this review is considered in line with a time-
dependent extension of Slater’s idea. Recently, Kato and Yamanouchi have derived a
time-dependent effective potential for electrons, which is formulated as a target to be
optimized in the framework of multiconfiguration expansion [107]. Further develop-
ment of various effective potential approaches is indispensable to grasp the physics
behind multielectron correlation dynamics and to exploit practical single-electron
theories for multielectron dynamics.
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Chapter 6
Ultrafast Magnetic Field Generation
in Molecular π-Orbital Resonance
by Circularly Polarized Laser Pulses

Kai-Jun Yuan, Jing Guo, and André D. Bandrauk

Abstract Optically induced magnetic fields,from the femtosecond nuclear to
attosecond electron time scales are shown to be produced by intense ultrashort laser
pulses due to highly nonlinear nonperturbative optical response. The light-matter
interaction results in coherent electron currents, giving rise to magnetic field gen-
eration. Schemes with bichromatic high-frequency co-rotating and counter-rotating
circularly polarized UV light pulses are used to produce the spatial and temporal
evolution of the generated magnetic field. The one-electron molecular ion H+

2 as a
benchmark model is used to describe the ultrafast photophysics process. Under the
condition of molecular resonance excitation, results obtained from ab-inito simula-
tions showa strong dependence on themolecular alignment. In bicircular polarization
processes, the interference effects between multiple resonant excitations modulate
the evolution of the generated magnetic field, thus leading to pulse relative phase
dependence. It is found that the modulation of generated magnetic fields is depen-
dent on the pulse frequency and helicity combination. Molecular resonant excitation
induces coherent ring electron currents, resulting in suppression of the phase depen-
dence. Pulse helicity effects illustrate laser induced electron dynamics in bichromatic
circular polarization processes. These highly nonlinear phenomena are described
by attosecond ionisation and coherent electron current models. The results offer a
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guiding principle for generating ultrafast magnetic fields and for studying coherent
electron dynamics in complex molecular systems.

6.1 Introduction

Advances in synthesizing ultrashort intense pulses [1, 2] allow one to visualize and
control electrons on the their natural attosecond (1 as = 10−18 s) time scale and
sub-nanometer dimension in photophysical processes [3–6]. Currently, 43 as pulses
are the shortest available pulses for new ultrafast optical imaging [7]. Magnetic fields
have also been adopted as a tool for investigations of new phenomena in molecular
and material sciences, including molecular paramagnetic bonding [8], nonequilib-
rium electronic processes [9], demagnetization processes [10], coherent ultrafast
magnetism [11], and optical magnetic recording [12]. These magnetization phenom-
ena are currently studied with femtosecond circular-polarization x-ray sources due to
their nanometer resolution and ultra-rapid response shorter than physical relaxation
times [13–16].

Laser induced electronic ring currents have been proposed to generate strong
magnetic fields in atomic and molecular systems [17–22]. By creating unidirectional
constant valence-type electronic currents in molecules with circularly polarized π

UV laser pulses, static magnetic fields [17–19] can be efficiently generated by means
of resonant with degenerate π orbitals. These laser induced magnetic fields are much
larger than those obtained by traditional static field methods [23]. It has been found
that the generated magnetic field from electronic rings in atomic orbitals is strongly
dependent on the quantum numbers and the nuclear charge [18]. The strategy thus
allows to produce strong magnetic fields by controlling the orbital angular momen-
tum in atoms and molecules. In these previous studies, coherent rotational electronic
states are prepared resonantly, and lead to ring electronic currents and static magnetic
fields. One also finds that ring electronic currents are dependent on the symmetry
of the molecular orbitals, i.e., the helicity of the driving circularly polarized pulses
[24], which can be used to reconstruct attosecond charge migration [25–28]. Lin-
early polarized laser pulses can also induce excited ring currents by controlling the
rotation direction of π electrons in planar/nonplanar aromatic molecules [29–32].
Spinning continuum electrons can be generated locally on sub-nanometer molecular
dimensional scales [33, 34]. As a result, time-dependent circular coherent electron
wave packets (CEWPs) and currents are created in the continuum, which are the
source of intense time-dependent internal magnetic fields generated on attosecond
time scales. The optically induced attosecond magnetic field has been shown to be a
function of the pulse intensity, wavelength, duration, and so on [35–38], thus offering
new tools for control of ultrafast optical magnetism generation [39–41].

Coherent resonant excitation is an important process in photochemical reactions.
We review attosecond magnetic field generation and electron currents under molec-
ular resonant excitation in attosecond circular polarization processes. Results are
performed on the aligned molecular ion H+

2 at equilibrium by numerically solv-
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ing the corresponding three-dimensional (3D) time-dependent Schrödinger equation
(TDSE). A coherent superposition of the ground σg and excited πu electronic states
gives rise to time-dependent electronic ring currents inside molecules and oscillating
magnetic field pulse generation in real time on the attosecond scale. Such ultrafast
intramolecular electronic currents are controlled by the symmetry of the molecular
orbitals. The orbital properties of molecules are thus the knob for controlling ultra-
fast magnetic field generation. In bichromatic circularly polarized laser fields, the
interference effect between multiple pathway excitation-ionization processes influ-
ences the magnetic fields. These results allow to control ultrafast magnetic fields
and reconstruct molecular attosecond charge migration dynamics. Since molecular
vibrational and rotational effects on the femtosecond (1 fs= 10−15 s) and picosecond
(1 ps = 10−12 s) time scales, the fixed nuclei simulations are valid to describe these
ultrafast magnetic field generation processes on the attosecond time scale.

The chapter is organized as follows: We first introduce laser induced electron
currents in molecular coherent σg − πu resonant excitation processes in Sect. 6.2.
Results of ultrafast magnetic fields by intense circularly polarized attosecond XUV
laser pulses are presented and discussed in Sect. 6.3. In Sect. 6.4 we show optically
induced magnetic fields by bichromatic circularly polarized laser pulses. Pulse helic-
ity and phase dependence effects are analyzed. Finally we summarize our findings
in Sect. 6.5. Throughout this paper, atomic units (a.u.) which are defined by setting
� = e2 = me = 1, are used unless otherwise stated.

6.2 Molecular Coherent σg − πu Resonant Excitation

We use the single electron molecular ion H+
2 at equilibrium as a benchmark model,

which can be fully studied [42], to present coherent excitation by an intense laser
pulse at frequency ω. Two processes are compared with different molecular align-
ments: the molecular internuclear axis parallel and perpendicular to the laser prop-
agation direction, as illustrated in Fig. 6.1. The circularly polarized laser pulse E(t)
propagates along the z axis with its field polarization direction in the (x, y) plane,
(6.18).

In a resonant excitation by an ultrafast ω pulse, a coherent superposition of the
two electronic states with energy difference �E = Ee − Eg = ω, where Eg/e is the
eigenenergy of the ground/excited electronic state, is created. The wavefunction of
the coherent superposition state within fixed nuclei approximation can be expressed
as

ψc(r, t) = cg(t)ψg(r)e−i Egt + ce(t)ψe(r)e−i Eet , (6.1)

where ψg/e(r) is the eigenfunction of the electronic state, and cg/e(t) is the corre-
sponding occupation coefficient. The corresponding time dependent coherent elec-
tron density distributions are described by,
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D(r, t) = |ψc(r, t)|2 = Dg(r, t) + De(r, t) + D(g,e)(r, t)

= |cg(t)ψg(r)|2 + |ce(t)ψe(r)|2
+cg(t)ce(t)ψg(r)ψe(r)e−i�Et + c.c.. (6.2)

After the resonantω1 pulse, the coefficients cg(t) and ce(t) are constant. Then density
distributions Dg(r, t) = |cg(t)ψg(r)|2 and De(r, t) = |c2e (t)ψe(r)|2 are time inde-
pendent, arising separately from the ground ψg(r) and excited ψe(r) electronic
states. The superposition term D(g,e)(r, t) oscillates with time t . The evolution of
the coherent electron wavepackets with time depends on the molecular structure and
orbitals [43, 44]. The period of the electron motion is 2π/�E on the attosecond time
scale. Therefore, exploring ultrafast charge migration dynamical processes requires
demanding spatiotemporal resolutions [45, 46].

Figure 6.2 shows results of density distributions of coherent electronwave packets
in (6.1) at different molecular alignments illustrated in Fig. 6.1, obtained by solving
TDSEs in (6.17). Here we use the laser field in the form

E(t) = E f (t)[êx cos(ωt) + ξ êy sin(ωt)]

where f (t) = sin2(π t/nτ) is the pulse envelope and τ = 2π/ω is the laser period. A
right handed (ξ = 1) circularly polarized 70 nmUVpulse at intensity I = 3.5 × 1014

W/cm2 (E = 0.1 a.u.) and duration n= 5 cycles (580 as full width at half maximum,
FWHM) is used to excite the molecule H+

2 . One sees that the time resolved electron
density distributions are sensitive to the molecular alignments, Fig. 6.2a versus Fig.
6.2b.

For the around-axis case, i.e., R ‖ z, the excited-state orbital in cylindrical coor-
dinates can be given by,

j(x,y)

Fig. 6.1 Illustration of ultrafast magnetic field generation by circularly polarized UV laser pulses
with their field vectors polarized in the (x = ρ cos θ, y = ρ sin θ) plane, propagating along the z
axis. Laser induced electron currents j (x, y) evolve in the laser polarization plane and the generated
magnetic field Bz is along the z axis. Two cases with different molecular alignments, the molecular
internuclear axis parallel and perpendicular to the laser propagation z direction i.e., a R ‖ z, around
axis, and b R ⊥ z, in plane, are compared



6 Ultrafast Magnetic Field Generation in Molecular π -Orbital Resonance … 113

Fig. 6.2 a, b Density distributions D(x, y, z = 0, t) of coherent electron wave packets at different
moments of the molecular ion H+

2 at equilibrium Re = 2 a.u. after the excitation by a λ = 70 nm
circularly polarized pulse E(t)with its field vector polarized in the (x, y) plane. The pulse intensity
and duration are fixed at I = 3.5 × 1014 W/cm2 (E = 0.1 a.u.) and 5 cycles (580 as FWHM).
Two cases of the molecule alignment are shown, a with the molecular R axis parallel to z (laser
propagation direction) and b with the molecular R-axis perpendicular to the laser propagation
direction with R along the x axis, c.f. Fig. 6.1. The circles and arrows in (a) indicate rotation of
density whereas in (b) the arrows correspond to direct perpendicular electron transfer due to the
perpendicular Ey field component of a circular pulse. The vertical axis in each panel is the y-axis,
Arbitrary units of distributions are used

ψe = ψ x
e + iψ y

e = ψ(x, y)eimθ ,

where m = ±1 is the magnetic quantum number which depends on the helicity ξ

of the driving pulse. The electronic density distributions are localized around the
molecular axis. The coherent superposition term of the electron density distribution
gives

D‖
(e,g)(r, t) ∼ cg(t)ce(t)ψg(r)ψe(r) cos(�Et + mθ). (6.3)

Therefore, varying the time leads to a rotation of the electron density distribution
around the axis with anticlockwise (m = 1) or clockwise (m = −1). The oscillation
period is�τ(0) = 2π/�E = 231 as, and the maximum occurs at cos(�Et + mθ) =
1, i.e., �Et + mθ = 2nπ . The numerical results in Fig. 6.2a are in agreement with
the predictions

For the in-plane case, i.e., R ⊥ z, a perpendicular y (to themolecular axis) resonant
excitation is dominant. The corresponding electron wavefunction of the coherent
excited state is then given by [47]
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ψe(r) = −i[ψ+
e (r) − ψ−

e (r)]/√2 = ψ y
e (r), (6.4)

where ψ±
e (r) = [ψ z

e (r) ± ψ
y
e (r)]/√2. The corresponding time-dependent electron

density distribution of the interference term reads as

D⊥
(e,g)(r, t) ∼ cg(t)c

±
e (t)ψg(r)ψ̃±

e (r) cos(�Et) sin(η), (6.5)

where |ψ̃±
e (r)|2 = [|ψz

e (r)|2 + |ψy
e (r)|]/2 and ψ z

e (r) and ψ
y
e (r) are the degenerate

real orbitals and η is the phase of the excited electronic state, dependent on the
helicity ξ of the ω1 pulse. This excitation is similar to a linear y polarization process.
The coherent electron wave packets evolve along the perpendicular y direction,
as displayed in Fig. 6.2b. The period of the coherent electron wave packet is also
2π/�E = 231 as.

6.3 Magnetic Field Generation in Resonant Excitation
Processes

We consider the processes of ultrafast magnetic field generation under the σg − πu

resonant excitation in themolecule H+
2 at equilibrium by a right handed (ξ ) circularly

polarized laser pulse [48]. The molecule is aligned along the z axis, R ‖ z and the
x axis, R ⊥ z. Figure 6.3 shows results of induced magnetic fields at the nuclear
centers r = ±R/2 and the molecular center r = 0 by a λ = 70 nm (ω = 0.65 a.u.)
circularly polarized laser pulse in (6.18). The pulse intensity I = 3.5 × 1014 W/cm2

(E = 0.1 a.u.) and duration 5 oc ( 1 oc= 2π/ω, optical cycles), corresponding to
580 as FWHM are used.

From[48] (in its Fig. 6.3) one sees that periodical oscillations ofmagnetic fields are
generated for both alignments. For the case of R ‖ z, Fig. 6.3a, the same magnetic
fields are produced at two nuclei, Bz(r = −R/2, t) = Bz(r = +R/2, t) with the
maximum value 0.61 T. The magnetic field at the molecular center Bz(r = 0, t) is
slightly larger than those at the nuclei ±R/2. However, for the case of R ⊥ z, Fig.
6.3b, the generatedmagnetic field Bz(r, t) is strongly dependent on themeasurement
position r. It is found that the time-dependent magnetic fields at the nuclei r = ±R/2
oscillate periodically with opposite phases, Bz(r = −R/2, t) ≈ −Bz(r = +R/2, t)
with maximum field strength 0.83 T. At the molecular center the induced magnetic
field Bz(R = 0, t) is suppressed where the maximum field is 0.3 T. The dependence
of induced magnetic fields on the molecular alignment indicates the different orbital
combinations and evolutions of the coherent electronic wave packets.

In the σg − πu resonant excitation process, the induced electron currents in
molecules can be described by the electronic angular continuity equation [24, 25]

d

dt
D(t) + ∂

∂θ
jθ (t) = 0. (6.6)
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Fig. 6.3 Evolutions of generated magnetic fields Bz(x, y, z = 0, t) at different moments of the
molecular ion H+

2 at equilibrium Re = 2 a.u. after the λ = 70 nm and 5 oc circularly polarized
pulse E(t) with its field vector polarized in the (x, y) plane. Two cases of the molecule aligned
along the (top row, a) z and (bottom row, b) x axes, i.e., parallel and perpendicular to the laser
propagation direction, R ‖ z and R ⊥ z; c.f. Fig. 6.1. Arbitrary units of distributions are used

For the perpendicular polarization case of R ‖ z, Fig. 6.1a, the angular electron
currents in (6.6) can be expressed as (m = 1)

j‖θ = C (ρ, z) cos(�Et − θ), (6.7)

where C (ρ, z) = −2|cg(t)ce(t)|ψg(ρ, z)ψe(ρ, z)�E . As predicted in (6.2) and
(6.7), both D(t) and j‖θ (t) depend on the traiangular function of �Et and θ , show-
ing the maxima of the distributions occur at θ ≈ ±�Et . As a result, the evolu-
tion of the electronic currents j‖θ (t) exhibits a periodical rotation with a period of
�τ(0) = 2π/�E = 232 as. The induced magnetic field is therefore a function of
time t, i.e, Bz(t) ∼ cos(�Et).

In the R ‖ z case, the induced electron currents evolve with an anticlockwise
direction around the molecular axis, generating unidirectional magnetic fields along
the molecular axis, as displayed in Fig. 6.3a. According to molecular orbital theory,
the electronic densities on the two nuclei±R/2 are equivalent, i.e., |ψ(−R/2, t)|2 =
|ψ(+R/2, t)|2. As a result, the same magnetic fields are produced, Bz(−R/2, t) =
Bz(+R/2, t). However, at the molecular center r = 0, the electron wave function
is the overlap between the two nuclear orbitals. The generated magnetic fields are
simply the sum of those at the nuclei±R/2, i.e., Bz(r = 0, t) ∼ Bz(r = −R/2, t) +
Bz(r = R/2, t). Their overlap enhances the magnetic fields at the molecular center.

In the case of R ⊥ z, the resonant σg − πu excitation corresponds to a perpen-
dicular transition. Combining (6.5) and (6.6), one obtains the corresponding angular
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electron currents with the form

j⊥θ (t) = C ′ sin(�Et) cos(θ), (6.8)

where C ′ = −2|cg(t)c±
e (t)|ψgψ

y
e �E . From (6.8) one sees that the angular electron

currents evolve with time t following a function sin(�Et). The oscillation period
is therefore �τ(0) = 2π/�E = 231 as (1 as=10−18 s). The maximum value occurs
at θ ≈ nπ . As a result, the induced magnetic fields are mainly localized along the
x axis The generated magnetic fields on the two nuclei ±R/2 vary with a period of
2π/�E = 231 as and show opposite phases. As shown in Fig. 6.2b, the magnetic
field on the left nuclear center is positive whereas that on the right side nuclear center
is negative at time t = 6.25 oc. Their superposition with opposite phases gives rise
to suppression of generated magnetic fields at the molecular center Bz(r = 0, t).
Due to the helicity effect of the circularly polarized laser pulse, the strengths of
the generated magnetic fields on the two nuclei are not equal at the same time,
Bz(−R/2, t)| �= |Bz(+R/2, t)|. Consequently, the time-dependent magnetic field
Bz(r = 0, t) at the molecular center has been induced in Fig. 6.2b.

Wediscuss briefly now the issue of ionizationwhich if it occurs too fastmay hinder
the effects we discussed so far. We note that the ionization probability is still low,
at chosen intensity I = 3.5x1014 W/cm2 in our investigation so far. The ionization
probability PI can be estimated from [56] (in its Fig. 6.2a). in which the populations
of ground and excited states are given which yield PI < 0.1 for the in plane case and
PI < 0.4 for the molecular axis perpendicular to the polarization plane.

Note that as shown by Manz and Barth, [17–21] we expect to generate high
magnetic fields by preparing high populations in states having orbital momentum
l=1 states. Clearly, high laser intensities are necessary to populate efficiently excited
molecular states on short time scales. Short time scale is necessary to reduce the
influence of nuclear femtosecond motion, as well as, to populate efficiently excited
molecular states without too much ionization. The chosen laser pulse intensity and
duration realizes this goal as seen in [56] (in Fig. 6.2a, c) where the populations of
the �-states 0.5 and 0.4, respectively, are achieved.

6.4 Magnetic Field Generation by Bicircular Pulses

We next present the process in a bichromatic circularly polarized laser pulse. The
bicircular field has now led to a useful application to generate high harmonics the
source of attosecond pulses [49–52] and electronic vortices in photoionization [53,
54]. Vortices are time dependent quantum electronic currents and can be used to
generate ultrashort attosecond magnetic field pulses inside molecules [38, 55, 56],
thus offering new tools to control magneto-optics and spin-electronics in molecules
and materials [57–59]. We show below the dependence of magnetic fields on the
pulse helicity and relative phase at different molecular alignments.
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In Fig. 6.4 we simulate the temporal evolution of the generated magnetic fields
Bz(r = 0, t) at the molecular center of the H+

2 molecule (Fig. 6.1) generated by 5-
optical cycle pulses for various frequency combinations, single frequencies ω, and
their combinations (ω, 2ω), (ω, 3ω) with co-rotating (ξ = 1) and counter-rotating
(ξ = −1) components. The fundamental pulse wavelengths are used at λ = 70 nm
(ω = 0.65 a.u.), thus leading to resonant excitation between the 1sσg and 2pπu

electronic states and coherent electron currents in the (x, y) plane.
In Fig. 6.4a in the case of R ‖ z, the results of time-dependent magnetic fields by

bicircular pulses at different pulse frequency combinations are similar as the single
ω process. The induced magnetic field increases monotonously with time. However,
in the R ⊥ z process in Fig. 6.4b, the generated magnetic fields oscillate, which
change their sign at themiddle duration time (∼2.5 oc) of all pulses.Minima-maxima
occur again at the optical cycles. One also finds that the maximum magnetic field is
Bz = 0.65 T in the R ‖ z casewhereas in the the R ⊥ z process Bz = 0.4 T. Themain
difference at 70 nm between around-axis and in-plane magnetic fields is that around
axis (R ‖ z), Fig. 6.4a, a single magnetic quantum number state m = +1 or −1 is
excited resonantlywhereas for in-plane excitation (R ⊥ z), Fig. 6.4b, both degenerate
m = ±1 states are excited coherently. The excitation to the single electronic state
induces unidirectional electron currents, thus leading to monotonous increase of
magnetic fields. The maximum of the magnetic field appears at the end of the pulse.
On the contrary, the degenerate excitations with�m = ±1 have opposite phases. As
a result, their interference gives rise to oscillations of the magnetic field generation.
The maximum value is 0.4 T at t = 3.75.

In Fig. 6.5 we also present the spatial evolution of the generated attosecond mag-
netic fields during excitation processes. The density distributions of the generated

Fig. 6.4 Evolutions of generated magnetic fields Bz(x, y, z = 0, t) at different moments of the
molecular ion H+

2 at equilibrium Re = 2 a.u. after the λ = 70 nm and 5 oc circularly polarized
pulse E(t) with its field vector polarized in the (x, y) plane. Two cases of the molecule aligned
along the (top row, a) z and (bottom row, b) x axes, i.e., parallel and perpendicular to the laser
propagation direction, R ‖ z and R ⊥ z; c.f. Fig. 6.1. Arbitrary units of distributions are used
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Fig. 6.5 Density plots of spatiotemporal magnetic fields Bz(r, t) in the (x, y, z = 0) and (x, y =
0, z) planes at different moments (from left to right) t = 2.0 oc, 2.25 oc, 2.5 oc, and 2.75 oc, where
1 optical cycle (oc) = 2π/ω by the bichromatic (ω, 2ω) counter-rotating circularly polarized laser
pulses with their field vectors in the molecular (x, y) plane. The molecule is aligned along the z
and x axis, cf. Fig. 6.4, λ=70 nm (ω = 0.65au)

magnetic field Bz(r, t) in the two planes, (x, y, z = 0) and (x, y = 0, z) planes by
bichromatic counter-rotating (ω, 2ω) circularly polarized laser pulses at different
moments (from left to right panels) t = 2.0 oc, 2.25 oc, 2.5 oc, and 2.75 oc with a
time interval of 0.25 oc for the two cases with molecular alignments (a) R ‖ z and
(b) R ⊥ z are compared. The results are similar to the single ω processes in Fig. 6.3.
The spatial distributions of the generated magnetic field in the (x, y, z = 0) plane
reflect the symmetry of the molecular orbitals of the excited states. For the process
by the bicircular 70 and 35 nm pulse, the 1sσg − 2pπu resonant excitation domi-
nates with πu symmetry. For the in-plane case with R ⊥ z, the excited electronic
states are degenerate with m = ±1. The perpendicular excitation therefore leads to
an oscillation of the generated magnetic field Bz(x, y) in the up (y > 0) and down
(y < 0) half planes, perpendicular to the molecular R/x axis, in Fig. 6.5b. For the
around-axis case with R ‖ z, the electronic density distributions are localized around
the molecular axis. As a result, the time-dependent magnetic field Bz(r, t) shows a
rotation around the molecular R axis as illustrated in Fig. 6.5a.
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The evolution of the generated magnetic field with time results from the cor-
responding time-dependent induced electron currents, i.e., coherent electron wave
packets, for which a semiclassical model can be used to provide estimates of the
radii of the circular electron currents at single frequencies ω and field amplitudes E0

[33]. Assuming zero initial electron velocities, maximum induced electron velocities
v = 2E0/ω give circular radii

rn(t) = 2E0/ω[1 + (n + 1/2)2π2]1/2, n = 0, 1, 2, 3, . . . (6.9)

at times t = (2n + 1)π/ω. At λ = 70 nm, one has r0 = 0.87 a.u. and r1 = 2.27 a.u..
In the case of n = 0 with minimum rn , largest magnetic field can be produced due
to small radii at shorter time tn .

For the R ⊥ z case the protons are situated at x = ±R/2 = ±1 a.u. The magnetic
fields Bz are maximum at z = 0, i.e., along the x-aligned R nuclear axis, but appear
generally at each proton, with different phases. For the case of z axis parallel to R,
the protons are situated at z = ±R/2 = ±1 a.u. As shown in Fig. 6.5a, the magnetic
field lies at positions with maximum values of x = 0.9 a.u. for the (70, 35 nm)
process. For instance, at time 2.75 oc, one finds that the maximum magnetic field
Bz appears at position (0,0.9,0) a.u. in 6.5b. The maximum displacements of the
magnetic fields depend on the pulse wavelengths, reflecting the dimensions of the
laser-induced electron currents, predicted from (6.9). In the circular laser field at
frequency ω and field strength E0, the first maximum laser-induced electron radius
is given by the semiclassical ionization model. At 70 nm, the corresponding radius
is r0 = 0.87 a.u., in agreement with the numerical simulations, where the electron
rotates around the molecular R axis with radius r0 in the (x, y, z = 0) plane, in Fig.
6.2a.

In the bicircular process, the generated magnetic fields are also shown to be
sensitive to their relative phase. Figure 6.6 shows results of generated maximum
magnetic fields B at the molecular center by intense bichromatic circularly polarized
attosecond pulses with counter-rotating (ξ = −1) and co-rotating (ξ = 1) compo-
nents, (6.19). Twocases ofmolecular excitation-ionization processes in themolecular
ion H+

2 aligned along (a,c) the x axis, R ‖ E or R ⊥ z, and (b, d) the z axis, R ⊥ E
or R ‖ z, are compared by the bichromatic laser pulses with their field polarization
vectors in the (x, y) plane, as illustrated in Fig. 6.1. The corresponding generated
magnetic fields mainly lie along the z axis. The pulse wavelengths are respectively
λ1 = 70 nm (ω1 = 0.65 a.u.) and λ2 = 35 nm (ω2 = 1.3 a.u.). We always fix the
pulse intensities I = 1 × 1014 W/cm2 (E = 0.5338 a.u.) and durations Tlp = 48.3
a.u.=1.16 fs, corresponding to 580 as FWHM, i.e., 5τ1 for the ω1 pulse and 10τ2 for
the ω2 pulse. We also set the pulse carrier-envelope phase (CEP) φ1 = 0 and vary
the CEP φ2 from 0 to 2π , i.e., the relative CEP is φ = φ2 − φ1 = φ2. Results in Fig.
6.6 show that the pulse phase φ dependence of the generated magnetic fields is a
function of the molecular alignment and pulse helicity ξ .

For the case ofR ⊥ z in Fig. 6.6a, the generated magnetic field B at the molecular
center oscillates periodically as a cosine function of the pulse CEP φ. The maximum
and minimum values of the magnetic field are B = 0.225 T and 0.165 T at φ ≈ 0 (or



120 K.-J. Yuan et al.

phase ( )

0.17

0.18

0.19

0.20

0.21

0.22

0.0 0.5 1.0 1.5 2.0
0.36

0.37

0.38

0.39

0.40

0.41

0.15

0.18

0.21

0.24
B 

(T
es

la
)

phase ( )

B 
(T

es
la

)

0.0 0.5 1.0 1.5 2.0
0.36

0.37

0.38

0.39

0.40

0.41

(a)

(b)

(c)

(d)

counter-rotating

counter-rotating

co-rotating

co-rotating

Fig. 6.6 Dependence of generated magnetic fields B (blue squares) at the molecular center on
the relative pulse CEP φ = φ2 − φ1 for the aligned molecule H+

2 by bichromatic counter-rotating
(ξ = −1) and co-rotating (ξ = 1) circularly polarized laser pulses with their field vectors polarized
in the (x, y) plane. Two cases are compared for the molecule aligned along (a, c) the x axis and
(b, d) the z axis, i.e., R ⊥ z in plane, and R ‖ z, around axis. Pulse wavelengths λ1 = 70 nm
(ω1 = 0.65 a.u.) and λ2 = 35 nm (ω2 = 1.3 a.u.), intensities I = 1 × 1014 W/cm2 (E = 0.5338
a.u.), and duration Tlp = 5τ1 = 10τ2 (580 as FWHM) are fixed. Magenta solid lines denote the
generated magnetic field by a single λ = 70 nm circularly polarized laser pulse, and green dashed
lines present the sum values of the magnetic fields generated separately by the 70 and 35 nm circular
pulses

2π) and π . For comparison, we also simulate the results of induced magnetic fields
B with single-color circularly polarized attosecond pulses at separated wavelengths
λ = 70 and 35 nm. The other parameters are the same as those used in Fig. 6.6a. For
the two processes, the corresponding maximum strengths of induced magnetic fields
at the molecular center are, respectively, Bω1 = 0.194 T and Bω2 = 0.022 T. Due to
the σg − π+

u resonant excitation, the magnetic field induced by the 70 nm pulse is
much stronger than the field generated by the 35 nm pulse, Bω1 ≈ 8.8Bω2 . Their sum
value of the generated magnetic field Bs = Bω1 + Bω2 is smaller that the maximum
field B = 0.225 T of the bichromatic process. Comparing to the single-color circular
processes, one notes that the sensitivity of the induced magnetic field B to the CEP
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φ in Fig. 6.6a results from the interference effects between the two λ1 = 70 nm and
λ2 = 35 nm processes, as derived in Appendix A.

With the bichromatic counter-rotating circularly polarized pulse at λ1 = 70 nm
and λ2 = 35 nm, two processes can be triggered. The molecule is resonantly excited
from the 1sσg state to the 2pπu state by the λ1 = 70 nm pulse with ω1 = Ee − Eg .
Obviously, such process is insensitive to the pulse phase. Meanwhile, the absorp-
tions of two ω1 photons and one ω2 = 2ω1 photon give rise to photoelectron wave
packets with the same kinetic energies Ee in the continuum. The total photoioniza-
tion probability is the sum of the two ionization processes and their interference.
As shown in Appendix A, the two corresponding direct transition probabilitiesP (1)

and P (2) are insensitive to the pulse phases, whereas the interference term P (1,2)

depends on the phase difference�η, i.e.,P (1,2) ∼ cos(�η), where�η = �φ + �ξ ,
see see Eq (6.16) in the Appendix A. As a result, the total ionization probability
P = P (1) + P (2) + P (1,2) is also a cosine function of the relative pulse phase φ

with the formP ∼ cos(φ). The interference effect between the two ionization pro-
cesses modulates the total transition probability, i.e., B ∼ cos(φ), giving rise to a
CEP dependence of the generated magnetic field, as illustrated in Fig. 6.6a. In Fig.
6.6b, the magnetic field is almost insensitive to the phase φ, with a constant value of
B = 0.38 T. The magnetic fields generated by the bichromatic pulses are less than
the sum of the two single 70 and 35 nm processes, i.e., B < Bs = Bω1 + Bω2 = 0.4
T, where Bω1 = 0.382 T and Bω2 = 0.019 T. The bichromatic magnetic fields mainly
arise from the single 70 nm process, B = Bω1 , whereas the contribution from the
absoprtion of single 35 nm (ω2) or two 70 nm (ω1) photons is weak and negligible,
in Fig. 6.6b. This implies that the interference effect between the two ionization
processes does not influence the bichromatic magnetic field generation.

Similar results are obtained in the co-rotating case in Fig. 6.6c, d. For the case of
R ⊥ z themagnetic field B varies as a sine function of the phase φ due to themultiple
pathway ionization interference,whereas for the case ofR ‖ z the generatedmagnetic
field is nearly a constant at B = 0.38 T where the σg − π+

u resonant excitation with
�m = 1 gives rise to ring electron currents in molecules and the contribution from
the coherent electron wave packets ψ0(r, t) in (6.1) dominates. It should be noted
that in Fig. 6.6c at ξ = +1 the maximummagnetic field is B = 0.206 T at φ = 0.4π ,
slightly weaker than that at ξ = −1 in Fig. 6.6a where B = 0.225 T at φ = 0. The
induced magnetic field is proportional to the ratio of the current (electron) velocity
and radius in the continuum. As shown previously, the induced electron currents and
generated magnetic fields depend on the quantum numbers. The difference between
the co-rotating and counter-rotating generated magnetic fields in Fig. 6.6a, c results
from the laser induced electron electron dynamics, which depends on the helicity of
driving pulses [33], see also [55] where the counter vs co-rotating cases are discussed
in detail. The phases in recollisions for the two cases are different and their sensitivity
to CEP’s shows a nearly the π phase difference.
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6.5 Conclusions

We theoretically present optically induced magnetic fields from coherent electron
currents in molecules. Numerical results are obtained from solutions of TDSE for
the molecule H+

2 . We measure magnetic field generation under resonant excitation.
Circularly polarized UV laser pulses are used to induce coherent electron currents
with π orbital symmetry in molecules by resonant excitation of the 2pπu electronic
state. It is found that the generated magnetic field depends on the molecular align-
ments. In the around axis case, R ‖ z, a single quantum state is excited, giving rise
to unidirectional electron currents. The magnetic field monotonously increases with
time during excitation processes. However for the in-plane process, R ⊥ z, degener-
ate electronic states with m = ±1 are excited coherently. Their interference results
in oscillations of magnetic fields. In bichromatic circularly polarized laser fields,
the generated magnetic fields are also sensitive to the pulse helicity and phase. The
results show a promising ability for coherent control magnetic field generation in the
attosecond time scale.

Our investigations in this work have been restricted to the one electron sys-
tems, H+

2 . We believe that the main features of the magnetic field generation remain
unchanged for two or more electrons systems in the regime in which one active elec-
tron approximation can be applied. Investigation of electron-electron interactions is
currently under study- with focus on an important molecular effect, competition of
electron delocalization versus entanglement in high intensity photophysics which
has been reported recently: see [34].

Appendix A: Interference in Multi-pathway Photoionization

We here derive the multi-pathway electron interference modes in bichromatic fields
based on the perturbation ionization theory [60–62]. The pulse frequenciesω2 = 2ω1,
whereω1 < Ip andω2 > Ip, and Ip the molecular ionization potential, are used. The
bichromatic circularly polarized laser pulses can produce photoelectronwave packets
with the same kinetic energies Ee = 2ω1 − Ip = ω2 − Ip, which then interfere each
other in the continuum.

For direct one ω2 photon ionization processes by laser pulses, the relevant transi-
tion matrix element A (2) can be expressed simply in the dipole form

A (2) = 〈ψI |D · F2(ω2)|ψ0〉 = W (2)F2(ω2), (6.10)

with the first order ionization amplitude

W (2) = 〈ψI |D · e|ψ0〉, (6.11)
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where ψ0 and ψI are respectively the initial ground state and the continuum state. D
is the electric dipole operator. F2(ω2) = eF2(ω2) = E(ω2)eiφ2 is the ionizing pulse
amplitude with unit vector e and field E(ω2).

For the ω1 laser pulse, at least a two ω1 + ω1 photon absorption is required to
ionize H+

2 . The transition matrix element reads as

A (1) = W (1)F 2
1 (ω1) (6.12)

with the amplitude

W (1) ∼
∫

dE
〈ψI |D · e|ψn〉〈ψn|D · e|ψ0〉
E1sσg − Eni + ω1 + i�ε

, (6.13)

where ψn and Eni are the wavefunction and energy of the intermediate (virtual)
electronic state and �ε is the level width, and laser fields F1(ω1) = E(ω1)eiφ1 .
In equation (6.13) we see that the ionization amplitude W (1) is determined by the
field-free structure of the molecule and the laser pulse [63].

For a two ω1 photon ionization with an intermediate resonant excited state, the
transition matrix element A (1) can be written as [64]

A (1) = A i RTRA
Rc, (6.14)

where TR is the life time of the intermediate resonant state. A i R is the one photon
transition between the initial ground state and the intermediate resonant electronic
state, which is determined by the pulse area theorem. A Rc is the photoionization of
the intermediate resonant electronic state.

For photoionization by bichromatic laser pulses, that is, simultaneous twoω1 + ω1

photon and one ω2 = 2ω1 photon ionization, the total transition probabilityP is the
square of the two amplitudes with an interference term of the cross products of the
two one- and two-photon ionization amplitudes, that is,

P = P (1) + P (2) + P (1,2), (6.15)

whereP (1) = ||A(1)|2,P (2) = A (2)are|2, andP (1,2) is the interference termwhich
can be simply written as

P (1,2) = A (1)∗A (2) + A (1)A (2)∗

= 2W (1)W (2)E2(ω1)E(ω2) cos(�η), (6.16)

where W (1) and W (2) are the two ω1 and one ω2 photon transition amplitudes cor-
responding to (6.11) and (6.13). The phase difference �η = �φ + �ξ . It should
be noted that the phase difference depends on the helicity of bichromatic fields.
For a co-rotating case, the relative pulse phase difference �φ = φ2 − 2φ1 and
�ξ = ξω2 − ξω1 , where ξω1 and ξω2 are respectively the phases of the continuum
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electron wave packets from two ω1 and one ω2 photoionization, whereas for a
counter-rotating case, �φ = φ2 + 2φ1 and �ξ = ξω2 + ξω1 . The phase difference
�ξ is determined by the molecular intrinsic characteristic.

Appendix B: Numerical Methods

For the alignedmolecule ion H+
2 within Born-Oppenheimer approximation and static

nuclear frames, the corresponding 3D TDSE in cylindrical coordinates r = (ρ, θ, z)
reads as,

i
∂

∂t
ψ(r, t) =

[
−1

2
�2

r +Ven(r) + VL(r, t)
]

ψ(r, t). (6.17)

�r is the Laplacian operator, and Ven is the electron-nuclear potential. The circularly
polarized laser pulse propagates along the z axis, perpendicular to the (x, y) plane
with x = ρ cos θ and y = ρ sin θ , Fig. 6.1. The radiative interaction between the
laser field and the electron VL(r) = r · E(t) is described in the length gauge for a
single color circularly polarized pulse,

E(t) = E f (t)[êx cos(ωt) + êyξ sin(ωt)], (6.18)

where êx/y is the laser polarization direction and the symbol ξ = ±1 denotes the
helicity of the field, ξ = 1 for right hand and ξ = −1 for left hand, or a bichromatic
circularly polarized pulse

E(t) = E1(t) + E2(t)

= E f (t)

{
êx [cos(ω1t + φ1) + cos(ω2t + φ2)]
êy[sin(ω1t + φ1) + ξ sin(ω2t + φ2)] , (6.19)

where ξ presents the helicity of the combined field, i.e., co-rotating (ξ = 1) and
counter-rotating (ξ = −1) components. φ1 and φ2 are CEPs of the pulses E1(t)
and E2(t). A smooth sin2(π t/Tlp) pulse envelope f (t) for maximum amplitude
E , intensity I = Ix = Iy = cε0E2/2 and duration Tlp = nτ1 is adopted, where one
optical cycle period τ1,2 = 2π/ω1,2, n=5 cycles. This pulse satisfies the total zero
area

∫
E(t)dt = 0 in order to exclude static field effects [1].

The 3D TDSE in (6.17) is propagated by a second order split operator method
which conserves unitarity in the time step �t combined with a fifth order finite
difference method and Fourier transform technique in the spatial steps �ρ, �z, and
�θ [65, 66]. The initial electron wavefunction ψ(r, t = 0) is prepared in the ground
1sσg state calculated by propagating an initial appropriatewavefunction in imaginary
time using the zero-field TDSE in (6.17). The time step is taken to be �t = 0.01
a.u.=0.24 as. The spatial discretization is �ρ = �z = 0.25 a.u. for a radial grid
range 0 ≤ ρ ≤ 128 a.u. (6.77 nm) and |z| ≤ 32 a.u. (1.69 nm), and the angle grid
size �θ = 0.025 radian. To prevent unphysical effects due to the reflection of the
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wave packet from the boundary, we multiply ψ(ρ, θ, z, t) by a “mask function" or
absorber in the radial coordinates ρ with the form cos1/8[π(ρ − ρa)/2ρabs]. For all
results reported here we set the absorber domain at ρa = ρmax − ρabs=104 a.u. with
ρabs = 24 a.u., exceeding well the field induced electron oscillation αd = E/ω2

1/2 of
the electron [35].

The time dependent electronic current density is defined by the quantum expres-
sion in the length gauge,

j(r, t) = i

2
[ψ(r, t)∇rψ

∗(r, t) − ψ∗(r, t)∇rψ(r, t)], (6.20)

ψ(r, t) is the exactBorn-Oppenheimer (static nuclei) electronwave functionobtained
from the TDSE and∇r = eρ∇ρ + eθ

1
ρ
∇θ + ez∇z in cylindrical coordinates. Then the

corresponding time dependent magnetic field is calculated using the following clas-
sical Jefimenko’s equation [67],

B(r, t) = μ0

4π

∫ [
j(r′, tr )
|r − r′|3 + 1

|r − r′|2c
∂j(r′, tr )

∂t

]
× (r − r′)d3r′, (6.21)

where tr = t − r/c is the retarded time and μ0 = 4π × 10−7 NA−2 (6.692×10−4

a.u.) is called the permeability of free space. Units of B(r, t) are Teslas (1T=104

Gauss). For the static zero-field time-independent conditions occurring after the
pulse, then (6.21) reduces to the classical Biot-Savart law [67].

Acknowledgements This work has been supported in part by the National Natural Science Foun-
dation of China (Grants Nos. 11974007 and 11574117). The authors also thankCompute Canada for
access to massively parallel computer clusters, and the Natural Sciences and Engineering Research
Council of Canada and the Fonds de Recherche du Québec—Nature et Technologies for supporting
their research work.

References

1. F. Krausz, M. Ivanov, Attosecond physics. Rev. Mod. Phys. 81, 163 (2009)
2. Z. Chang, P.B. Corkum, S.R. Leone, Attosecond optics and technology: progress to date and

future prospects. J. Opt. Soc. Am. B 33, 1081 (2016)
3. S. Chelkowski, G.L. Yudin, A.D. Bandrauk, Observing electron motion in molecules. J. Phys.

B 39, S409 (2006)
4. H. Niikura, D.M. Villeneuve, P.B. Corkum, Mapping attosecond electron wave packet motion.

Phys. Rev. Lett. 94 (2005)
5. H.C. Shao, A.F. Starace, Detecting electron motion in atoms and molecules. Phys. Rev. Lett.

105 (2010)
6. M.J.J. Vrakking, T.E. Elsaesser, Nature Photon. X-Ray Photonics: X-Rays Inspire Electron

Movies 6, 645 (2012)
7. T.Gaumnitz, A. Jain, Y. Pertot,M.Huppert, I. Jordan, F.Ardana-Lamas,H.J.Wörner, Streaking

of 43-attosecond soft-X-ray pulses generated by a passively CEP-stable mid-infrared driver.
Opt. Exp. 25, 27506 (2017)



126 K.-J. Yuan et al.

8. K.K. Lange, E.I. Tellgren, M.R. Hoffmann, T. Helgaker, A paramagnetic bonding mechanism
for diatomics in strong magnetic fields. Science 337, 327 (2012)

9. A. Matos-Abiague, J. Berakdar, Photoinduced charge currents in mesoscopic rings. Phys. Rev.
Lett. 94 (2005)

10. C.La-O-Vorakiat, E.Turgut,C.A.Teale,H.C.Kapteyn,M.M.Murnane, S.Mathias,M.Aeschli-
mann, C.M. Schneider, J.M. Shaw, H.T. Nembach, T.J. Silva, Ultrafast demagnetization mea-
surements using extreme ultraviolet light: comparison of electronic andmagnetic contributions.
Phys. Rev. X 2 (2012)

11. J.-Y. Bigot, M. Vomir, E. Beaurepaire, Coherent ultrafast magnetism induced by femtosecond
laser pulses. Nat. Phys. 5, 515 (2009)

12. C.D. Stanciu, F. Hansteen, A.V. Kimel, A. Kirilyuk, A.T. Tsukamoto, A. Itoh, T. Rasing,
All-optical magnetic recording with circularly polarized light. Phys. Rev. Lett. 99 (2007)

13. C.-H. Lambert1, S. Mangin, B.S.D.C.S. Varaprasad, Y.K. Takahashi, M. Hehn, M. Cinchetti,
G. Malinowski, K. Hono, Y. Fainman, M. Aeschlimann, E.E. Fullerton, All-optical control of
ferromagnetic thin films and nanostructures. Science 345, 1337 (2014)

14. B. Vodungbo, J. Gautier, G. Lambert, A. B. Sardinha, M. Lozano, S. Sebban, M. Ducousso, W.
Boutu, K. Li, B. Tudu, M. Tortarolo, R. Hawaldar, R. Delaunay, V. L .. ®pez-Flores, J. Arabski,
C. Boeglin, H. Merdji, P. Zeitoun, J. Luning, Laser-induced ultrafast demagnetization in the
presence of a nanoscale magnetic domain network. Nat. Commun. 3, 999 (2012)

15. G.P. Zhang, W. Hübner, G. Lefkidis, Y. Bai, T.F. George, Paradigm of the time-resolved
magneto-optical Kerr effect for femtosecond magnetism. Nat. Phys. 5, 499 (2009)

16. G.P. Zhan, Y. Bai, W. Hübner, G. Lefkidis, T.F. George, Understanding laser-induced ultrafast
magnetization in ferromagnets: first-principles investigation. J.Appl. Phys.103, 07B113 (2008)

17. I. Barth, J. Manz, Y. Shigeta, K. Yagi, Unidirectional electronic ring current driven by a few
cycle circularly polarized laser pulse: quantum model simulations for Mg-porphyrin. J. Am.
Chem. Soc. 128, 7043 (2006)

18. I. Barth, J. Manz, Electric ring currents in atomic orbitals and magnetic fields induced by short
intense circularly polarized π laser pulses. Phys. Rev. A 75 (2007)

19. I. Barth, L. Serrano-Andrés, T. Seideman, Nonadiabatic orientation, toroidal current, and
induced magnetic field in BeO molecules. J. Chem. Phys. 129 (2008)

20. I. Barth, C. Bressler, S. Koseki, J. Manz, Strong nuclear ring currents and magnetic fields in
pseudorotating OsH4 molecules induced by circularly polarized laser pulses. Chem. Asian J.
7, 1261 (2012)

21. I. Barth, J. Manz, L. Serrano-Andrés, Quantum simulations of toroidal electric ring currents
and magnetic fields in linear molecules induced by circularly polarized laser pulses. Chem.
Phys. 347, 263–271 (2008)

22. K. Köksal, F. Koç, The effect of twisted light on the ring-shaped molecules: the manipulation
of the photoinduced current and the magnetic moment by transferring spin and orbital angular
momentum of high frequency light. Comput. Theor. Chem. 1009, 203 (2017)

23. K. Nobusada, K. Yabana, Photoinduced electric currents in ring-shapedmolecules by circularly
polarized laser pulses. Phys. Rev. A 75 (2007)

24. D. Jia, J.Manz, B. Paulus, V. Pohl, J.C. Tremblay, Y.Yang,Quantum control of electronic fluxes
during adiabatic attosecond charge migration in degenerate superposition states of benzene.
Chem. Phys. 482, 146 (2017)

25. G. Hermann, C. Liu, J. Manz, B. Paulus, J.F. Pérez-Torres, V. Pohl, J.C. Tremblay, Multidirec-
tional angular electronic flux during adiabatic attosecond charge migration in excited benzene.
J. Phys. Chem. A 120, 5360 (2016)

26. G. Hermann, C. Liu, J. Manz, B. Paulus, V. Pohl, J.C. Tremblay, Attosecond angular flux of
partial charges on the carbon atoms of benzene in non-aromatic excited state. Chem. Phys.
Lett. 683, 553 (2017)

27. H. Ding, D. Jia, J. Manz, Y. Yang, Reconstruction of the electronic flux during adiabatic
attosecond charge migration in HCCI+. Mol. Phys. 115, 1813 (2017)

28. D. Jia, J. Manz, Y. Yang, Generation of electronic flux during the femtosecond laser pulse
tailored to induce adiabatic attosecond charge migration in HCCI+. J. Mod. Opt. 64, 960
(2017)



6 Ultrafast Magnetic Field Generation in Molecular π -Orbital Resonance … 127

29. M. Kanno, H. Kono, Y. Fujimura, S.H. Lin, Nonadiabatic response model of laser-induced
ultrafast π -electron rotations in chiral aromatic molecules. Phys. Rev. Lett. 104, (2010)

30. H.Mineo, S.H. Lin, Y. Fujimura, Coherent -electron dynamics of (p)-2,2ä-biphenol induced by
ultrashort linearly polarized UV pulses: angular momentum and ring current. J. Chem. Phys.
138 (2013)

31. H. Mineo, Y. Fujimura, Quantum design of π -electron ring currents in polycyclic aromatic
hydrocarbons: Parallel and antiparallel ring currents in naphthalene. J. Phys. Chem. Lett. 8,
2019 (2017)

32. M. Kanno 1, H. Kono, Y. Fujimura, Laser-control of ultrafast π -electron ring currents in
aromatic molecules: Roles of molecular symmetry and light polarization. Appl. Sci. 8, 2347
(2018)

33. K.J. Yuan, A.D. Bandrauk, Circularly polarized attosecond pulses from molecular high-order
harmonic generation by ultrashort intense bichromatic circularly and linearly polarized laser
pulses. J. Phys. B 45 (2012)

34. K.J. Yuan, H. Lu, A.D. Bandrauk, High-order-harmonic generation in molecular sequential
double ionization by intense circularly polarized laser pulses. Phys. Rev. A 92 (2015)

35. K.J. Yuan, A.D. Bandrauk, Attosecond-magnetic-field-pulse generation by intense few-cycle
circularly polarized UV laser pulses. Phys. Rev. A 88 (2013)

36. K.J. Yuan, A.D. Bandrauk, Attosecond-magnetic-field-pulse generation by coherent circular
molecular electron wave packets. Phys. Rev. A 91 (2015)

37. A.D.Bandrauk,K.J. Yuan, Circularly polarised attosecond pulses:Generation and applications.
Mol. Phys. 114, 344 (2016)

38. A.D. Bandrauk, J. Guo, A.D. Bandrauk, Circularly polarized attosecond pulse generation and
applications to ultrafast magnetism. J. Opt. 19 (2017)

39. J.-W. Kim, M. Vomir, J.-Y. Bigot, Ultrafast magnetoacoustics in nickel films. Phys. Rev. Lett.
109 (2012)

40. J.-Y. Bigot, Ultrafast magnetism: down to the nanometre scale. Nat. Mater. 12, 283 (2013)
41. X. Zhang, X. Zhu, D.Wang, L. Li, X. Liu, Q. Liao, P. Lan, P. Lu, Ultrafast oscillating-magnetic-

field generation based on electronic-current dynamics. Phys. Rev. A 99 (2019)
42. H. Ibrahim, C. Lefebvre, A.D. Bandrauk, A. Staudte, F. Légaré, H2: The benchmark molecule

for ultrafast science and technologies. J. Phys. B 51 (2018)
43. K.J. Yuan, A.D. Bandrauk, Exploring coherent electron excitation and migration dynamics by

electron diffraction with ultrashort X-ray pulses. Phys. Chem. Chem. Phys. 19, 25846 (2017)
44. K.J. Yuan, A.D. Bandrauk, Ultrafast X-ray photoelectron imaging of attosecond electron

dynamics in molecular coherent excitation. J. Phys. Chem. A 123, 1328 (2019)
45. S.R. Leone, C.W. McCurdy, J. Burgdörfer, L.S. Cederbaum, Z. Chang, N. Dudovich, J. Feist,

C.H. Greene, M. Ivanov, R. Kienberger, U. Keller, M.F. Kling, Z.-H. Loh, T. Pfeifer, A.N.
Pfeiffer, R. Santra, K. Schafer, A. Stolow, U. Thumm, M.J.J. Vrakking, What will it take to
observe processes in ‘real time’? Nat. Photon. 8, 162 (2014)

46. P.M. Kraus, B. Mignolet, D. Baykusheva, A. Rupenyan, L. Horný, E.F. Penka, G. Grassi, O.I.
Tolstikhin, J. Schneider, F. Jensen, L.B. Madsen, A.D. Bandrauk, F. Remacle, H.J. Wörner,
Measurement and laser control of attosecond charge migration in ionized iodoacetylene. Sci-
ence 790, 350 (2015)

47. M. Kanno, H. Kono, S.H. Lin, Y. Fujimura, Laser-induced electronic and nuclear coherent
motions in chiral aromatic molecules, inQuantum Systems in Chemistry and Physics, Progress
in Methods and Applications, eds. by K. Nishikawa, J. Maruani, E. J. Brändas, G. Delgado-
Barrio, P. Piecuch, (Springer, Dordrecht, Netherlands, 2012), pp 121–148

48. K.J. Yuan, J. Guo, A.D. Bandrauk, Generation of ultrafast magnetic fields from molecular
coherent electron currents. Phys. Rev. A 98 (2018)

49. T. Zuo, A.D. Bandrauk, High-order harmonic generation in intense laser and magnetic fields.
J. Nonlinear Opt. Phys. Mater. 04, 533 (1995)

50. A.D. Bandrauk, H.Z. Lu, Controlling harmonic generation in molecules with intense laser and
static magnetic fields: Orientation effects. Phys. Rev. A 68 (2003)



128 K.-J. Yuan et al.

51. S. Long, W. Becker, J.K. McIver, Model calculations of polarization-dependent two-color
high-harmonic generation. Phys. Rev. A 52, 2262 (1995)
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Chapter 7
Circularly Polarized High Harmonic
Generation for Probing Molecular
Chirality

Taro Sekikawa, Kengo Ito, Eisuke Haraguchi, and Keisuke Kaneshima

Abstract Chirality of molecules play an important role in biological activity. Chiral
molecules are not superimposable on their own mirror images, called enantiomers,
and do not have a symmetry plane nor a center of inversion symmetry. The chemical
reactivity of the enantiomers sometimes depends on the chirality. Hence the distin-
guishing the enantiomers is important and circularly polarized light has been used to
discern the enantiomers for a long time. The development of ultrashort pulse tech-
nology enables us to investigate nonlinear interactions of chiral molecules with an
intense light field. Among various nonlinear optical interactions, we focus on high
harmonic generation as the probe into molecular chirality. Here, we describe two our
recent results: one is circularly polarized high harmonic generation (CP-HHG) from
a chiral molecule, limonene, driven by a CP counter-rotating two-color laser field.
The other is the development of elliptically polarized single-order high harmonic
light source for the application to photoelectron spectroscopy of chiral molecules.

The physical properties of the enantiomers of chiralmolecules are same.However, the
chemical reactivity exhibits a strong enantiomeric selectivity. Therefore, the chirality
plays a decisive role in biological systems. Discerning the enantiomers is impor-
tant for understanding the activities of chiral molecules in biological systems. It is
interesting that the interaction between circularly polarized (CP) light and chiral
molecules depend on the chirality. Therefore, CP light has been used to investigate
the magnetic properties and chirality of materials. The development of high peak
power lasers provides us new opportunities to explore nonperturbative nonlinear
interactions of chiral molecules with an optical field.

Among many nonlinear optical interactions, we are interested in high harmonic
generation (HHG) as a probe into molecular chirality. Recently, using the approach
based on HHG, the observation of molecular chirality was reported [1–3]. HHG is
the light field emission by the nonlinear interactions between a laser electric field
and the interacting molecules [4]. The process of HHG is intuitively understood by
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the three-step model, where an electron (1) is ionized by tunneling from an atom
or molecule in the presence of a strong laser field, (2) is accelerated in the laser
field, and (3) recombines with the parent ion and then emits a higher harmonic
photon with an energy corresponding to the sum of the kinetic and ionization ener-
gies [5]. Because the HHG yield depends on the electronic states of the interacting
molecules through tunneling and recombination probabilities, HHG can be used to
probe the electronic states of the molecules, including the symmetry or the chirality
of the molecular orbitals. This spectroscopic approach is known as high harmonic
spectroscopy (HHS).

HHG can also be used as a light source to probe the chirality. Extreme ultravi-
olet (EUV) light, which has a high photon energy, allows element selective probing.
Accordingly, CP EUV light enables the investigation of element selective electro-
magnetic and chiral phenomena [6]. High harmonics (HHs) of ultrashort laser pulses
[7, 8] are promising for such investigations owing to their spatial and temporal coher-
ence transferred from the driving laser. The electromagnetic fields of HHs are well
polarized, and the temporal width of the HH pulses breaks into the attosecond regime
[9–13].

In this article, we describe our recent investigation on the circular dichroism (CD)
in HHG from chiral molecules [14] and on the polarimetry of elliptically polarized
HHG [15]. The former is a kind of HHS to gain insight into chirality. The latter is
for the development of a single-order CP EUV light source for the observation of
the CD of chiral molecules.

7.1 Circular Dichroism in High Harmonic Generation
from Chiral Molecules

7.1.1 Introduction

To distinguish between the enantiomers in a condensed phase, optical approaches
such as the CD of photoabsorption and the optical rotation of light polarization
have been used. These effects are induced by the interference term −→μ · −→m between
the electric −→μ and magnetic −→m dipoles in the transition moment [16]. As

∣
∣−→m ∣

∣ is
generally small, the magnitude of the CD of photoabsorption is typically on the order
of 10–4–10–5. Therefore, discerning the enantiomers is a demanding task. However,
in the gas phase, the spatial distribution of the photoelectron emission from chiral
molecules was found to have a larger anisotropy than the CD of photoabsorption by
two or three orders of magnitude, enabling the observation or determination of the
molecular chirality with a higher sensitivity [17–20].

HHG provides us unique opportunities for the investigation of chirality. In [1],
HHS was applied to detect the chirality based on the observation that the HHG yield
from chiral molecules is asymmetric with respect to the sign of the degree of the
ellipticity of the driving laser. The ellipticity maximizing the anisotropy was found
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to be±1–2%. This anisotropy comes from the transition between electronic states in
the cation, dependent on −→m pertinent to the molecule, during the second step of the
three-step model. The recombining state of the cation with the free electron during
the third step could be different from the initial state upon tunneling ionization,
resulting in a difference in HHG yield. The interstate transition during the second
step is sensitive to the sign of −→m . Thus, the HHG yield is chiral-sensitive.

Previously, we investigated the CD of the CP-HHG by a two-color bicircular
laser field from chiral molecules [14]. We used a photoelectron spectrometer using
Kr gas as a target. However, the sensitivity to HHGwas low. Therefore, in this study,
we employed an EUV spectrometer equipped with a charge-coupled device (CCD)
camera and observed the CD with better sensitivity to HHG.

CP HHG from a single-color CP laser beam is prohibited by the conservation
of spin angular momentum. Considering the three-step model, the released elec-
tron cannot return to the parent ion under a CP light field, resulting in no HHG.
Therefore, in [1], the polarization of the used laser pulses was very close to linear,
as described above. In contrast, a two-color CP laser fields with counter-rotating
polarizations generate CP high harmonic pulses [21–30]. The synthesized laser field
by the fundamental (ω) and its second-harmonic (2ω) CP light exhibits a three-
fold spatiotemporal symmetry. Therefore, the 3m-order harmonics are missing in
isotropic media, where m is a positive integer [23, 25]. The circular polarizations
of the 3m + 1 and 3m + 2 harmonics are the same as those of ω and 2ω, respec-
tively, and are opposite to each other because of the conservation of spin angular
momentum. In this study, we observed the CD of CP HHG from the enantiomers of
1-methyl-4-(prop-1-en-2-yl)cyclohex-1-ene (limonene, inset of Fig. 7.1).

These enantiomers act differently in our smell of sense, e.g., each enantiomer
has a peculiar smell: (R)- and (S)-limonene have the fragrance of oranges and pine,
respectively. When light with a linear polarization passes through a pure enantiomer,
the plane of polarization is rotated [31]. This is known as optical rotation. (R)- and
(S)-limonene molecules rotate the plane clockwise or counterclockwise as viewed
by an observer facing the oncoming wave, respectively.

In the quantum mechanical expression of the three-step model of HHG, the third
step is expressed as the complex conjugate of the transition dipole moment between
the ground state and ionized state [21, 24, 27, 32, 33]. Therefore, the CP HHG
yield is expected to depend on the symmetry of the wavefunction of the outermost
atomic or molecular orbital [9, 12]. Experimentally, the relative intensities of the
allowed neighboring harmonics, 3m + 1 and 3m + 2, in CP HHG were found to
depend on the atomic species [27, 29]. In the early stage of the investigation, these
relative intensities appeared to be understood by the following propensity rule: single
photoionization with a field corotating with the initial state is much more likely
than with a counter-rotating field [24, 27]. However, the underlying mechanism was
found to be more complicated, and precise theoretical calculations are necessary to
understand it completely [29].

Although the quantitative prediction of the relative intensities is not simple, the
sensitivity of CP HHG to the outermost atomic orbital suggests that CP HHG is also
susceptible to the highest occupied molecular orbital (HOMO) of a chiral molecule,
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BBO Calcite Achromatic
quarter waveplate

MAZEL-TOV

Limonene+He

XUV

He gas

Limonene

Spectrometer
CCD

(R)-limonene (S)-limonene

Fig. 7.1 Experimental setup for the observation of CP HHG. MAZEL-TOV is the optical system
used to generate the two-color counter-rotating CP laser field consisting of a BBO crystal, a calcite
plate, and an AQW [34]. The superposition of the two-color counter-rotating polarized laser fields,
of which the rotation directions of the fundamental and second-harmonic light field are represented
by the counterclockwise and clockwise arrows, respectively, forms triangular polarization with
threefold symmetry. The inset is the molecular structures of limonene molecules

the direction of which should be determined by the rotation direction of the electrons
in the HOMO. Even for randomly oriented molecules, the chirality is active. This
indicates that CP HHG can be used to discern molecular chirality. Still, the response
of a large molecule to a laser field would not be as simple as that of an atomic orbital.
Therefore, the purpose of the present work is the experimental exploration of the
sensitivity of CP HHG to molecular chirality.

7.1.2 Experiment

The experimental setup for CP HHG is illustrated in Fig. 7.1. A Ti:sapphire laser
system delivers 1.4mJ, 35 fs pulseswith a center wavelength of 800 nm at a repetition
rate of 1 kHz. The two-color counter-rotating CP laser field was synthesized by the
inline setup called MAZEL-TOV [34]: the linearly polarized 800 nm pulses were
partially converted to 400-nm pulses with a polarization perpendicular to ω by a
β-BaB2O4 (BBO) crystal with a thickness of 300 μm. The pulse energies of the ω

and 2ω pulses were 0.9 and 0.5mJ, respectively. After compensating the group-delay
between the ω and 2ω pulses by a calcite plate, their polarizations were changed to
circular by an achromatic quarter-waveplate (AQW) (Kogakugiken corp.). Here, the
rotation directions of the ω and 2ω were opposite to each other and were switched
just by rotating the crystal axis of the AQW by 90°. Because of the inline setup, the
spatial overlap between theω and 2ω beams was suitable to form a triangular electric
field. The generation of the 3m-th harmonics was almost suppressed. In this paper,
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counterclockwise polarization is defined by an observer facing an oncoming wave
and vice versa.

The two-color synthesized laser field was focused into a gas jet using a concave
mirror with a focal length of 0.5 m. The gas jet was formed by a glass capillary
with an inner diameter of 300 μm. The capillary tip was set at the focal point of
the mirror. The peak intensities of the ω and 2ω beams were estimated to be 5.0 ×
1014 and 1.4 × 1014 W/cm2, respectively. The enantiomers of limonene molecules,
purchased from Wako Pure Chemical Industries Ltd., were stored in a glass bubbler
and warmed to 333 K to increase their vapor pressure. The limonene vapor was sent
through a heated pipeline to the glass capillary mixed with 1.6 atm helium gas. The
flow of the limonene molecules mixed with helium was continuous. The spectra of
the high harmonics were recorded by an EUV spectrometer with a CCD camera. The
intensity of each harmonic was obtained by integrating the counts of each peak, and
the ambiguity of the intensity was estimated by the square root of the total counts.

7.1.3 Results and Discussion

Figure 7.2a and b present the spectra of the CP HHG from (S)-limonene, and (R)-
limonene, respectively. The clockwise (counterclockwise) circular arrow in Fig. 7.2
indicates the rotation direction of the polarization of the ω (2ω) used for HHG.
The dotted (solid) lines indicate the CP HHG spectra generated by the combina-
tion of a clockwise (counterclockwise) rotating ω and counterclockwise (clockwise)
rotating 2ω represented by the solid and dotted arrows, respectively. The following
two features in the spectra are identified: (1) The 3m + 1 harmonics of the (R)-
limonene signal are relatively more enhanced than the 3m + 2 when the ω has a
clockwise polarization. (2) However, for the counterclockwise polarization of the ω,
the 3m + 1 harmonics of the (S)-limonene signal are more enhanced.

To quantitatively evaluate the CD, the Kuhn g-factor 2(IL - IR)/(IL + IR), where
IL and IR are the intensities with counterclockwise and clockwise polarization,
respectively, was estimated by summing up the counts for each harmonic order after
normalizing the total counts of the observed spectrum to the same value for each
polarization and is shown in Fig. 7.3. (R)-limonene (triangle) generates more high
harmonics with clockwise circular polarization than with counterclockwise circular
polarization, while (S)-limonene (circle) prefers the generation of harmonics with
counterclockwise circular polarization. The Kuhn g-factors are almost symmetrical
with respect to the baseline, indicating the CD in HHG. These results are consistent
with the previous results [14].

Under the present experimental conditions, the interaction length between the laser
field and chiral molecules was 300 μm and the gas density of the chiral molecules
was low. Therefore, the phase-mismatch among the driving laser pulses and high
harmonic pulses was negligible [25, 27, 35], which will be evaluated later. The
response of a single molecule should be crucial for dichroism. The observed CD
would be explained by the same processes proposed in [1] and [33]: the transition
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Fig. 7.2 High harmonics spectra from a He, b (S)-limonene, and c (R)-limonene, generated by the
synthesized laser field by the CP ω and 2ω. The spectra shown by the dotted (solid) lines have been
generated by the combination of ω and 2ω, of which the rotational directions of the polarization
are clockwise (counterclockwise), represented by solid arrow, and counterclockwise (clockwise),
represented by dotted arrow, respectively
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Fig. 7.3 Kuhn g-factors from the enantiomers for each higher harmonic order

to another state by −→m in the cation during the second step of the three-step model
modulates the efficiency of HHG.

Here, however, more intuitive perspectivesmay be provided. One is the propensity
rule of the ionization probability dictating the third process of the three-step model
[24, 27, 29]: the emitted radiation is more likely to acquire a polarization with the
same rotation direction of the outermost atomic orbitals [24]. Therefore, the preferred
CP HHG is determined by the rotation direction of the HOMO wavefunction of an
enantiomer, although it is not straightforward to predict the direction of the rotation
or the ring current in the molecule from the molecular structure or the distribution
of the HOMO electrons. Further investigation on HHG from chiral molecules will
reveal the relationship between them.

As another perspective, the resonance with the intermediate states with CD could
be responsible for the CD in HHG. In perturbative nonlinear optics, it is well-known
that the resonancewith the electronic states of nonlinearmedia enhances the nonlinear
susceptibility. Even in HHG, the resonance with an electronic state raises the genera-
tion efficiency [36]. The photoabsorption of limonene appears in a wavelength region
shorter than about 220 nmwithCD [37]. Thus, bothω and 2ω can be resonantwith the
states at 200 nm. Because (R)-limonene has a larger absorption coefficient for clock-
wise polarization at 200 nm [37], the nonlinear responses to the clockwise polarized
light could be larger at 200 nm than to the counterclockwise polarization. Experi-
mentally, the Kuhn g-factors are found to have a negative sign for (R)-limonene, as
shown in Fig. 7.3. That is, the HHs with clockwise polarization were generated more
efficiently from (R)-limonene. Considering that the 3m + 1 and 3m + 2 orders have
the same polarization as ω and 2ω, respectively [25], the resonance of ω or 2ω, with
clockwise polarization, with the dichroic states enhances the HHs with clockwise
polarization from (R)-limonene.
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CD of the states at about 200 nm in limonene was observed in the photoelec-
tron spatial distribution: Fanood et al. observed the wavelength dependence of the
anisotropy of the photoelectron emission by the (2+1) resonance multiphoton ioniza-
tion by the CP photons [38]. They found that the sign of the asymmetry factor of
the photoemission from the HOMO was reversed when the center wavelength of
the laser was changed from 420 to 392 nm. Interestingly, at these wavelengths, the
sign of the CD of linear absorption also reversed [37]. This correspondence between
the CD of the photoelectron emission and that of the linear absorption is attributed
to the resonance with different vibrational levels and different electronic ion core
configurations in the intermediate Rydberg states [38]. The intermediate states with
CD should also influence the HHG through the resonance effects.

The enhancement of CP HHG by the resonance with the intermediate states
with CD also appears to be the case in [1]. It was found that an elliptically
polarized driving laser rotating in the clockwise direction with photon energies of
0.70 and 0.67 eV generates high harmonics more efficiently from (S)-epoxypropane
and (R)-fenchone than the laser field rotating in the opposite direction. According to
[39, 40], (S)-epoxypropane and (R)-fenchone are resonant and have larger absorption
coefficients at 11 (=7.7 eV) and 6 photons (=4.0 eV) for the clockwise polarization,
respectively. The correspondence found in limonene predicts that HHs are gener-
ated more efficiently by the driving laser with the clockwise polarization from these
enantiomers, and successfully explains the experimental observation.

Finally, the phase mismatch in CP-HHG was estimated as follows. The angle
of the optical rotation α and the difference in the refractive indices of the circular
polarizations �n have the relation of α = π�nl/λ, where λ and l are the wavelength
and interaction length, respectively. Using α and n given in [31], �n at ω and 2ω
was deduced to be 2.1 × 10–6 and 5.2 × 10–6, respectively, for a 1 cm-long liquid.
As �n is proportional to the density of limonene, �n in the gas phase was estimated
considering the vapor pressure [41]; at 358 K, the vapor pressure was 4.92 kPa. If
the total gas pressure just below the capillary tube was 2700 Pa [42], the pressure
of limonene was estimated as 82 Pa. When the temperature was cooled to 100 K
by supersonic expansion, the gas density of limonene was 1.4 × 10–5 g/cm3. As
�n is proportional to the density and the interaction length l of 300 μm, �n at 2ω
and ω are 8.2 × 10–11 and 3.3 × 10–11, respectively. Meanwhile, the corresponding
average refractive indices are 1.00026 and 1.00025, respectively. Therefore, under
the assumption that the refractive indices in the EUV range are unity, the difference
in the phase mismatch coming from the CD is negligibly small and phase matching
is not the primary effect.

In summary, the CP HHG limonene enantiomer spectra were found to exhibit CD
in the intensities. CP HHG is sensitive to the chirality of the interacting molecules
with a synthesized CP light field. CP HHG appears to be very promising for discrim-
inating enantiomers. As CP HHG includes processes taking place on the attosecond
timescale, CP HHG might also be applicable to probe the attosecond transient
chirality of molecules.
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7.2 Polarimetry of a Single-Order Circularly Polarized
High Harmonic Separated by a Time-Delay
Compensated Monochromator

7.2.1 Introduction

To generate CP EUV light, the polarization conversion from linear to circular polar-
ization was demonstrated by a reflective polarizer, although the conversion efficiency
was ~4% [6]. Recently, the generation scheme of CP HHs directly driven by laser
field was established [23, 25, 34, 43–45]. The driving laser field synthesized by two-
color CP light fields with counter-rotating circular polarizations enables the efficient
generation of CP HHs, while the one-color single beam CP laser field does not
generate HHs, underlain by the three-step model of HH generation [5] and by the
conservation of the spin angular momentum of photons. The conversion efficiency is
comparable to the linearly polarized HH generation [23]. In the case of noncollinear
geometry [43, 44], the HHs generated by two noncolinear beams with the same color
are spatially dispersed. The propagating direction of each HH is determined by the
conservation of the spin angular momentum of photons.

The applicationofCPHHs sometimes requires focusing the single-order harmonic
on a target. However, in collinear geometry, all harmonics spatially overlap. Thus,
it is necessary to spatially separate the harmonics. Although the harmonic orders
are spatially dispersed in noncollinear geometry [43], it is not tractable to focus a
specific harmonic order on targets. The usage of a grating is more convenient to both
separate and focus the beam, as has already been demonstrated in the observation of
nanoscale magnetic imaging [46].

Here, the monochromatization and focusing of a CP harmonic generated in the
collinear scheme was implemented by a time-delay compensated monochromator
(TDCM) [47–49], consisting of a pair of toroidal gratings and a slit [15]. The
TDCM preserves the pulse duration of the selected harmonic [47–49] and focuses
the harmonic pulses on target [48]. The TDCM is extensively used for time-resolved
photoelectron spectroscopy using a linearly polarized harmonic [50–52]. To assess
the applicability of the TDCM to isolate a single-order CP harmonic, the ellipticity of
the selected harmonic was evaluated, because the grazing incidence to the toroidal
gratings in the TDCM distorts the circular polarization to elliptical owing to the
anisotropy of the complex coefficient of the diffraction on the grating. To obtain
a CP HH, elliptically polarized harmonic pulses were generated by manipulating
the polarization of the driving laser field and were corrected by the diffraction by
the gratings. The first practical isolation and characterization of a CP single-order
harmonic is demonstrated.
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7.2.2 Experiment

The experimental setup is shown in Fig. 7.4. The driving laser field was synthesized
by theMAZEL-TOV scheme described in Sect. 7.1.2 [34]. The 900μJ, 35 fs linearly
polarized ω light delivered at 1 kHz by a Ti:sapphire laser system was partially
converted to 300 μJ 2ω light with perpendicular polarization to ω by a BBO crystal.
The circular polarizations of HHs were switched by rotating the AQW by 90°. The
ellipticity of ω and 2ω were 0.99 and 0.98, respectively, measured using a linear
polarizer and a quarter waveplate. In this section, the rotating direction of the circular
polarization is also defined as viewed by an observer facing the oncoming light,
which is same in the previous section. The counterclockwise and clockwise rotations
of the light polarization are called left-handed (LH) and right-handed (RH) polar-
ization, respectively. Because MAZEL-TOV is composed of static optical elements,
the relative phase betweenω and 2ωwas fixed. The two CP beams were focused in a
Kr gas jet by a concave mirror with a 50 cm focal length. The inset in Fig. 7.4 shows
the photoelectron spectrum of Kr atoms irradiated by HHs. Each labeled harmonic
order has two peaks because of the spin–orbit splitting of the cation. The generation
of the 18th harmonic was suppressed, and its intensity was 18% and 0.7% of the
19th and 17th harmonics, respectively, reinforcing the three-fold symmetry of the
synthesized driving laser field. Therefore, the generated HHs were expected to be
highly CP. The TDCM consists of a pair of Pt-coated toroidal gratings (HORIBA
JOBIN YVON, 54,000,910) and the slit [48, 49]. The first grating disperses the
harmonics spatially, and the slit selects a single-order harmonic. The second grating
compensates for the pulse front tilt introduced by the diffraction to compress the
pulse duration. The reflection angle of the grating is 142°. The harmonic order

Grating

BBO Calcite AQW

MAZEL-TOV

Torodial grating

Au mirror

EMT

Polarizer

Gas jet
Slit

Photoelectron
spectrometer

Kr

TDCM

a) b)
Polarizer

70°
70°

50°

TE(0°)

TM
(90°) Au mirror

Fig. 7.4 a Experimental setup. AQW is an achromatic quarter waveplate, and EMT is an electron
multiplier. TDCM is a time-delay compensated monochromator. The inset shows the photoelectron
spectrum of Kr atoms irradiated by the labeled high harmonics. b Schematics of a linear polarizer
consisting of three Au mirrors and a grating with the grooves in the vertical direction
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was monitored by a photoelectron spectrometer and the single order selection was
always confirmed. The photon flux of the 17th harmonic with circularly polarization
was ~106 photons/pulse, comparable to that of linearly polarized light. The selected
harmonic was detected by an electron multiplier (R2362, Hamamatsu Photonics)
after the linear polarized described in the next section. The transmitted intensity I(φ)
as a function of rotation angle of the polarizer φ was measured with an accumulation
time of 3 s. every 10° between 0 and 180° for circular polarization and every 5° for
linear polarization with an assumption that I(φ) = I(φ − 180).

7.2.3 Characterization of Polarization

To characterize the polarization state of HHs, a linear polarizer for EUV light was
constructed by three Au mirrors schematically shown in Fig. 7.4 [53], which has
been used in EUV spectroscopy [54]. Intuitively, s-polarized light goes through the
polarizer more because of the anisotropy in the reflectance of the Au mirror between
s and p polarizations as listed in Table 7.1. These were calculated using the values in
[55] and the Au mirrors with no coating were used to ensure the optical response of
Au. In the constructed polarizer, the incident angles to the first and the third mirror
were set as 70°, and that to the second mirror was set as 50° [53].

The Stokes vector of the completely polarized light beam
−→
S = (S0, S1, S2, S3)

is associated with I(φ) as follows: when the phase difference between the x and y
components of a polarized electric field of light is δ, of which sign determines the
handedness of a circular polarization,

I (φ) = I
(

0◦) + I
(

90◦)

2
+ I

(

90◦) − I
(

0◦)

2
cos(2φ) + √

I (0◦)
√

I (90◦) sin(2φ) cos δ. (7.1)

The Stokes vector is associated with I(φ) by
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(
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(
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√
I (0◦)

√
I (90◦) cos δ, 2

√
I (0◦)

√
I (90◦) sin δ

)

(7.2)

Table 7.1 Reflectance and reflectance phase of Au [55]

Wavelength (nm) Angle of incidence (°) Reflectance Phase (°)

rs2 rp2 δs δp

50 70 0.515 0.251 −146 177

50 0.251 0.0550 −16 151

47 70 0.455 0.199 − 46 179

50 0.204 0.0332 −18 151
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Hence, experimentally, S2 is directly obtained by I(45°) − I(−45°) and then,
the absolute value of S3 can also be evaluated. The sign of δ is usually deter-
mined by inserting a quarter waveplate. The ellipticity ε is given by ε =
∣
∣
∣
∣
tan

(

1
2 arctan

(

S3√
S21+S22

))∣
∣
∣
∣
. Among the elements of the Stokes vector, there is

a relationship of S20 = S21 + S22 + S23 . However, when the beam contains the
unpolarized component, these relationships are not directly applicable, because of
S20 > S21 + S22 + S23 , where S0 corresponds to the total beam flux.

To take account of the unpolarized components and the diffraction by the gratings
quantitatively, the transmittance of the optical system is evaluated by operating the
Mueller matrixes, characterizing the optical components, on the Stokes vector [56].
The first element of the Stokes vector S0 is proportional to I(φ), from which the
Stokes vector and the optical parameters of the toroidal gratings are evaluated in this
work. Using the complex reflection coefficients of an optical component rs exp(iδs)
and rp exp

(

iδp
)

for s and p polarization, respectively, the Mueller matrix M for
reflection is expressed as

M = 1/2
(

r2s + r2p
)

⎛

⎜
⎜
⎝

1 − cos 2ψ 0 0
− cos 2ψ 1 0 0

0 0 sin 2ψ cos� sin 2ψ sin�

0 0 − sin 2ψ sin� sin 2ψ cos�

⎞

⎟
⎟
⎠

, (7.3)

where tanψ = rp/rs and� = δp − δs [53]. Becauseψ andΔ depend on an incident
angle θ,M at θ for Au is denoted asMθ . In this work, to describe the diffraction by
the grating, the matrixMG with the same formula as (7.3), using ψG and ΔG defined
by tanψG = rT M/rT E and �G = δT M − δT E , respectively, is employed. Here, the
complex coefficients for the transverse electric (TE) and transverse magnetic (TM)
diffracted light are expressed as rT E exp(iδT E ) and rT M exp(iδT M), respectively.
Because the second toroidal grating in the TDCM is installed mirror-symmetrically
including the groove geometry so that the light propagates in the backward direction
of the diffraction [48], the Mueller matrix of the TDCM is expressed as MG MG

by the reciprocal theorem [57]. The rotation of the polarizer around the propagation
direction of the light by φ is expressed as

R(φ) =

⎛

⎜
⎜
⎝

1 0 0 0
0 cos 2φ sin 2φ 0
0 − sin 2φ cos 2φ 0
0 0 0 1

⎞

⎟
⎟
⎠

. (7.4)

The Mueller matrix of the reflective polarizer rotated by φ is
R(−φ)M70M50M70R(φ). Here, M50 and M70 are calculated from the optical
constants listed in Table 7.1. Consequently,

−→
S of the incident beam to the TDCM

and the polarizer is transformed into
−→
S′ = R(−φ)M70M50M70R(φ)MGMG

−→
S .
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7.2.4 Polarization After the Time-Delay Compensated
Monochoromator

Firstly, to examine whether the reflection polarizer works correctly, I(φ) of linearly
polarized 17th harmonic (47 nm) with TE and TM polarizations were measured,
as shown in Fig. 7.5a. Here, the direction of 0° is parallel to the groove of the
toroidal grating and TE polarization. The TM polarization is perpendicular to the TE
polarization. Transmitted intensity approaches to maximum in the same direction
of the electric field, while the intensity of the perpendicular direction to the electric
field was 0.033 of the maximum as expected from the extinction ratio of the polarizer
calculated using the optical constants tabulated in Table 7.1. Hence, quantitatively,
the three sets of Au mirrors work as a linear polarizer.

For the linear TE and TMpolarizations of �ST E
TM

= (1,∓1, 0, 0), the first element of
�S′
T E
T M

after the TDCM and the polarizer is proportional to α ± βcos(2φ) accordingly,

where α = 1.69 and β = 1.58 for the 17th harmonic obtained using ψ and Δ of Au.
The difference between α and β is due to the finite reflectivity of the Au mirror of
the orthogonal component in the polarizer. The solid lines in Fig. 7.5a indicate the
fitting results for these equations. Although only the proportional coefficient was a
fitting parameter, the angle dependence was reproduced. Therefore, the reflectance
and the phase in Table 7.1 appropriately describes the responses of the Au mirrors
installed in the reflection polarizer.

When the polarizations of the HHs were switched to circular polarizations, the
angle dependences of the 17th harmonic selected by theTDCMwere changed to those
of Fig. 7.5c. The angle dependence shows that the polarizations after the TDCM are
no longer circular polarization. In contrast with linear polarization, however, the LH
CP light ( ) has a maximum transmittance in the 325° direction, while the RH CP
light ( ) has a maximum transmittance in the 35° direction. The angle dependence
of the 16th harmonic was similar to that of the 17th harmonic as shown in Fig. 7.5b.
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Fig. 7.5 a Transmitted intensities of TE ( ) and TM ( ) polarizations of the 17th harmonic as
a function of the rotating angle of the polarizer φ, respectively. The solid lines denote the fitting
results. b, c Transmitted intensities of the left- ( ) and right-handed ( ) CP 16th and 17th harmonics
as a function of φ, respectively. The solid lines are the fitting results
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Here, note that the circular polarization of the 16th and 17th harmonics are orthogonal
to each other under the same generation condition. The difference in the tilt direction
from 0° of the angular distribution between the 16th and17th harmonics confirms that
they have the opposite circular polarization experimentally. The sensitive response
of the angle dependence to circular polarization also suggests that the observed HHs
are highly polarized. If the harmonics are non-polarized, the transmittance should
have the minimum at 90° and 270°, while the experimentally observed minimum
was observed in directions of ±55° and ±235°.

To understand the angle dependence of the transmittance of the RH and LH
CP light including the unpolarized component with

−→
S RH

LH
= A(1, 0, 0, ±1) +

B(1, 0, 0, 0), respectively, the first element of the Stokes vector
−→
S ′

RH
LH

=
R(−φ)M70M50M70R(φ)MGMG

−→
S RH

LH
is calculated. Here, A and B are proportional

to the intensities of the polarized and nonpolarized components, respectively. The
transmitted intensities of the RH and LH CP harmonics IRH

LH
(φ), i.e. the first element

of
−→
S ′

RH
LH
, are given as

IRH
LH

(φ) = P + Q cos(2φ) ± R sin(2φ) (7.5)

where

P = (A + B)α(1 + cos2(2ψG)), (7.6)

Q = 2(A + B)β cos(2ψG), (7.7)

and

R = −Aβ sin(2�G) sin2(2ψG). (7.8)

For the 16th harmonic, α = 1.56 and β = 1.41. Because R depends on ΔG,
the tilt direction of the principle axis of the transmittance depends on the circular
polarization.

To evaluate the optical constants ψG and ΔG, P, Q, and R are determined by
fitting (7.5) to the experimental results. The fitting results are shown by the solid
lines in Fig. 7.5b and c.ψG is uniquely determined by (7.6) and (7.7), while the other
parameters, A, B, and ΔG, cannot be determined uniquely. However, (7.7) and (7.8)
limit the range of A as follows: (7.7) gives the maximum of A as Q/(2β cos(2ψG)),
where a HH is completely polarized, i.e. B = 0. Equation (7.8) also gives the lower
limit of A as R/

(

β sin2(2ψG)
)

to satisfy R/
(

Aβ sin2(2ψG)
) ≤ 1. Consequently, the

range of A is given by

|R|/(β sin2(2ψG)
) ≤ A ≤ Q/(2βcos(2ψG)). (7.9)
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The corresponding range of B is given by (7.6) or (7.7) and, consequently,
−→
S RH

LH

and
−→
S ′

RH
LH

are also determined. Using these values, the corresponding ΔG, degree of
polarization (DOP) before and after the TDCM, and ellipticity ε after the TDCM are

given. Here, DOP is defined by DOP =
√

S21 + S22 + S23/S0 for the Stokes vector
of (S0, S1, S2, S3). In Table 7.2, ψG and the ranges of ΔG, DOP, and ε are listed.
Fortunately, the ranges of ΔG, DOP, and ε are limited. Hence, we can discuss the
polarization states further.

The CP HHs were reported to be partially depolarized, because of the dynamical
symmetry breaking by medium ionization and the temporal evolution of the driving
laser during the HH generation [58]. The DOP of the 17th harmonic was reported to
be approximately 0.6 [58]. CP HHs generated in noncollinear scheme have a DOP of
about 0.85 [44]. The depolarized components would be attributable to the ionization
of the interacting gas, introducing decoherence in the process of HH generation. The
DOP on target in the present work is 0.81 in the worst case, which is higher than
that in [58]. On the gratings, only the spatially coherent component with the same
polarization can be diffracted. Therefore, the gratings work as filters passing through
the polarized component. Higher DOP is one advantage of this scheme.

The obtainedψG is close to those of Pt,ψ = 36.6° for the 16th andψ = 36.0°for
the 17th harmonic, respectively, at the incident angle of 71° [55]. The phase shift of
Pt, Δ = 319° for 16th and Δ = 321° for 17 harmonics, are also within the range
of ΔG. Although the harmonics are not reflected but diffracted on the surface of
the toroidal grating, the diffraction efficiency depends on the coated substance, Pt.
Therefore, it is reasonable that ψG and ΔG have similar values to those of Pt. The
ratio of the diffraction efficiency rTM2/rTE2 of the toroidal grating is related with
ψG by tanψG = rT M/rT E , and it is 0.66 when the average value of ψG = 39.0° is
employed for the 17th harmonic. This value is consistent with the experimentally
measured value 0.70± 0.05 at 47 nm for linearly polarized light. The experimentally
determined range of ε shows that the circular polarization of the selected single-order
harmonics was deteriorated by the TDCM, owing to the anisotropy and the phase
shift by diffraction.

Table 7.2 Parameters for right (RH)- and left-handed (LH) circularly polarized harmonics after
TDCM

Harmonic order Polarization ψG (°) ΔG (°) DOP before
TDCM

DOP after
TDCM

Ellipticity

16 LH 39.6 315~338 0.71~1.00 0.81~1.00 0~0.38

RH 39.8 315~329 0.88~1.00 0.91~1.00 0~0.24

17 LH 39.7 315~330 0.87~1.00 0.90~1.00 0~0.24

RH 38.2 315~329 0.88~1.00 0.91~1.00 0~0.23
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Fig. 7.6 a Transmitted intensities of elliptically polarized fundamental light ω ( ) and the second
harmonic 2ω ( ) as a function of the rotating angle of the polarizer. b Transmitted intensities of
RH elliptically polarized 17th harmonic as a function of the rotating angle of the linear polarizer.
The solid lines are the fitting results of (7.10) and (7.11). These two results are overlapped

7.2.5 Compensation of Ellipticity for Circluar Polarization

One approach to obtain the CP harmonic at focus in this scheme is to generate
elliptically polarized HHs and to correct the ellipticity by the anisotropic diffraction
and the phase shift of the toroidal gratings. For example, the elliptical polarization
along the TM direction is preferred, because the diffraction efficiency of TE mode is
higher than that of TMmode. To generate elliptically polarized HHs, the polarization
of ω with higher pulse energy than 2ω was set to parallel to TM mode and the
ellipticity was introduced to the driving laser field by rotating the AQW from the
optimum angle for the quarter wavelength. When the angle was rotated by 20° from
the optimum angle, the polarizations of the driving laser field were changed to be
elliptical. Figure 7.6a shows the angle dependence of the RHω and LH 2ω intensities
measured using a linear polarizer. The ellipticities of ω and 2ω were 0.48 and 0.52,
respectively.

These two laser fields were synthesized and generated the RH 17th harmonic, of
which angle dependence of the intensity is shown in Fig. 7.6b. Because the optical
parameters of the toroidal grating listed in Table 7.2 are not uniquely determined,
I (φ) of

−→
S = (S0, S1, S2, S3) are evaluated for two extreme cases with ΔG = 329°

and with ΔG = 315°. The corresponding I (φ) are

I (φ) = 1.747S0 − 0.625S1 + (0.584S0 − 1.633S1) cos(2φ) + (−0.750S2 + 1.328S3) sin(2φ)

(7.10)

and
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I (φ) = 1.747S0 − 0.625S1 + (0.584S0 − 1.633S1) cos(2φ) + 1.525S3 sin(2φ).

(7.11)

The fitting these equations to the experimental data determines S0 and S1 uniquely.
However, S2 and S3 have ambiguities, although the coefficient for sin(2φ) can be
determined. Table 7.2 suggests that the selected harmonic by the TDCM has higher
DOP than ca. 0.9. Therefore, DOP is here assumed to be 0.90 and

−→
S was deter-

mined, although DOP might be changed when the HH is generated by the laser field
synthesized by elliptically polarized lights. The fitting results to (7.10) and (7.11)
are shown by the solid lines in Fig. 7.6b. Two fitting results are almost overlapped.−→
S = (1.00, 0.31, 0.73, 0.43) for ΔG = 329° and

−→
S = (1.00, 0.31, 0.83, 0.17)

for ΔG = 315° are obtained. The corresponding Stokes vectors after the TDCM
are MGMG

−→
S = (1.00,−0.05,−0.02, 0.89) with ε = 0.94 and MGMG

−→
S =

(1.00,−005,−0.18, 0.87) with ε = 0.80. The latter case gives the lowest ellip-
ticity under the conditions given in Table 7.2. Therefore, it is confirmed that the
diffracted single-order 17th harmonic has an ellipticity better than 0.80. This ellip-
ticity is applicable to the measurement of the photoelectron angular distribution [58]
and of magnetic imaging [46]. The compensation of the ellipticity is shown by the
shift of

−→
S denoted by the sphere ( ) before the TDCM to the square ( ) after the

TDCM on the Poincare sphere in Fig. 7.7.

Fig. 7.7 Polarization states on the Poincare sphere. The sphere ( ) and square ( ) show the Stokes
vectors of the 17th harmonic, generated elliptically polarized laser field, before and after the TDCM,
respectively
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7.3 Summary

In this work, the polarizations of the monochromatized 16th and 17th harmonics of a
Ti:sapphire laser by the TDCMwere characterized for the development of ultrashort
CP EUV light source. It was found that the circular polarization was distorted by the
diffraction on the toroidal gratings. However, the diffraction on the grating increases
DOP. The compensation of the ellipticity by manipulating the driving laser field was
demonstrated for the first time. Here, we assumed DOP= 0.9 in reference to the case
driven by CP driving lasers. The single-order CP HH pulses selected by the TDCM
will be a versatile light source for the investigation of magnetism and chirality.

In this article, we presented two topics related with molecular chirality. The first
topic is the chiral responses of limonene molecules in HHG. We are interested in the
nonlinear responses of other chiral molecules. The chirality in the electronic states
of a chiral molecules should be related with HHG. We will investigate other chiral
molecules. In the second topic, we are interested in the application of the CP HH
light source to photoelectron spectroscopy of chiral molecules.
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Chapter 8
The Role of the Ponderomotive Force
in High Field Experiments

Luis Roso, José Antonio Pérez-Hernández, Roberto Lera,
and Robert Fedosejevs

Abstract Petawatt lasers are a new tool to understand many basic properties of
matter (solids, plasmas, molecules, atoms, and nuclei) in extreme conditions. Radi-
ation reaction and fundamental non-linear QED problems can also be studied with
high intensity lasers, as well as many other relevant problems. In all cases we focus
the laser to concentrate its energy over a small volume, therefore a huge intensity
gradient appears, and it generates a force -the ponderomotive force- that drives the
ionized electrons. This driving can be dominant in some situations. A conventional
focus has a convex intensity pattern and ponderomotive force expels the electrons out
of the focal region.With optimal use ofTEM01and10modes it is possible to generate
concave beams that trap and drag such electrons. Such possibilities are reviewed here,
particularly for the strongly relativistic intensities available with existing ultraintense
lasers.

8.1 Introduction

Origins of the ponderomotive force

A charged particle inside an oscillating electric field experiences a quiver motion
and therefore has an average energy larger than zero, even if its motion is perfectly
oscillatory and the average displacement is zero. Because the charged particle has
an energy larger inside the field than outside the field, there is a force that tends to
move it out of the high field region. The potential responsible for this force is known
as the ponderomotive potential.
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This idea was first developed, well before the arrival of lasers, for radiofrequency
waves. The first relativistic description was given in 1966 by Kibble [1] under a very
appealing name: mutual refraction of electrons and photons. Ponderomotive forces
were regarded as forces that modify the average trajectory of an accelerated electron
crossing a laser field. As the electron enters the laser field its direction is deflected
similar to refraction of light. This similarity is very physical and gives a lot of insight
to the problem that has been lost in modern literature about this subject. Kibble also
studied key features of the standing wave dynamics.

Today’s superintense lasers

Since the invention of theCPA technology by Strickland andMourou [2], ultraintense
lasers have increased in performance dramatically. Petawatt (PW), ormulti PW, lasers
are a reality now [3] and soon the 10 PW barrier will be broken in several facilities
around theworld. Peak power gives the possibility to focus to extreme intensities, and
intensity is the key to induce extreme effects. A focal spot close to diffraction limited
quality requires a good optical quality laser pulse, very precise beam transport and
a good focusing mirror (typically an off axis parabolic mirror). In order to suppress
nonlinear effects, every element after the amplification chain, including the pulse
compressor is kept under high vacuum, typically 10–6 mbar.

Laser acceleration

Particle accelerators are a fundamental tool in many fields of science and tech-
nology. Besides the TeV particle accelerators such as CERN LHC, designed to study
the fundamental building blocks of matter, there are many other systems used to
advance material science, biology, chemistry, and many more fields. Such accelera-
tors reach up to GeV energies for electrons after many meters, if not kilometers of
acceleration. We know today about the potential of ultra-intense lasers for particle
acceleration, particularly for electron acceleration, offering the possibility to achieve
similar energy per particle as conventional accelerators but in just a fraction of the
size. Laser acceleration of electrons uses collective plasma effects to generate, over
a very short period of time, enormous field gradients which have proved to be a
very efficient tool to accelerate GeV electrons over a short distance (of the order
of one or several centimeters) [4–6]. One of the most studied mechanisms is Laser
Wakefield Acceleration (LWFA), where the acceleration of particles is generated
inside the wake of a high intensity laser pulse as it travels through an underdense
plasma medium. The result is a strong longitudinal electric field that couples to the
electrons trapped inside this wave induced by the driving laser, accelerating those
electrons over the distance of the plasma channel. Since there is no breakdown limit
in plasma, the resulting accelerating gradient is huge [7]. Applications of this mecha-
nism include the generation of ultrashort coherent x-ray beams produced by betatron
radiation of the accelerated oscillating electrons, which have potential to be used in
a wide range of fields [8].

However, plasma effects are quite nonlinear and subject to intrinsic instabilities
and for that reason there is renewed interest in direct acceleration of electrons by a
laser field as a potential candidate for laser electron acceleration. The idea of such



8 The Role of the Ponderomotive Force in High Field Experiments 151

direct laser acceleration (we call it direct because it does not need the presence of
collective plasma effects) has been attracting a lot of interest during recent decades
[9]. In laser acceleration, the electron enters and leaves the beam and the goal is to
find the best configuration of fields that provides acceleration.

The aim of this work is to show the effects of the ponderomotive force when
a gas is ionized during the turn-on and electrons are driven by the focused beam.
Released electrons will be subject to an inhomogeneous electromagnetic field and
therefore the ponderomotive force will be fundamental for their dynamics. We are
not going to consider situations where electrons are injected at relativistic speeds.
Instead we will study something related but conceptually different. We consider
electrons ionized during the turn-on of the pulse, so they are born inside the field and
we want to see how they move. Our purpose is not to study their final speed after
leaving the intense pulse. We are going to study their dynamics while in the field
and describe common experimental situations seen from a different viewpoint. We
will describe several common experimental situations where such ponderomotive
force is present but maybe has not been not properly taken into account, as well as
other less considered situations where the ponderomotive force presents interesting
features. In most cases the electron cloud will explode, but in other cases part of the
cloud can be redirected to one side or trapped inside the field.

Experimental situation

A typical high-intensity experiment is performed in high vacuum. The pulse has to
be focused to a tiny spot (microns) in order to reach ultrahigh intensities and interact
with a target, that can be a solid, liquid or a gas. Gas targets, which take the form of
gas jets, gas cells or capillaries, are of special interest for the sake of this discussion
since they are employed in underdense plasma physics experiments such as coherent
x-ray sources or LWFA.Gas jets are usually delivered through a pulsed nozzle, which
is close to the focal spot, and the gas is released a few milliseconds before the arrival
of the pulse. As a consequence, the laser pulse hits a diluted neutral gas and atoms
or molecules are ionized in the leading edge of the pulse (by barrier suppression),
so electrons are released well before its peak. In this regime pondermotive force
is fundamental because it causes electrons to move towards weaker field regions
therefore deflecting them out of the ultrahigh intensity region. This force avoids
to some extent extreme effects (extreme acceleration, extreme radiation, etc.). We
will analyze, based on numerical simulations of the relativistic driven independent
electron trajectories, how to control and take profit of this ponderomotive repulsion.

Since the model neglects collective effects, it will be valid just for dilute targets.
For solid targets, usually fewmicron thick foils, liquid and overdense plasma experi-
ments, the study of the ponderomotive force needs to include also the fields generated
at the target, and this is outside the scope of the present text.

A third family of targets are the electron injectors. Electrons, pre-accelerated using
a conventional accelerator cross the laser field in order to get, if possible, an energy
boost. Although this has been a quite common experimental scenario, as we said,



152 L. Roso et al.

we are not going to consider it. In this chapter we will refer only to independent
electrons appearing from atoms or molecules after being suddenly ionized by barrier
suppression.

8.2 Relativistic Modelling of Laser Driven Electrons

One of the reasons for the interest in the electron motion is its apparent simplicity:
interaction of a charged particle with an electromagnetic field in vacuum. At low
intensities, the classical motion of the electron is governed by the laser electric field.
Beyond 1018 W/cm2, however, the laser field is so strong that dynamics becomes
relativistic, and the coupling to the laser magnetic field is equally important for the
motion description.

Motion is described by the Lorentz force,
−→
F = −e (

−→
E + �v × −→

B /c), where
�v indicates the speed of the electron and c is the speed of light.

−→
E and

−→
B are the

electric and magnetic fields of the laser beam. We consider that the electron charge
is -e (e being positive). Then the relativistic equation of motion is

d −→p
dt

= −→
F = −e

(−→
E +

−→v
c

× −→
B

)
(8.1)

where �p = m γ �v, is the momentum and γ −1 =
√
1 − v2

/
c2 is the well-known

relativistic factor. And thus,

d

dt

(
γ −→v ) = − e

m

(−→
E +

−→v
c

× −→
B

)
(8.2)

The relativistic factor is the origin of interesting nonlinear effects, that will
dominant as intensity increases.

The electron is a spin ½ fermion, so for high intensities there must be a coupling
between the laser magnetic field and the spin. Fortunately, the free electron Dirac
equation can be worked out analytically for the case of plane propagating pulses,
regardless of the intensity [10].When working with such huge electromagnetic fields
it is reasonable to consider the coupling of the magnetic field with the electron spin.
Nevertheless, it has been shown [11] that such coupling is extraordinarily small and
can be neglected without introducing any relevant source of error. This justifies the
use of a classical (non-quantum) description for the driven electron, and thus the
validity of the motion at high intensities.

Probably the most limiting factor for the validity of the forthcoming calculations
at ultra-high intensities is radiation reaction [12]. The onset for radiation reaction
relevant effects, with a near infrared laser, occurs around 1023 W/cm2. We are going
to consider relativistic intensities always below that limit.
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Therefore, a description based in the relativistic dynamics will be employed. In
components, the Lorentz equation becomes:

d

dt
(γ vx ) = − e

m

(
Ex + 1

c

(
vy Bz − vz By

))

d

dt

(
γ vy

) = − e

m

(
Ey + 1

c
(vz Bx − vx Bz)

)

d

dt
(γ vz) = − e

m

(
Ez + 1

c

(
vx By − vy Bx

))
(8.3)

Plane wave analytical solution

For the particular case of a propagating plane wave, monochromatic or pulse,
Sarachik and Schappert developed a very elegant and useful exact solution [13] that
considers a propagating plane wave pulse of arbitrary shape. Their only condition is
that the pulse profile function depends only on a variable η = �s · �r − c t where �s is
a unitary vector indicating the propagation direction. For simplicity we will define
z as the propagation direction, and thus η = z − c t gives the pulse shape. For an
electron initially at rest, its energy is given by

E(η) = mc2
[
1 + e2A2(η) f 2(η)

2m2c4

]
(8.4)

�A(η) f (η) indicates the vector potential, where f (η) is a normalized pulse enve-
lope ( f = 1 at its maximum) that accounts for the pulse profile of the �A field. We
consider that �A is oscillating at a laser frequency ω and the pulse envelope function
gives the bandwidth. Sarachik and Schappert showed also that the momentum is
given by

�p(η) = −e

c
�A(η) f (η) + �s e2A2(η) f 2(η)

2mc3
(8.5)

This expression is very relevant because it shows that the momentum has a trans-
verse component (in the direction of polarization of the vector potential �A) and a
longitudinal component (in the direction of the propagation �s). The electric field is

related to the vector potential by the well-known relation �E = −(
1
/
c
)

∂ �A
/

∂ t .

For a plane wave pulse therefore, the momentum has an exact analytical solution
(fully relativistic) indicating its two components, one along the vector potential and
the other along the propagation direction (z). The two components lie in the plane
defined by �E and �s. Their relation defines a characteristic angle that indicates the
averaged motion direction of the electrons in the field. This motion is the first clear
expression due to the ponderomotive force. The electron is forced to move forward
due to this effect. Of course, it can’t move faster than light and eventually ends behind
the pulse.
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For a linearly polarized plane wave laser field,

Ex = E0 f (z − ct) cos(k(z − ct))

By = B0 f (z − ct) cos(k(z − ct))
(8.6)

the situation is shown schematically in Fig. 8.1, This motion is oscillatory and at
the end the electron will return to rest (provided that initially it was at rest). The
oscillation has some typical features. It has harmonic frequencies based on the fact
that Ex accelerates the electron along x, and the corresponding velocity vx couples
with the By magnetic field giving a vz speed. From Ex and By it is impossible to
get acceleration along the direction of the magnetic field if initially the speed is
zero, therefore the trajectory lies in the xz plane. The longitudinal component of
the velocity can be quite large and therefore the Doppler shift is very relevant. This
can be indirectly seen in Fig. 8.1 because the oscillation is much larger than the
initial laser wavelength, marked as λ in the figure. Also, this schematic plot shows
a very peculiar characteristic, the cusps. At those cusps the electric field gets its
maximum value and the electron experiences themaximum acceleration. Such figure
seen from a reference frame moving with the average speed of the electron presents
a characteristic figure-of-eight pattern as studied in Sarachik and Shappert paper.
More relevant is the fact the vxBy term couples two terms oscillating at the laser
frequency, so it is going to generate a second harmonic and as a consequence many
more harmonics. The oscillatory motion in a laser field becomes anharmonic [14]
The pattern of frequencies generated by such relativistically driven electron is quite
relevant for a number of applications [15, 16].

Computed electron trajectories, for a propagating plane wave laser field linearly
polarized along the x-axis, are shown in Fig. 8.2. This is a numerical simulation
but is totally in the region of validity of the analytical expressions of Sarachik and
Shappert, and fits them well. The pulse envelope is f (η) = exp (−(η/c τ)2), with a
time duration τ equal to 10 laser cycles. The figure corresponds therefore to a plane

Fig. 8.1 Motion of an electron driven by a plane wave laser. Although this is just a scheme, it is
quite realistic for an intensity of 2 1019 W/cm2 and 800 nm wavelength
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Fig. 8.2 Trajectories of a driven electron initially at rest at the origin of coordinates, in the situation
of applicability of the Sarachik-Schappert analytical model. The central wavelength is 800 nm. It
corresponds to a plane wave with the pulse envelope f (η) = exp (−(η/c τ)2), and τ equal to 10
laser cycles. The four trajectories correspond to different intensities, all in the relativistic domain.
The electrical field is linearly polarized (only Ex component). Although this plot is a numerical
computation, it agrees perfectly with their analytical result for plane waves

propagatingwave, and four different peak fields are shown, with intensities from 1018

W/cm2, that is the onset of the relativistic effects, to a strongly relativistic case1021

W/cm2. Observe that the four plots look quite similar and only the spatial scales
change. This is so because the number of oscillations corresponds to the number of
laser periods. In all cases the forward drift (due to the forward ponderomotive force)
is evident but its magnitude is quite different. In this case (plane wave) electrons are
forced forward, but always at a speed less than c, and sooner or later have to cross
the maximum of the field and slow down until the next maximum (or minimum) of
the field. This effect is well known and has been described as electron slippage [17].

Initial conditions and ionization dynamics

The aim of this contribution is to show the relevance of the ponderomotive potential
in realistic experimental situations of atoms or molecules interacting with intense
laser pulses. If one is using an electron beam, then pre-accelerated electrons are
there from the very beginning. However, in the atomic or molecular case we start
with neutrals. Electrons do not feel the laser field until they are ionized.

In most of the calculations found in the literature, electrons are considered free
from the very beginning, so they feel the turn-on of the pulse and they are subject
to smooth dynamics that can bring considerations similar to the ones that originate
the Lawson Woodward theorem [18, 19]. In the real situation we need a model for
ionization, and this would depend on the atomic or molecular species. In the context
of relativistic intensities, we can consider that electrons are released when the field
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Fig. 8.3 Trajectories for a plane wave pulse for the same conditions as in the previous figure (plane
wave 10 cycles long pulse) with intensity 1019 W/cm2. While in the previous figure electron was
free from the very beginning, now the electron is released suddenly when the laser field arrives to
a given value, EBS, to ionize by barrier suppression. The value EBS = 1 a.u. (3.5 1016 W/cm2).
Observe the drift induced. This drift is much larger if the electron is released at higher fields as can
be the case of inner electrons EBS = 10 a.u. (3.5 1018 W/cm2)

amplitude reaches the barrier suppression regime.Well above this barrier suppression
field, in the region 1014 to 1015 W/cm2 for valence electrons of most atoms, electrons
are hundred percent ionized almost instantaneously. This simple model considers
that electrons are frozen (inside the atoms or molecules) until the field reaches a
given value high enough to fully ionize them. In other words, we wait until the laser
field reaches a convenient value (we call this EBS, from barrier suppression) and then
the electron is released inside the field. This is not a minor point. To prove that we
show in Fig. 8.3 the influence of EBS on the electron’s drift. This figure shows two
individual trajectories for a plane wave pulse for the same conditions as Fig. 8.2
(10 cycles long pulse) with intensity 1019 W/cm2. While in Fig. 8.2 the electron is
free from the very beginning, in Fig. 8.3 the electron is released suddenly when the
laser field arrives to a given value, EBS, to ionize by barrier suppression. The value
EBS = 1 a.u., corresponding to an intensity 3.5 1016 W/cm2 can be a realistic choice
for complete ionization. Observe the drift induced, this drift is much larger if the
electron is released at higher fields as can be the case of inner electrons, that can
be simulated introducing a larger value of the barrier suppresion field, for example
EBS = 10 a.u. (3.5 1018 W/cm2). This is quite relevant in the present context because
the distribution of the released electrons after the pulse will be influenced by the
moment where they appear. Inner shell electrons or second or third ionizations will
have different transverse distributions in the end.

8.3 Paraxial Beams Close to Waist

An ultrafast ultraintense laser beam is typically a flat-top with some inhomogeneities
that can be as large as 10 percent, in intensity. It is focused generally with an off-axis
parabola mirror and generates a focal spot and a transverse distribution of intensity in
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the focal plane. However, not all of the laser beam energy is concentrated on the focal
spot due to the profile of the beam or spatial and temporal aberrations, and a fraction
of it is lost. If the beam profile were an ideal flat top, the profile at the focal plane
would be the well-known Airy pattern due to diffraction (Fraunhofer diffraction) by
a circular aperture. Realistic modelling of the focus is now possible but depends on
many parameters, a number of them unknown.

A widely used first approximation that represents a reasonable compromise
between realistic description and simple mathematical model are paraxial beams.
When focusing the pulse with a long focal, such an approximation is reasonable.
Harmonic paraxial beams are solutions of the Helmholtz equation, k being the

harmonicwavenumber, ∂2 �E
/

∂ x2+∂2 �E
/

∂ y2 = −ik∂ �E
/

∂ z. The problem is that

the three components are not independent, they must obey the condition �∇ · �E = 0,
this condition is fundamental to understand ponderomotive potentials, as we will
show. Pulsed paraxial beams can be described with the introduction of a pulse func-
tion f (�r , t), with a gaussian time dependence exp(−(t/cτ)2), τ being the pulse
duration, as indicated above. Such pulse description is reasonable for pulses of 30 fs
(for Ti:Sapphire) or longer. For a few cycles pulses some corrections have to be added.
Other f (�r , t) functions can be used that give a realistic description (sin2, sech, and
more), but we are going to consider only the gaussian pulse shape. In fact we are
going to consider only Ti:Sapphire 800 nm laser pulses, with a realistic pulse dura-
tion, τ = 10 cycles . This gives a reasonable descriptition of most of the existing
high-field PW or multi-PW lasers around the world, including the Salamanca PW
laser.

Hermite-Gauss or Laguerre–Gauss modes (depending on the symmetry we want
to explicitly consider), give paraxial solutions of interest. These modes are widely
studied in the literature and they are characterized by a waist w0 and a Rayleigh
length zR , related by zR = π w0/λ. Their value depends on the F number of the
focusing system. If we are close to focus, i.e. if the distance from focus is smaller
than the Rayleigh length, wave-fronts are almost constant z planes and it is possible
to describe the field in the form,

Ex = E0 exp
(−ρ2

/
w2

0

)
f (z − ct) cos(k(z − c t)) (8.7)

Paraxial gaussian beams give very nice and useful descriptions of the fields before
and after the waist, including the corresponding spherically converging or diverging
wavefront. The generalization to such beams is straight forward, but in the present
noteswe are going to consider that allwavefronts are planes perpendicular to z. This is
reasonable only if we are close to the beamwaist, the region where most experiments
are performed. We introduce the name CTW (Close-to-Waist) approximation, to
refer to this plane wavefront description that is valid just at a distance from the
waist much smaller that the Rayleigh length. The big simplifying advantage to the
CTW approximation is the fact that we have just a propagating beam. Propagation
depends again only on the η = z − c t variable and the comparison with the infinite
plane analytical solutions is more evident. The CTW approximation represents a
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nice compromise between a realistic model and a model that is simple enough to
get compact expressions of the low order modes. Being close to the waist the Gouy
phase has been neglected, however it can be included when a careful consideration
of the phase velocity is needed because Gouy phase is a z-dependent phase to be
added to the propagation. In the following discussion we neglect the Gouy phase and
therefore we neglect the phase slippage it generates.

Scalar modes

The lowest order mode, the gaussian mode, is given by the scalar function,

u00(�r) = u0 exp
(−ρ2

/
w2

0

)
f (z − ct) cos(kz − ωt) (8.8)

As is well known, the dependence of the next two modes is

u10(�r) = u0
x

w0

exp
(−ρ2

/
w2

0

)
f (z − ct) cos(kz − ωt)

u01(�r) = u0
y

w0

exp
(−ρ2

/
w2

0

)
f (z − ct) cos(kz − ωt)

(8.9)

To describe more complicated transverse profiles, it is always possible to consider
higher order Hermite-Gauss, or Laguerre–Gauss modes, depending of the transverse
symmetry of the problem (circular or squared). It is also possible to consider geome-
tries where the waist is not circular, but larger in one dimension that other. In that
case one needs to replace the ρ2

/
w2

0 term in the exponential giving the transverse

profile by x2
/
w2

0x + y2
/

w2
0y , w0x being the waist in the x direction and w0y in the

y direction (Fig. 8.4).
Clearly, the u10 scalar function has a node along the yz plane, while the u01 scalar

function has a node along the xz plane. Adding these two modes in phase one gets
a node plane at 45 degrees. However, adding them π/2 out of phase generates the
simplest beams with one unit of OAM (Orbital Angular Momentum), i.e.

Fig. 8.4 Schematic representation of the amplitude distribution on the transverse plane of the
different scalar modes. (00) indicates the u00 scalar function; (10) indicates the u10 scalar function;
(01) indicates the u01 scalar function; (10) + (01) is the sum in phase of the two previous ones;
and (10) + i(01) indicates the sum with a π/2 dephasing, that corresponds to u1, the simplest mode
with non-vanishing Orbital Angular Momentum
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u1(�r) = u0 exp
(−ρ2

/
w2

0

)
f (z − ct)

(
x

w0
cos(kz − ωt) + y

w0
sin(kz − ωt)

)

(8.10)

Vector transverse modes

Those three basic scalar modes, (00), (01) and (10), are enough to get a clear descrip-
tion of the relativistic ponderomotive force. To calculate the trajectory of the electron
it is necessary to take a full vector description of the fields, taking also into account
the longitudinal fields to fulfill the �∇ · �E = �∇ · �B = 0 transversality conditions both
for electric and magnetic fields.

For the rest of this chapter we are going to study five of such vectorial modes, that
represent modes with internal structure able to generate different dynamics. Most
of the ponderomotive potential relevant features can be obtained using these basic
modes and combinations of them with convenient phases and/or delays.

Gas density

In the simulations we consider a dilute neutral gas from which electrons appear. The
gas density is assumed to be low enough to notmodify the laser propagation indicated
in Eqs. (8.8) and (8.9). Ionized electron density is assumed also to be small enough to
not affect the propagation. In other words, the refractive index (linear and nonlinear)
induced by the neutrals, the ions and the ionized electrons is not relevant to change the
fields propagation. In our model, moreover, electrons move independently, without
interacting between them.

All this can be realistic for Argon, Nitrogen or other gases at low pressures (from
10–2 to 10–4 mb) and for slightly higher pressures for the case of Helium. Higher
densities would imply B integral effects and collisions and the present model will
fails. In the collision dominated regime PIC simulations are needed [20].

8.4 Numerical Results for the Lowest Order Mode

Our purpose is to give the reader some degree of intuition about the ponderomotive
force that can be useful for the design of high field experiments where relativistic or
ultra-relativistic dynamics is dominant. We will present several mode combinations
that induce conceptually different ponderomotive patterns.

We start with the simplest mode, the gaussian (00) mode. Because we are going
to introduce different polarizations, we introduce a compact notation, labeling this
mode as (×00), where x stands for the polarization (electric field in the xz plane)
and 00 indicates the mode. The gaussian mode, linearly polarized along x, can be
written as:
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Ex = E0 exp
(−ρ2

/
w2

0

)
f (z − ct) cos(kz − ωt)

Ez = E0 exp
(−ρ2

/
w2

0

)
f (z − ct) sin(kz − ωt)

2 x

w0

1

kw0

By = B0 exp
(−ρ2/w2

0

)
f (z − ct) cos(kz − ωt)

Bz = B0 exp
(−ρ2/w2

0

)
f (z − ct) sin(kz − ωt)

2 y

w0

1

kw0

(8.11)

With Ey = 0, and Bx = 0. Observe that in the Ez and Bz expressions we neglected
the space derivative of the pulse profile function f. This can be reasonable in the
context of the rest of the approximations made provided that the pulse is not too
short. Observe thus that there are two large components, Ex and By, and two small
longitudinal components Ez and Bz introduced to keep the transversality in the CTW
region. The 1/kw0 factor gives a reference for the relative size of the longitudinal
field. To be consistent, the error introduced when neglecting the z derivative of the
pulse shape function f must be much smaller. Although it is well known, it is always
convenient to remember that in spite of its small value (even when kw0 << 1)
the longitudinal field is fundamental for a proper description of the ponderomotive
dynamics [21].

As is well known, within the CTW approximation, the longitudinal components
are in quadrature with the transverse components (in our case, considering just the
real fields for simplicity, thismeans that the phase dependence is cos(kz − ωt) for the
transverse components and sin(kz − ωt) for the longitudinal ones). To understand
this, it is convenient to write explicitly the components of the Lorentz equation,

Without transverse fields With transverse fields

d(γ vx )

dt
= − e

m
Ex + e

mc
vz By

d
(
γ vy

)
dt

= 0

d(γ vz)

dt
= − e

mc
vx By

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

⎧⎪⎪⎪⎪⎪⎪⎨
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d(γ vx )

dt
= − e

m
Ex − e

mc
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mc
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d
(
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d(γ vz)

dt
= − e

m
Ez − e

mc
vx By

(8.12)

We can observe that without the longitudinal fields, and when the electron is
initially at rest, the motion is in the xz plane. The ponderomotive displacement along
the y axis requires the longitudinal magnetic field.

The best way to show the essence of the ponderomotive force is to consider a
gaussian 00 mode. In the next figures we show snapshots of the motion of the barrier
suppression ionized electrons driven by such a field mode (Fig. 8.5).

We consider a cloud of 104 electrons originally randomly distributed over a trans-
verse region of ± xmax by ± ymax. They are placed in the slab 0 < z < 10 λ. Using a
thicker z slab does not add relevant information and at the same time blurs the results.
The transverse size, 2xmax by 2ymax, is chosen in order to span the whole range of
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Fig. 8.5 Typical example of the initial cloud of 104 points considered in the numerical simulations.
Left) Those points represent neutral atoms able to release one electron when the field amplitude
reaches a given value, chosen as E = 1 au in the present plot. This is an arbitrary but reasonable
value. The profile is a parallelogram of 10 wavelengths in the longitudinal direction (from z = 0
to z = 8μm) and enough spreading in the transverse plane to account for all atoms that can be
ionized. The initial density of points is uniform. Right) After the arrival of the (×00) pulse ionized
electrons appear and start moving. The figure on the right depicts only the ionized electron cloud

transverse positions where the electron can appear by barrier suppression ionization.
For a (00) pulse, the maximum transverse radius, ρmax, at which electrons are born, is

given by ρmax = w0

√
ln

(
E0

/
EBS

)
. For other combinations of pulses this may vary.

In the simulations we guarantee that the random sampling homogeneously covers
the region where electrons can appear (i.e. the region with field higher that EBS).

The number of electron trajectories used in our simulations has nothing to do with
the actual gas density in an experiment. The number of computed trajectories has to
be large enough to get a visual idea of the electron cloud motion. The gas density
can be increased up to the point where collective effects become relevant and this is
several orders of magnitude above the density of trajectories considered.

The situation to be described in the following simulations is shown in Fig. 8.6.
Some of the mode configurations to be analyzed will have an offset 
. In the combi-
nations involving the (00) mode, it will be the delayed one. In a real experiment the
cloud of atoms from a jet nozzle will be very thick, however we consider that the
atoms are localized only in the space between the z= 0, and the z= 8microns planes.
Due to the CTW approximation, the consideration of a thicker electron cloud will be
simply a repetition of that. To be sure that the initial dynamics is properly accounted
for, we consider that at the starting of the computation we have just neutral atoms.
Being precise, we start the computation at a time when the pulse envelope function
E0 f (z − ct) << EBS . In order to have a clear reference of the time scale for each
of the following plots, we define a time t0 as the time when the maximum of the
first component arrives to z = 0 (i.e. f (ct0) = 1). All figures and discussions will
be referred to this time. In the case of an offset 
 (for combinations of the gaussian
modes with others) the maximum of the gaussian pulse will arrive to z = 0 at time
t0 + 
/c. Obviously t0 has nothing to do with the time where the simulation started
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Fig. 8.6 Schematic representation of the initial situation. Randomly distributed neutral atoms
(represented as dots) are waiting for the arrival of the pulse in a region 10 lambda thick. When field
amplitude arrives to the barrier suppression value, EBS, the atom at that point is ionized, i.e. the
electron escapes from the atom/ion and starts moving. 
 is the offset of the (01) and (10), or their
combinations. Typically we consider 
 = c τ or 
 = c τ/2, to get interesting superpositions of
intensity. This is just a scheme of the two pulses, of course, in the actual case they will interfere

that, depending on the parameters, particularly on the intensity, can be 20 or mode
cycles before.

A simple “well known” case

Just to understand well the transition from plane propagating wave to a real case,
we may consider the case of a large waist, 100 wavelengths (80 microns) and an
intensity of 1019 W/cm2 (E0 = 17 au). Observe that this may seem a modest intensity
however, considering that the waist is quite large this would correspond to about 100
TW of power. Power precisely inside the focal spot, not in other parts of the focal
plane. This requires a very good beam quality plus a very high intensity, almost in
the limit of today’s lasers (Fig. 8.7).

Forward velocity mapping

Depicting electron trajectories, or electron clouds, in space gives direct information
on the dynamics but gives an information that is difficult to see in a real experiment.
In a number of experiments, it could be possible to measure the signature of the
electron trajectories going out of the focal spot driven away by the ponderomotive
force by analyzing the angles were electrons are to be found. We computed also the
x and y directions, i.e. we plot vx/vz and vy/vz (vz being the longitudinal speed),
so those plots give the integrated forward pattern of the electron ponderomotive
explosion. In principle this could be measured with a scintillator or a radio-chromic
plate strategically placed after the focal spot. Although in those cases one would get
the integrated pattern, it is also interesting to analyze (but much more difficult to
observe) its time evolution because at the beginning, as shown in Fig. 8.8, dynamics
is dominated by the vxBy term, as in Sarachik-Shappert analytical theory, and the
motion is along the electric field polarization. When the vx velocity combines with
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Fig. 8.7 Representation of the position of the electrons just after the pulse, for a large waist (oblate
gaussian pulse with waist w0 = 100 wavelengths, and duration 10 cycles) for 1019 W/cm2 (E0 = 17
au). The front view shows the transverse plane (plane xy). The side view shows the y axis projection.
Both correspond to the final position of those electrons after the pulse. Dashed lines indicate the
pulse contour (the outer one corresponds to 1/e amplitude, i.e. its radius is w0)

Fig. 8.8 Evolution of the dynamical pattern. Initially the dynamics is driven by the vxBy term, as
in the Sarachik-Shappert analytical description, later the longitudinal field drives the electron. All
parameters as in Fig. 8.7, including the 80 μm beam waist

the longitudinal field we start to have ponderomotive repulsion along the y axis too.
This process needs a time because the longitudinal component of the electric field is
zero along the x = 0 plane and the longitudinal component of the magnetic field is
zero along the y = 0 plane.
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Fig. 8.9 Front views of the distribution for the (×00) mode, for a mildly relativisitic field, Eo = 17
a.u. (1019 W/cm2), spherical pulse (w0 = cτ = 10λ = 8μm). Time t0 corresponds to the moment
where the maximum of the gaussian pulse arrives to z = 0. The other plots correspond to 20 and 40
cycles later. Dashed lines indicate the pulse contour (the outer one corresponds to 1/e amplitude)

A large waist is closer to Sarachik-Shappert plane wavemodelling. In Fig. 8.8 this
can be seen, particularly analyzing the direction of the electronic motion. The plot
shows the forward angles in the x and y directions (in fact shows the forward velocity
tangents vx/vz and vy/vz). This plot is very interesting because at the beginning the
distribution follows the motion in along the xz plane (vy velocity is very small), but
after 40 laser cycles transverse fields wash out the plane dynamics.

The ponderomotive pattern created by a (00) mode is well known. It is shown for
the realistic case of an 8µmwaist in Fig. 8.9. This value of the waist will be the same
for all the remainding plots in this chapter. The plot at the left, t0, corresponds to the
moment where the peak of the pulse arrives to z = 0 (electrons are, as indicated in
Fig. 8.6, filling the region 0 < z < 10λ). Calculations, however started a few tens
of cycles before to guarantee that the field is well below barrier supression at the
beginning of the computation. The time lapse between each of the three views is 20
cycles. On the right-hand side one the interaction with the pulse is over (the forward
drift is small) and the ponderomotive explosion is clearly seen showing a region at the
center empty of electrons. Some of those structures may look like as a shock wave,
but they are not. Electron–electron repulsion is not accounted for and there are no
collective plasma effects. Thewave is a caustic of the different electronic trajectories.
At higher intensities the dynamics is similar, electrons are pushed outwards and the
central region is depleted quickly.

As a partial conclusion of this section, we just can say that the ponderomotive
force for a convex pulse acts just as a repulsive force, expelling electrons out of
the high intensity region, as expected. Nothing is new here, but these ideas are very
relevant for comparison with higher order modes, with nodal planes or axial nodes,
that will lead to a different dynamical phenomenology.
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8.5 Numerical Results for the 10 or 01 Modes

The scalar modes (01) and (10) are very relevant because they represent a field with
a nodal plane. Such nodal plane represents a minimum in in the ponderomotive
potential and could deviate or trap electrons. When considering the vector modes,
polarization can go along or be perpendicular to the nodal plane, therefore there are
four basicmodes, (×01), (×10), (y01), and (y10), according to the polarization of the
electric field, as indicated in Fig. 8.10. We need to study all four modes because we
are going to present some interesting combinations of them with the (×00) gaussian
mode. It is relevant to write them explicitly, including the longitudinal component.

In the equations for the different modes, we keep the E0 amplitude, as we did with
the gaussian pulse. However, while for the gaussian pulse E0 indicates the maximum
of the peak (at the center) with a 01 or 10mode this is not. Because of the nodal plane,

themaximumfield occurs at a distance 0.7w0 (the exact factor is 1
/√

2) of the node,

and that peak value is Emax = 0.43 E0 (the exact factor is exp(−1/2)
/√

2). Observe

that intensities of those modes are calculated from Emax not from E0.

Mode 10 with x polarization, (×10)

The 10 mode, linearly polarized along x is:

Ex = E0 exp
(−ρ2

/
w2

0

)
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(8.13)

The other two components are Ey = By = 0. The kw0 inverse dependence in Ez

and Bz is kept expicitely because this factor gives idea of the relative value of the

Fig. 8.10 Schematic representation of the four basic modes with one plane node. The four modes
are relevant for this paper because we are going to present combined results with the linearly
polarized gaussian mode
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longitudinal fields. Again, in these expressions we have neglected the z derivatives
of the pulse shape function f. Although this would be beyond the scope of the present
paper, it is possible to develop these expressions with higher accuracy observing that
we have odd and even degree polynomials of x and y. A complete description of
those higher orders can be found in [22].

Pulses with a nodal plane are very interesting because the ponderomotive force
traps electrons. Within a region of about w0/2 from the nodal plane, the intensity
gradient drives the electrons towards the nodal plane, we can consider this as the
attraction basin for the nodal plane. Therefore, some electrons are trapped along the
x axis in this case (x axis because is a 10 mode, not because of the polarization) and
they propagate along the nodal plane. Ponderomotive expansion in the perpendicular
direction takes place, as expected. This is clear in Fig. 8.11, that corresponds to a
mildly relativistic case, E0 = 34 a.u. (this corresponds to a maximum field of 7.5 1010

V/cm, i.e. to a peak intensity of 7.4 1018 W/cm2). The snapshot is taken 45 cycles after
the maximum of the pulse crosses the z = 0 plane. The side view at the right of this
figure shows also the pulse profile (dashed lines). At the time shown, all electrons
(initially in the 0 < z < 10λ slab) lie behind the laser pulse. The results show
some tansverse trapping, as expected. The situation changes for strongly relativisitic
pulses. Figure 8.12, is similar to the previous one, but now the intensity is 100 times
more, i.e. it corresponds to a strongly relativistic case (7.4 1020 W/cm2). Now the
trapping is accompanied by a forward acceleration of the electron cloud. An electron
eactly at the nodal plane will not feel any transverse field and will pass through the
pulse. However, most of the electrons in the attraction basin experience a field that is
quite intense. As those electrons bounce back from one side to the other of the nodal
plane they experience a field that causes them to drift in the forward direction. The
subsequent Doppler shift, makes them experience a longer wavelength field (in their
moving frame) and the combined result is that electrons are drifted when trapped.
As a consequence they do not go through the nodal plane. They stay for quite a large
number of oscillations with the forefront of the pulse.

Fig. 8.11 Front view and side view of the electron distribution for a mode (×10) pulse with a
mildly relativistic intensity, E0 = 34 au. The pulse at the instant of the plot has already left all
electrons behind. Dashed red lines show the pulse position at that time
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Fig. 8.12 Mode (×10) for a high intensity. The upper plots show the front view of the electron
cloud and the lower ones the side view. There is trapping along the mode 01 node. The amplitude
is E0 = 340 a.u. (7.4 1020 W/cm2). In this case, the quivering motion due to the electric field is
perpendicular to the nodal plane

The simulation shown in Fig. 8.12 indicates a trapping ponderomotive force in
one direction and a repulsive motion in the other. In other words, the ponderomotive
potential has a saddle point. For that reason, electrons are trapped along the x axis
but escape along the y.

Mode 10 with y polarization, (y10)

The 10 mode, linearly polarized along y is:
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The other two components are are Ex = By = 0. There is no need to show specific
plots for this case because they are quite similar to the ones shown in Fig. 8.12,
trapping along the x axis is due the mode (10) amplitude profile, not to the field
polarization. However, in this case the electric field is driving the electrons along the
nodal plane, not across it, as in the previous case. The remaining two modes will
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have the same ponderomotive characteristics. We write them explicitly, just to have
they expressions for the next sections, although they are only rotations.

Mode 01 with x polarization, (×01)

The 01 mode, linearly polarized along x, is
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The other two components are. are Ey = Bx = 0.

Mode 01 with y polarization, (y01)

The 01 mode, linearly polarized along y, is
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The other two components are Ex = By = 0.
In the next pages we are going to show simulations of the ponderomotive force

induced by some of thesemodes aswell as some combinations of them,with different
delays and amplitudes. For simplicity, in all cases we are going to consider the
Ti:sapphire wavelength, 800 nm, a beam waist w0 = 8 μm and a pulse length τ =
10 cycles. There will be some delays between them, sowewill indicate it as delay, for
simplicity the gaussian 00 will be the reference and the other mode will come before
(in these notes we are going to present only simulations where the 00 is the last one to
arrive to the target). The offset or delay between one and the other will be on the order
of the pulse duration or half of the pulse duration to have a clear interplay between
them. For simplicity we can borrow the quantum mechanics notation of states (using
parenthesis instead of brackets), so we are going to have combinations of the form
(×00)+ a(y10)+ b(y01)+ c(×01)+ d(×10), where a, b, c, d are complex numbers
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giving the relative amplitudes and phases of the modes. The offset will be explicitly
indicated for each example.

8.6 Numerical Results for Modes with an Axial Node
(Donut Modes)

We saw that (10) or (10) modes trap in one dimension only. Therefore, as pointed
out by Moore, convenient combinations of them will trap in the transverse plane.
In other words, the three-dimensional saddle point will be attractive along the two
transverse directions and repulsive along the forward axis. Taking into account the
polarizations there are two conceptually different combinations, the standard donut
modemixing two crossed polarizations (and resulting -due to the lack of interference-
as a flat-phase mode) and the OAM donut mode (mixing the same polarizations with
a π/2 dephasing (resulting in a helical-phase mode).

Flat-phase donut mode

The more famous combination of those modes is the so-called donut mode. We
can make such a mode with equal amplitude combinations of the (×10) and (y01)
modes or, alternatively with (y01) and (×10). Regardless of the relative phase among
them the mode intensity profile will have the well-known shape. Obviously, different
phases between these two modes will result in different field patterns (radial polar-
ization, for example), but the intensity profile is the same because being of crossed
polarizations they do not interfere [23].

The idea of confining electrons at the center of an intense laser beam via the
ponderomotive potential was suggested initially by Phillips and Sanderson [24] in
a very preliminary form and later reexamined by Moore [25] for feasible laser
conditions. As was pointed out by Moore such an axial node generates a tunnel
that traps electrons in the transverse directions. Electrons born within a cylinder of
radius approximately w0/2 can be trapped. Figure 8.13 shows the numerical result for
such donut mode (×01) + (y10). Both plots correspond to the transverse projection
of the electron cloud (x corresponds to the electric field polarization and z is the
propagation). The left plot corresponds to a mildly relativistic case, E0 = 34 + 34
a.u. (or 7.4 1018 W/cm2 peak intensity for each mode), on each of the twomodes. It is
clear that some electrons went through the ponderomotive potential tunnel, but they
are not pushed forward. The center of the donut pulse is at z = 45 λ for the left figure.
The right plot corresponds to an intensity hundred times larger, E0 = 340 + 340 a.u.
(peak intensity 7.4 1020 W/cm2 for eachmode) and the picture corresponds to the time
where the center of the donut pulse is at z = 85 λ. Here the electron cloud evolution
is completely different, the transversally trapped electrons feel a strongly relativistic
fieldwith the corresponding forward drift. The cloud of fast forwardmoving electrons
is evident and it is still being pushed forward before the pulse maximum. Thus, at
strongly relativistic intensities we can say that besides transverse trapping there is a
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Fig. 8.13 Numerical result for the donut mode (×01) + (y10). Both plots correspond to the lateral
projection of the electron cloud The left plot corresponds to an amplitude E0 = 34 + 34 a.u., on
each of the twomodes (i.e. 7.4 1018 W/cm2 each), and a time t0 + 45 cycles, at that time the electron
cloud is behind the pulse (the pulse position is indicated by the red dashed lines). The right plot
corresponds to an intensity hundred times larger, E0 = 340 + 340 a.u. (7.4 1020 W/cm2) and to a
time t0 + 85 cycles. A number of trapped electrons have a strong drift forward, following the pulse

strong longitudinal drift that acts as a forward trapping. This effect was shown by
Miyazaki and co-workers [26], but using an electron injector, instead of a gas of
neutral atoms to be ionized. A similar effect will appear for the l = 1 OAM mode,
because the ponderomotive force pattern is quite similar.

Helical-phase donut mode- (OAM mode, with parallel polarizations)

Combinations such as (×10) and (×01) are also quite interesting. Since both have the
same polarization, their relative phase is very important. If both modes are in phase,
i.e. combinations as (×01) + (×10), then we just shift the nodal plane and get just a
rotation of ponderomotive potential pattern. However, if we introduce a π/2 phase
shift among them, i.e. combinations of the form (×01) + i(×10), then we obtain an
OAM l = 1 mode [27]. Such a mode has an intensity profile that looks like a donut
mode, and it is called as donut many times in the literature. However, it has a helical
phase structure. To avoid confusions, we will use the name donut to refer to the flat
phase and OAM to refer to the helical phase l = 1 mode in this text. Observe that
the helical structure of the OAM is in the phase distribution, the field polarization is
always in the same direction (except, of course, the longitudinal component). Such
Helical OAMmodes can efficiently be produced form a (00) mode [28] using simple
spiral staircase mirrors. This technique can be used in high intensity laser systems
[29]. As a consequence, ultraintense OAMmodes are achievable with existing lasers,
and their potential for trap electrons in conjunction with other LWFA mechanisms
has probably not being fully studied.

The in phase superposition of the (×01) and (×10) modes shifts the node to the
x + y = constant plane, however the superposition with a phase shift of π

/
2, gives
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rise to the well-known OAM mode (with one unit of orbital angular momentum).
The other possibility of combining two modes, y01 and y10 is just a rotation and
does not add new information.

Figure 8.14 (upper part) shows the OAM mode (×01) + i(×10) trapping, for E0

= 34 + 34 a.u., i.e. a mildly relativistic case (7.4 1018 W/cm2 at each component).
Electrons are trapped in the minimum, but they are not pushed forward, so at the
end there is a cloud of electrons repelled outwards by the ponderomotive force and
a number of electrons trapped close to the axis. However, all electrons are out of
the high intensity region, as can be seen in the upper right plot in Fig. 8.14. The
lower part of Fig. 8.14 shows a case 100 times more intense. Transverse trapping
perpendicularly to the beam axis is clear in this front view. However, there is a
fundamental difference between them. For the strongly relativistic regime, electrons
are pushed forward, so there is the expected trapping plus a relevant drift. This drift
is evident in Fig. 8.14.

Fig. 8.14 Characteristic distribution of the electron cloud for an OAM, (×01) + i(×10) of the
electron distribution. The two upper figures are the front view and the side view for a mildly
relativistic case, with amplitudes E0 = 34 au (7.4 1018 W/cm2). for each of the two modes. Result
seems obvious, and is plotted just for comparison. The two lower plots correspond to the pulse
structure but 100 times more intense, E0 = 340+ 340 a.u. (7.4 1020 W/cm2). In this case, a fraction
of the electrons are also trapped in the axial node, but in this case they experience a strong drift
forward. Time is 25 cycles after t0
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The OAM mode (×01) + i(×10) traps and drags a number of electrons when
the intensity is strongly relativistic. Figures 8.15 and 8.16 correspond to the case E0

= 340 + 340 a.u. (7.4 1020 W/cm2 at each component) and evidence the electron

Fig. 8.15 Motion of the electronic cloud for a highly relativistic OAM mode, the same mode and
fields as the previous figure. In the present plot only electrons with speed v > 0.9c have been plotted.
The presence of a number of electrons close to the axial node and having a large drift is clear. Dashed
lines indicate the position of the laser pulse

Fig. 8.16 Distribution of electrons at t0 + 60 cycles. For a OAM mode (×01) + i(×10) with E0
= 340 + 340 a.u. (7.4 1020 W/cm2), and a waist w0 equal to ten wavelengths, as in the previous
figure. The left plot shows the ionized electrons. A large fraction are expelled by the ponderomotive
force, but about ten percent of the electrons remain close to the axis and move forward with the
field. The left part shows the electrons that move with γ > 10. Among those electrons, a few are
escaping due to the ponderomotive force and the majority are trapped
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trapping and dragging. Figure 8.15 shows only the electrons with v > 0.9 c for
different times. The structure is clear, there is a group of trapped electrons that are
bouncing back and forth inside the OAM axial node (transverse motion) at the same
time that this motion induces a longitudinal drift in accordance to Eq. (8.5). In this
back and forth oscillation some electrons escape and generate a flat pattern clearly
visible in Fig. 8.15. The same pattern of a central trapped part and escaping cloud is
seen in Fig. 8.16 (for the same pulse parameters). At the right part of this figure we
depicted only the electrons moving with γ > 10, while at the left part we plotted all
ionized electrons. The structure at the left shows a circle of electrons ionized at the
outer part of the field that due to the low intensity are not pushed forward while the
inner electrons are expelled generating some sort of bag or fish trap (with the helical
structure induced by the OAM helical phase). Electrons at the center are trapped and
move forward quickly giving the high density tip. For this case about 9.5 percent of
the ionized electrons are trapped and accelerated to γ > 10 and about one percent of
them have a relativistic factor γ > 100. The attractive (concave) region of the OAM
beam corresponds to a radius of about 0.7 w0.

8.7 Numerical Results for Delayed Mode Superpositions

Nowwe can analyze combinations of the (×00) mode with only one of the other four
modes conveniently shifted in time. The offset is of the order of the pulse duration,
or less (otherwise the overlap won’t be relevant), and the gaussian pulse is the last
to arrive. In this case ponderomotive force shows other interesting features. Some of
them can be more or less foreseen from the above considerations and we will skip
them, but other features are also surprising and interesting.

Electron steering

Among the surprising possibilities of the different combinations of such modes with
different offsets, one of the most relevant is the possibility of electron steering.
Combining conveniently the pulses we may get potentials able to deflect electrons.
One example of these kind of pulses is the combination (×00) + (×10). Being that
the two are polarized in the same direction there will be interference, and the fields
add up on one side and show destructive interference on the other side of the 10
nodal plane. Thus, the potential will deviate the electrons to the region of destructive
interference because there the intensity is lower. To be sure that the deviation is due
to this effect we may compute three different combinations (×00) + (×10), (×00)
+ i(×10), and (×00)-(×10).

Results are shown in Fig. 8.17, in all cases the offset is 8 μm(10 cycles) with
the (10) mode advanced with respect to the (00). The superpositions (×00) + (×
10) and the (×00)-(×10) are equivalent, deflecting electrons towards the destructive
interference side. However the (×00)+ i(×10) has a symmetrical structure and does
not steer electrons. Such combinations are feasible experimentally and moreover a
super high intensity is not needed., Thus, ponderomotive steering has a lot of potential
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Fig. 8.17 Thedestructive interference in one side and constructive on the other, generates a pondero-
motive force along x that deflects electrons to the region of lower total field. Simulation corresponds
to E0 = 17 a.u. (peak at 1019 W/cm2 for the (×00) mode and at 1.8 1018 W/cm2 for the (×10)
mode) and 8 microns offset, and for a time 65 cycles after t0. Electrons born at the edges of the pulse
have a very small drift and they constitute the cloud seen between z = 0 and z = 10 wavelengths

Fig. 8.18 Representation of
a cut along the y = 0 plane
of the (×00) + (×10) pulse,
for 10 cycles offset. Grey
arrow indicates the path of
the deflected electrons

for coherent control of ionized electrons. Such pulses can push electrons out of one
side of the target in a real experiment (Fig. 8.18).

The number of combinations is very large and with five modes and different
configurations it is possible to reproduce a huge number of experimental configu-
rations. For example, it is possible to model the horseshoe (or concave) beams, as
proposed by Brijesh et al. [30]. They introduced for the first time to our knowledge
the concept of concave beams for trapping not only in the transverse directions but
also in the longitudinal direction the electrons. Their discussion is very interesting at
the onset of the relativistic regime, however, when the dynamics is highly relativistic,
electron’s drift dominates.

Concave pulses with a gaussian and an OAM mode

To end this investigation of ponderomotive dynamics, let’s consider Brijesh horse-
shoe pulses. The can be modelled here as a combination of the (x00) gaussian pulse
and a y-polarized OAM pulse with a few cycles offset. According to our notation
those pulses will be (×00) + 2(y10) + 2i(y01), with a 5 cycles offset (always the
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Fig. 8.19 Side views of the electron cloud, during the interaction with the pulse (rigth) and just at
the beginning (left). This figure corresponds to a highly relativistic case with E0 = 170 a.u., and a
pulse structure (×00) + 2(y10) + 2i(y01), with a 5 cycles offset. This corresponds to 1021 W/cm2,
peak intensity, for the (00) mode, and 7.4 1020 W/cm2 for each one of the other two

donut in front of the gaussian). Results for that case are shown in Fig. 8.19 for a
strongly relativistic case. One can see that the drift of the electron cloud is similar to
that observed in Figs. 8.13 and 8.14 for the pure donut or OAM modes themselves
and the observed trapped high energy electrons are mainly due to the OAM forward
drift itself. The figure corresponds to E0 = 170 a.u. for the gaussian beam (1021

W/cm2). Combining such a peak power gaussian pulse with a similar donut pulse
both having smooth profiles is probably on the limit of today’s multi PW lasers.

8.8 Conclusions

The ponderomotive potential is ubiquitous in any strong-field experiment where a
laser pulse is focused to a small spot. In most cases this is a force that drives electrons
out of the focal volume, i.e. it is a force that repels electrons out of the high intensity
spot. However, there aremodeswith a nodal structure that allow trapping and steering
of the ionized electrons. While this can readily be understood in the classical or
mildly relativistic regime, as intensities enter the 1021 W/cm2 region drifts play a
fundamental role in enhancing the trapping and dragging of electrons. With the new
multi petawatt lasers and the use of higher order modes, there are a large set of pulse
configurations that can be explored and exploited for various applications in electron
trapping and steering.

All the present notes are based on the simulation of the Lorentz force dynamics
for independent relativistically driven electrons, and without considering nonlinear
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effects on the laser propagation. Therefore, the validity of the present results is just for
very dilute gases. Study at higher densities would require more complex simulation
tools as PIC codes.

Such tools to control the electron dynamics while electrons are still driven by
the intense pulse may result in interesting applications such as injection to other
accelerators or boosters. Also new coherent radiation schemes seem possible because
electrons are self-organized in patterns by the relativistic dynamics. At the present
low densities, the number of emitted photons will be small.

Acknowledgements We acknowledge support from the SpanishMinisterio de Ciencia, Innovación
y Universidades and the European Regional Development Fund (Grants No. FIS2016-81056-R,
and EQC2018-005230-P), from H2020-EU Laserlab Europe V (Grant No. 871124), from Junta de
Castilla y León (Grant No. CLP087U16), and from the Natural Sciences and Engineering Research
Council of Canada (Grant No. RGPIN-2019-05013).

References

1. T.W.B. Kibble, Mutual refraction of electrons and photons. Phys. Rev. 150, 1060 (1966)
2. D. Strickland, G. Mourou, Compression of amplified chirped optical pulses. Optics Commu-

nications 55, 447–449 (1985)
3. C. Danson et al., Petawatt and exawatt class lasers worldwide. High Power Laser Science and

Engineering 7, E54 (2019)
4. E. Esarey, C.B. Schroeder, W.P. Leemans, Physics of laser-driven plasma-based electron

accelerators. Rev. Mod. Phys. 81, 1229 (2009)
5. P. M. Woodward, A method for calculating the field over a plane aperture required to produce

a given polar diagram, J. Inst. Electr. Eng., 93 Part IIIA (1947) 1554
6. F. Amiranoff et al., Observation of laser wakefield acceleration of electrons. Phys. Rev. Lett.

81, 995 (1998)
7. V. Malka, Laser plasma accelerators, Phys. Plasmas, 19 (2012) 055501.
8. S. Kneip et al., Bright spatially coherent synchrotron X-rays from a table-top source. Nat. Phys.

6, 980 (2010)
9. E. Esarey, P. Sprangle, J. Krall, Acceleration of electrons invacuum. Phys. Rev. E 52, 5443

(1995)
10. J. San Roman, L. Roso and H. Reiss, Evolution of a relativisitic wavepacket describing a free

electron in a very intense laser field, J Physics B: Atom Molec Opt Phys, 33 (2000) 1869
11. J. San Roman, L. Roso and L. Plaja, A complete description of the spin force, J Physics B:

Atom Molec Opt Phys, 36 (2003) 1
12. I. C. E. Turcu, et al., Quantum electrodynamics experiments with colliding petawatt laser

pulses, High Power Laser Science and Engineering 7 (2019).
13. E.S. Sarachik, G.T. Schappert, Classical theory of the scattering of intense laser radiation by

free electrons. Physical Review D 1, 2738 (1970)
14. C.I. Moore, J.P. Knauer, D.D. Meyerhoffer, Observation of the transition from Thomson to

Compton scattering in multiphoton interactions with low-energy electrons. Phys Rev Letters
74, 2439 (1995)

15. C. H. He, et al., Towards an in situ, full-power gauge of the focal-volume intensity of petawatt-
class lasers, Optics Express 27 (2019)

16. I. Pastor, et al., Nonlinear relativistic electron Thomson Scattering for laser radiation with
orbital angular momentum, Journal of Physics Communications, 4 (2020) 065010.



8 The Role of the Ponderomotive Force in High Field Experiments 177

17. J. Pang, et al., Subluminous phase velocity of a focused laser beam and vacuum laser
acceleration, Physical Review E, 66 (2002) 066501

18. J.D. Lawson, Lasers and Accelerators, , IEEE Trans. Nucl. Sci. NS- 26, 4217 (1979)
19. P. M. Woodward, A method of calculating the field over a plane aperture required to produce

a given polar diagram, J. Inst. Electr. Eng., 93 Part IIIA (1947) 1554
20. P. Gibbon, Short pulse laser interactions with matter: an introduction. World Scientific, 2005.
21. N. Cao et al., Accurate description of gaussian beams and electron dynamics. Optics

Communications 204, 7 (2002)
22. L.W. Davies, Vector electromagnetic modes of an optical resonator. Phys. Rev. A 19, 1177

(1979)
23. W. Kochner, Solid-State Laser Engineering, Springer, 2006
24. N.J. Phillips, J.J. Sanderson, Trapping of electrons in a spatially inhomogeneous laser beam.

Physics Letters 21, 533 (1966)
25. C.I. Moore, Confinement of electrons to the centre of a laser focus via the ponderomotive

potential. J. Mod. Opt. 39, 2171 (1992)
26. S. Miyazaki et al., Generation of a microelectron beam by an intense short pulse laser in the

TEM(1,0)+TEM(01) mode in vacuum. J Phys D: Applied Physics 38, 1665 (2005)
27. M. Padgett et al., An experiment to observe the intensity and phase structure of Laguerre-

Gaussian laser modes. Am. J. Phys. 64, 1 (1996)
28. A. Longman, R. Fedosejevs, Mode conversion efficiency to Laguerre-Gaussian AOM modes

using spiral phase optics. Opt. Express 25, 17382 (2017)
29. A. Longman et al., Off-axis spiral mirrors for generating high-intensity optical vortices. Opt.

Lett. 45, 2187 (2020)
30. P. Brijesh et al., Demonstration of a horseshoe-shaped longitudinal focal profile. J Optical

Society of America B 24, 1030 (2007)



Chapter 9
LD-Pumped Kilo-Joule-Class Solid-State
Laser Technology

Takashi Sekine, Norio Kurita, and Toshiyuki Kawashima

Abstract In this chapter, we report our latest work on the technical development
of the cryogenically cooled Yb:YAG-ceramics laser as scalable technology toward
achievement of repetitive kilo-joule-class lasers. In our first trial, we obtain a high
small signal gain of 20.4 with a high stored energy of 149.0 J using a conductively
side-cooled Yb:YAG ceramic multi-disk laser amplifier operating at 100-K cooling
temperature. In the second trial, we obtain 117-J nanosecond pulsed laser output with
a cryogenic-helium-gas face-cooled Yb:YAG ceramic multi-disk laser amplifier. In
this study, we obtain 42.3% energy-extraction efficiency from the energy stored in the
Yb:YAGceramic disks.Wealso determined the specifications of the face-cooled laser
amplifier designed for repetitive operation by flowing helium gas on the end faces of
the Yb:YAG ceramic disks. The feasibility of a practical design for kilo-joule-class
diode pumped solid state lasers with a cryogenically cooled Yb:YAG ceramic disks
was demonstrated by the developed high-gain and high-efficiency laser technologies.

9.1 Introduction

Since the first demonstration of laser oscillation in 1960 [1], laser technologies have
been progressing rapidly. The most important characteristic of a laser is coherent
control of the photons in the temporal, spatial, and spectral domains. Therefore, the
progress in laser technologies can be seen as a history of pursuing optimal control
in these domains. A nanosecond coherent optical pulse was demonstrated in the
temporal domain by Q-switch technology in 1962 [2]. Furthermore, picosecond and
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femtosecond laser pulses were observed using the mode-locked laser oscillators in
1966 [3–5]. By using the interaction between electron and an electric field generated
by a femto-second laser pulse, an atto-second optical pulse generation was demon-
strated using high-order harmonic generation in 2001 [6]. In the spatial domain, a
mega-watt electric field at micrometer scale were generated by focusing spatially
coherent photons from a transverse single-mode laser pulse onto the diffraction limit
spot area. An electric-field intensity can be enhanced by increasing the laser-pulse
energy by expanding the laser beam size and maintaining the spatial coherence to
avoid an optical damage on the material surface. The National Ignition Facility (NIF)
at Lawrence Livermore National Laboratory (USA) achieved the highest pulsed laser
energy output of 16 kJ with transverse-single mode at 1053 nm wavelength with a
beam size of 30 cm by 30 cm in 2012 [7, 8]. Their research made great contribution
in the progress of the high power laser technologies, such as fabrication of the high
quality optical materials, dielectric coatings with high damage threshold, and optical
polish in high precision. A chirped pulse amplification (CPA) technique realized
by coherence controlling technologies in the temporal, spatial, and spectral domains
invented in 1985 [9]made a significant contribution to increasing the focused electric-
field intensity beyond 1022 W/cm2. In Europe, Extreme Light Infrastructure (ELI)
laser facilities, including 10-PW laser systems based on the CPA technique, have
been constructed to expand the application range of ultra-intense lasers [10].

With the dramatic progress in these laser technologies, the application range
of lasers has widely expanded to optical communication, semiconductor lithog-
raphy, material processing, laser ranging, laser scalpels, microscopes, and so on. For
these applications to be practical, many types of lasers, such as gas, excimer, laser
diode (LD), and solid-state have been developed. A diode-pumped solid-state laser
(DPSSL) was described as “a renaissance in solid-state laser development” by Dr. R.
L. Byer (StanfordUniversity, U.S.A.) in 1988 [11], and has recently beenwidely used
as a continuous-wave (CW) based fiber laser with kilo-watt class output in material
processing. With the current industrial trends of Internet of Things and Industry 4.0,
lasers are one of the most important technologies for constructing manufacturing
systems. A pulsed DPSSL is suitable for optimizing the processing conditions of
such systems due to the flexibility of its laser characteristics such as pulse dura-
tion (shape), repetition rate, pulse energy, and wavelength. Therefore, demand for
pulsed laser processing of tempered glass, carbon fiber reinforced plastic (CFRP),
and high-tensile steel is now growing.

Figure 9.1 shows the relationship between laser pulse energy and pulse repetition
rate of typical laser systems in development or on the market. White plots denote
flashlamp-pumped laser systems and black plots denote DPSSL systems. Flashlamp-
pumped lasers with high pulse energy but a low repetition rate have long been used in
scientific applications and have achieved many important results. However, DPSSLs
with low pulse energy but high repetition rate have been developed for material-
processing laser systems. From this background, a DPSSL with high pulse energy
and high repetition rate is expected to create a new market in not only novel mate-
rial processing but also scientific applications such as high energy physics, laser
acceleration, attosecond generation, quantum beam generation, and inertial fusion
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Fig. 9.1 Relationship between laser pulse energy and pulse repetition rate of typical laser systems
in development or on the market

energy. Development of a high energy pulsed DPSSL began at the end of the 1990s
in the U.S.A., Europe, and Japan. In 2007, 55 J at 10-Hz output from an LD-pumped
Yb:S-FAP monocrystalline laser was achieve in the U.S.A. [12]. In 2008, 21.3 J at
10-Hz output was achieved from an LD-pumped Nd:glass laser in Japan [13]. In the
latest report, 105 J at 10-Hz output was achieved using an LD-pumped cryogenically
cooled Yb:YAG-ceramics laser in 2017 in the U.K. [14].

Since the 1990s, we have developed high-energy pulsed DPSSL technologies as
fundamental research for the development of inertial fusion energy laser drivers.
For a development of practical application in industrial and academic purposes,
that must be processed for achieving our ultimate goal, we are developing high
energy laser technology. Recently, such usage requires lasers of over 1-kW class
average power in industrial fields; future applications in academic fields will require
laser performance exceeding 10-kW average power. Therefore, in this chapter, we
report our latest experimental results from the development of a cryogenically cooled
Yb:YAG-ceramics laser amplifier as a feasibility study of kilo-joule-class lasers with
a 10-Hz repetition rate [15].
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9.2 Demonstration of High-Gain with High-Energy Storage
Characteristics of Cryogenically Cooled
Yb:YAG-Ceramics Laser Amplifier

In this section, we report a demonstration of high small-signal gain of 20 times along
with high-energy storage characteristics of 149.0 J. This performance was achieved
with an LD-pumped cryogenically side-cooled Yb:YAG ceramic multi-disk laser
amplifier [16]. The results indicate the feasibility of developing practical kilo-joule
class DPSSLs capable of simultaneously providing high gain as well as high-energy
storage characteristics.

9.2.1 Construction of LD-Pumped Conductively Side-Cooled
Yb:YAG Ceramic Multi-disk Laser Amplifier

The laser amplifier employed in this work uses Yb:YAG as a laser medium that can
be adjusted to stimulated emission cross section suitable for high-energy lasers by
cooling to a low temperature.Another advantage is that the establishedmanufacturing
technology of transparent Yb:YAG ceramics improves the reliability of high energy
lasers. This multi-disk-type laser amplifier configuration is also suitable for a high
energy laser amplifier due to its energy scalability made possible by enlarging the
disk aperture. Such an amplifier can also be adapted to high-repetition operation by
cooling the laser medium from the end-face with coolant. In the case of this laser
amplifier, the Yb:YAG ceramic disks are conductively cooled from the side-surface
via a copper holder using two Gifford-McMahon (GM) cryo-coolers. Thanks to
this simple configuration of this amplifier, a high pulse energy extraction and high
amplification gain is demonstrated. Consequently, the results from this amplifier
allowed us to develop the cryogenic helium gas face-cooled Yb:YAG ceramic multi-
disk laser amplifier discussed in this paper.

This LD-pumped Yb:YAG-ceramics laser amplifier was developed in 2015 by
Hamamatsu Photonics K.K. (Fig. 9.2). Ten Yb:YAG ceramic disks, each with a size
of 100 mm by 100 mm and a thickness of 10 mm, are placed in a central vacuumed
laser chamber as the laser medium. Four LD modules are set around the vacuumed
laser chamber. The LDmodules pump the Yb:YAG ceramic disks from four diagonal
directions. To prevent a difference in stored energy among the disks arranged at both
ends and the center, we used five kinds of Yb:YAG ceramic disks with different Yb
ion doping concentrations. Thus, lower concentration disks are arranged at both ends,
and higher concentration disks are arranged at the center. The ten disks are cooled
using two GM cryo-coolers installed in the upper and lower areas of the vacuumed
laser chamber. The cooling capacity of the GM cryo-coolers is 180 W at 130 K. The
side-surfaces of the Yb:YAG ceramic disks were treated to form a cladding layer
for suppressing parasitic oscillation. Figure 9.3 shows a photograph of the Yb:YAG
ceramic disks before cladding treatment. As shown by the arrow in Fig. 9.2, a seed
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Fig. 9.2 Conductively cryogenic side-cooled Yb:YAG ceramic multi-disk laser amplifier

Fig. 9.3 Yb:YAG ceramic
disks before cladding
treatment

pulse propagates between the upper and lower LD modules and passes through the
Yb:YAG ceramic disks after being injected into the vacuumed laser chamber from
the vacuum window.

This laser amplifier is equipped with four water-cooled power supply systems for
the four LD modules at the back. A total of 80 channels of electric pulse output are
connected to each LD stack in the LD modules. The specifications of each output
channel include a maximum output voltage of 60 V and maximum output current
of 400 A with a pulse duration of 1 ms. Deionized water for the LD modules is
supplied from a chiller with the capability of a 500-l/min flow rate with 0.8-MPa
water pressure. All of the water is delivered through pipes from the rear-end of the
system to cool the LD modules, LD power-suppling system, and GM cryo-coolers.
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9.2.2 Characteristics of Pumping LD Modules

Table 9.1 gives the specifications of an LD stack used in the LD modules (shown
by photo in Fig. 9.4). Jet-water-cooling LD stacks (model LE0115, Hamamatsu
Photonics K.K.) are used. By driving a LD stack at 200-A current, it can output 6 J
of energy with a peak power of 6 kW and a pulse duration of 1 ms. The typical
repetition rate is 10 Hz. Thirty LD bars have cylindrical micro lenses for divergence
collimation in the fast axis.

The specifications of an LD module are given in Table 9.2 (shown by photo in
Fig. 9.5). An LD module outputs 110 kW in peak power. The typical irradiation size
is 60× 70 mm at a working distance of 700 mm. One of the unique characteristics of
this LDmodule is that all output patterns from the LD stacks built into the LDmodule
are superposed at the same position and in the same pattern at the working distance.
This superposing scheme provides the averaging effects for the various intensities
and the various spectrum of each LD stack. This scheme also has the advantage of
avoiding spatial intensity defects in the irradiation pattern, evenwhen a failure occurs
in an LD stack.

A typical near-field pattern (NFP) at the working distance of an LD module is
shown in Fig. 9.6. The intensity distribution in the NFP has a strong modulation at
upper and lower areas. A number of vertically linear intensity distributions corre-
sponding to the LD bars can also be confirmed. The intensity modulation at the upper
and lower areas are explained from the aberration of the optical components used in
the LDmodule. Another problem of the vertical-line profile is caused by the intensity

Table 9.1 Typical
specifications of LD stack

Parameter Value

Peak power 6 kW

Wavelength 940 nm

Pulse duration 1 ms

Repetition rate 10 Hz

Number of LD bars 30 bars

Fig. 9.4 Laser diode (LD)
stack
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Table 9.2 Typical
specifications of LD module

Parameter Value

Peak power >110 kW

Wavelength 940 nm

Working distance 700 mm

Irradiation intensity >2.6 kW/cm2

Irradiation size (Rectangle) 60 × 70 mm

Fig. 9.5 LD module

Fig. 9.6 Typical near-field
pattern (NFP) of LD module

distribution of the LD bars. This pattern is expected to be improved by averaging
with a four-direction pumping scheme.

9.2.3 Demonstration of High Small Signal Gain
Characteristics with High-Energy Storage

Figure 9.7 shows a typical fluorescence pattern when Yb:YAG ceramic disks were
pumped by four LD modules. The fluorescence pattern was measured in the hori-
zontal direction along the same axis of the seed pulse path using a CMOS camera.
The cooling temperature of the disks was 100 K, and the repetition rate of the LD
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Fig. 9.7 Typical
fluorescence pattern from
Yb:YAG ceramics

modules was less than 1 Hz to avoid a temperature increase caused by pumping
at a high repetition rate. The size of the fluorescent pattern was evaluated as 55 ×
63 mm, and a smooth intensity profile in the pattern was observed. From the compar-
ison between the fluorescent pattern (shown in Fig. 9.7) and a typical NFP of an LD
module (shown in Fig. 9.6), the longitudinal line profile formed by the LD bars was
clearly improved by the superposing effect of the four LDmodules. However, strong
upper and lower intensity distributions still remained. These distributions will be
suppressed by optimizing the optical aberration management of the LD modules.

We conducted an experiment to evaluate the small-signal gain (SSG) charac-
teristics of this laser amplifier. Generally, SSG can be expressed by the following
formula.

G0 = e
Estσem

hν
×l = e

Est
Es

l = eg0l (1)

Here, G0 is the SSG value, Est is stored energy density, σ em is the stimulated
emission cross section, ν is oscillation frequency, c is the speed of light, h is the Planck
constant, and l is gain length. In addition, Es is defined as a saturation fluence, and g0
is defined as a SSG coefficient. In the experiment, a probe pulse with a wavelength of
1030 nm, pulse duration of about 100 ns, and pulse energy of about 1 µJ were input
into this laser amplifier, and the amplification factor of the probe pulse with respect
to the pump energy by the LD modules was measured. The cooling temperature of
the Yb:YAG ceramic disks was 100 K, and the repetition rate of the pumping by the
LDmodules was less than 1 Hz. To suppress the temperature increase in the Yb:YAG
ceramic disks caused by the pumping, the repetition rate was kept low.

The experimental results are shown in Fig. 9.8. The horizontal axis shows the
pump energy, and the vertical axis shows the SSG values on a logarithmic scale.
The SSG increases exponentially with respect to the stored energy, as represented by
Eq. (1). A SSG of 20.4 times was obtained at 450.4-J pumping energy, and the energy
stored inside Yb:YAG ceramic disks was calculated to be 149.0 J from Eq. (1) by
assuming a pumped volume of 346.5 cm3. These results show the feasibility of a laser
amplifier with high stored energy as well as high gain using low-temperature-cooled
Yb:YAG ceramics.
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Fig. 9.8 Small-signal gain
(SSG) characteristics

The g0 × l (an index for generating unexpected oscillation (parasitic oscillation)
in the laser medium) on the probe pulse propagation axis was evaluated to be about
3 from a SSG of 20.4 times. If g0 × l exceeds 4, parasitic oscillation would start or
the amplification of spontaneous emission (ASE) would significantly increase. From
this estimation of g0 × l, the Yb:YAG ceramic disks exhibit a high SSG of 20.4 times
while maintaining high stored energy of 149.0 J without parasitic oscillation. From
Fig. 9.8, it was confirmed that the SSG showed good linearity in the logarithmic
scale with respect to the pump energy up to 300 J; however, there was a tendency
for this to gradually saturate over 300 J. The g0 × l was calculated to be about 3.89
for 450.4-J pumping when the diagonal length in the three-dimensional pumping
region in the Yb:YAG ceramic disks was used as the maximum gain length. Thus, it
is assumed that the ASE inside the Yb:YAG ceramics significantly increases at over
300 J of pump energy.

9.2.4 Demonstration of 55.4 J Laser-Pulse Amplification

We conducted an energy-extraction experiment of this laser amplifier. An input pulse
with a pulse duration of 20 ns and pulse energy of about 1 J was used. The seed
pulse passed through the laser amplifier two times by constructing a pulse propa-
gating system using an image-relaying telescope and a 0-degree reflection mirror.
The experimental results of output energy with respect to the input energy are shown
in Fig. 9.9. An output energy of 55.4 J was obtained when the input was 0.98 J. The
solid line in Fig. 9.9 indicates the calculation results. The calculation code is based
on the Franz-Nodvik equation model [17]. The stored energy estimated from the
SSG measurement was used for the calculation. The results of the experiment were
slightly lower than those of the calculation. The extraction efficiency was 36.5%, and
the optical-to-optical conversion efficiency was 12.3%. The calculation results indi-
cate that higher output energy could be expected due to the increased input energy.
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Fig. 9.9 Output energy
characteristics as a function
of input energy

The NFP of the output pulse is shown in Fig. 9.10. The pattern profile was similar
to the fluorescent pattern shown in Fig. 9.7. Then the average fluence was evaluated
to be 2.36 J/cm2 with the pattern size of 46 × 51 mm.

In this section, we demonstrate high-energy laser amplification with high gain
characteristics with an LD-pumped cryogenically cooled Yb:YAG ceramic multi-
disk laser amplifier. This serves as a feasibility study of compact kilo-joule class
DPSSLs.

Fig. 9.10 NFP of 55-J
output pulse
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9.3 Demonstration of High-Energy Laser Output
with High Energy-Extraction Efficiency Characteristics
of Cryogenically Cooled Yb:YAG-Ceramics Laser
Amplifier

In this section, we report a demonstration of 117 J laser output with over 40%
energy-extraction efficiency using an LD-pumped cryogenic-helium-gas face-cooled
Yb:YAG ceramic multi-disk laser amplifier [18]. The results indicate the feasibility
of practical kilo-joule-class DPSSLs by demonstrating simultaneously high energy
output and high-efficiency characteristics.

9.3.1 Construction of LD-Pumped Cryogenic-Helium-Gas
Face-Cooled Yb:YAG Ceramic Multi-disk Laser
Amplifier

A photograph of this amplifier is shown in Fig. 9.11, and its conceptual design is
similar to the cryogenically side-cooled Yb:YAG ceramic laser amplifier discussed
in Sect. 9.2. Four LD modules are located around a laser chamber as the pumping
source. A seed pulse propagates between the upper and lower LD modules. Six
Yb:YAG ceramic disks are placed in the center of the laser chamber. The disks are
arranged with slight gaps to allow the helium gas to flow on each end-face. Helium
gas characteristics can be controlled at a temperature of 150 K to 300 K and pressure
of 0.5 MPa or less. Helium gas temperature is controlled with the flow rate of liquid
nitrogen at the heat exchanger. The laser chamber has a two-layer structure with an
inner high-pressure vessel for helium gas and an outer vacuum vessel for thermal

Fig. 9.11 Cryogenic-helium-gas face-cooled Yb:YAG ceramic multi-disk laser amplifier
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insulation. Two sapphire windows joined on a metallic flange are attached to the
high-pressure vessel as optical windows for delivering a seed pulse and four pump
pulses into the Yb:YAG ceramic disks. A sapphire window requires extremely high
sealing characteristics for low-temperature and high-pressure helium gas without
causing leakage into the vacuum vessel. Cryogenic-helium-gas flows upward from
the bottom of the laser chamber and then flows between the laser chamber and a
cryogenic-helium-gas circulation device in a closed loop. The returned helium gas
from the laser chamber is cooled by liquid nitrogen at the heat exchanger after being
pumped up by the fan. The cooling capacity of the heat exchange is over 7 kW.

The size of a Yb:YAG ceramic disk in this amplifier is 120 mm in diameter by
10 mm in thickness and has a 7-mm-wide Cr:YAG ceramic cladding layer on the
side-surface. These Yb:YAG ceramic disks and Cr:YAG ceramic layers are joined
by sintering. Three types of Yb:YAG ceramic disks with different Yb ion-doping
concentrations are arranged to average the stored energy distribution over all of the
disks.

9.3.2 Characteristics of Pumping LD Modules

Table 9.3 gives the specifications of an LD stack used for an LD module (shown by
photo in Fig. 9.12). For this LD module, a passive-cooled LD stack (LE0703MOD,
Hamamatsu Photonics K.K.) was used. This LD stack can output a peak power of
7.5 kW at a driving current of 800 A. Then, output energy reaches 7.5 J at a pulse
duration of 1 ms. The maximum repetition rate is 10 Hz due to passive cooling.

Table 9.3 Typical
specifications of LD stack

Parameter Value

Peak power 7.5 kW

Wavelength 940 nm

Pulse duration 1 ms

Repetition rate 10 Hz

Number of LD bars 10 bars

Fig. 9.12 LD stack
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Table 9.4 Typical
specifications of LD module

Parameter Value

Peak power >100 kW

Wavelength 940 nm

Repetition rate 10 Hz

Irradiation intensity 2 kW/cm2

Irradiation size (Rectangle) Adjustable between from 60 ×
60 mm to 85 × 85 mm

Comparing this LD stack with that shown in Fig. 9.4, the output peak power of the
LD bar is enhanced by more than three times, and the size of the LD stack is reduced
to less than 1/10 while maintaining the same output energy.

The specifications of a pumpingLDmodule are given inTable 9.4 (shownbyphoto
in Fig. 9.13). The LD module can output over 100 J by operating at 100-kW peak
powerwith a 1-ms-pulse duration. This LDmodulewas designed using a superposing
schemeof all LD stacks used in theLDmodule, the same as the pre-LDmodule shown
Fig. 9.5. A unique characteristic of this LD module is that the rectangular irradiation
pattern at the working distance of 560 mm can be changeable between from 60 ×
60 mm to 85 × 85 mm by adjusting the internal optical system. The typical NFP of
this LD module is shown in Fig. 9.14. The beam size is 85× 72 mm. By optimizing
the optical design, the uniformity of the intensity on the vertical-line shape profiles

Fig. 9.13 LD module

Fig. 9.14 Typical output
NFP of LD module
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and on the upper and lower distributions dramatically improved compared with the
pattern measured in the previous works shown in Fig. 9.6.

9.3.3 Characteristics of Small Signal Gain and Energy
Extraction

Figure 9.15 shows a typical fluorescence pattern of the Yb:YAG ceramic disks
pumped by the LD modules from four direction in this laser amplifier. The cooling
temperature of the Yb:YAG ceramic disks was 175 K, and the repetition rate of the
LD modules was 1 Hz. A uniform and smooth pattern was obtained by improving
the characteristics of the LD modules. The size of the fluorescent pattern was evalu-
ated as 70.0 × 58.6 mm. The pumping intensity on the Yb:YAG ceramics was then
evaluated as 2.7 kW/cm2 for each LD module. It was also confirmed that flowing
cryogenic-helium-gas hadno effect on thefluorescent pattern on theYb:YAGceramic
disks.

We measured the SSG characteristics of this laser amplifier. In this experiment,
the cooling temperature of the Yb:YAG ceramic disks was 175 K, and the repetition
rate of LD modules was 0.5 Hz. The experimental results are shown in Fig. 9.16.
The horizontal axis shows the pump energy, and the vertical axis shows the SSG
values on a logarithmic scale. A SSG of 4.5 times was confirmed at about 444.4-J
pumping energy. The calculation results are shownwith a solid line. The experimental
results show good agreement with the calculation results up to 300 J. However, a
slight deviation was observed over at 300 J. The ASE was much smaller than that
in Fig. 9.8 because the SSG of this laser amplifier was around 4 times due to a
higher cooling temperature of 175 K. One of the reasons for this saturation in SSG
characteristics is assumed to be nonradiative loss in the Yb:YAG ceramics caused

Fig. 9.15 Typical
fluorescent pattern of
Yb:YAG ceramics
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Fig. 9.16 SSG
characteristics

by the Stokes shift and quantum efficiency. This nonradiative loss cause temperature
increasing in the Yb:YAG ceramics.

We conducted an energy-extraction experiment using this laser amplifier. The
input laser pulse had a pulse energy of 5 J, pulse duration of 40 ns in Gaussian
shape, beam size of 7 × 7 cm, and pulse repetition rate of 0.05 Hz. We constructed
an experimental set-up for single- and double-pass amplification. The seed pulse
passed through the laser amplifier two times with different incident angles. The NFP
at the first pass on the Yb:YAG ceramic disks was image-relayed to the ceramic disks
in the second pass. The experimental results are shown in Fig. 9.17. The horizontal
axis shows the pump energy by the LD modules, and the vertical axis shows the

Fig. 9.17 Results of
energy-extraction experiment
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output energy of the laser amplifier. We obtained a 13.0 J output energy at single-
pass amplification and 30.8 J at double-pass amplification. The pumping energy
was 444 J. The calculation result simulated using the rate equation model is also
shown with a solid line in Fig. 9.17. The calculation used the stored energy in the
Yb:YAGceramic disks estimated from the SSG experiment. The experimental results
indicate good agreement with the calculation results, but there was a difference after
exceeding a pump energy of 300 J. This difference can be explained by having the
same characteristics as those estimated from the SSG experiment.

9.3.4 Demonstration of 117-J Laser-Pulse Amplification
with High Energy-Extraction Efficiency

Figure 9.18 shows the configuration of a 100-J class high energy laser output demon-
stration using two cryogenic-helium-gas face-cooled Yb:YAG ceramic multi-disk
laser amplifiers. These two laser amplifiers (laser heads 1 and 2) have a similar
configuration in which six Yb:YAG ceramic disks are pumped by four LD modules
from four directions. The maximum pump energy is 444 J for laser head 1 and
506 J for laser head 2. The pumping size on the Yb:YAG ceramic disks was 70.0
× 58.6 mm for laser head 1 and 75.4 × 58.9 mm for laser head 2. This experi-
mental setup consisted of arranging the two laser heads, which have the double-pass
amplification configuration, in series. The output pulse amplified by laser head 1 was
input again to laser head 2 for double-pass amplification. An NFP and wave-front of
the input pulse was relayed to the Yb:YAG ceramic disks in the two laser heads by

(a)

(b)

Fig. 9.18 Experimental setup for 100-J output demonstration. a 3D image of configuration.
b Diagram of optical layout
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Fig. 9.19 Output energy
characteristic

six vacuumed telescopes during every propagation. These telescopes also perform
spatial filtering to prevent parasitic oscillation and straying laser pulses inside the
two laser heads. The specifications of the input pulse for laser head 1 are the same
as those from the SSG experiment for the single laser amplifier and energy extrac-
tion discussed in the previous section; the pulse energy was 5 J, pulse duration was
40 ns, and repetition rate was 0.05 Hz. In the experiment, the output energy after
double-pass amplification of the two laser heads was measured by increasing the
pump energy of the two laser heads simultaneously.

The output energy characteristics as a function of pump energy are shown in
Fig. 9.19. Amaximum output energy of 117 J was achieved at a total pump energy of
895 J in the two laser heads. The calculation results based on the rate-equation model
are shown with a solid line. The optical-to-optical conversion efficiency was 12.5%.
This calculation was conducted using actual characteristics of the pump energy and
pumping area by the LD modules. In the calculation, pump efficiency defined by
the ratio of the stored energy to pump energy was assumed to be 44% in both laser
heads. This pump efficiency was evaluated from SSGmeasurement of laser head 1 as
typical value. The experimental results indicate good agreement with the calculation
results. The difference between the calculation and experiment results over 700 J is
due to nonradiative transition in the Yb:YAG ceramics as in the SSG measurement.
Energy extraction efficiencies of laser head 1 and 2were evaluated as 13.4 and 42.3%,
respectively. Here, the stored energies of the two laser heads of 171.3 and 210.5 J
were evaluated by the multiplication of pump energy and pump efficiency of 0.44%.

An NFP of 117-J output is shown in Fig. 9.20. A smooth intensity profile without
peak spots was confirmed. The smooth pumping profile obtained with four-direction
pumping contributed to suppressing damage on the Yb:YAG ceramic disks. The
intensity distributions at the upper and lower parts on the NFP are considered the
effect of the pumping distribution, which has slight intensity modulation (Fig. 9.15).
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Fig. 9.20 NFP of 117 J
output

The output pattern size is about 78 × 56 mm. Then the average fluence at the 117-J
output is estimated to be about 2.68 J/cm2. The reason for the dot-like profile on the
NFP will be studied, along with the effect of the B-integral, in our future work.

In this section, we demonstrated high-energy laser amplification of over 100 J
with high extraction-efficiency characteristics using an LD-pumped cryogenically
cooled Yb:YAG ceramic multi-disk laser amplifier, thus providing a feasibility study
of compact kilo-joule class DPSSLs.

9.4 Summary

In this chapter, we reported our current experimental results on cryogenically cooled
Yb:YAG-ceramics laser amplifiers. This work was conducted as a feasibility study of
kilo-joule class laser technologies. A high gain of 20.4 times with high stored energy
of 149.0 Jwas demonstratedwith a conductively side-cooledYb:YAGceramicmulti-
disk laser amplifier having a cooling temperature of 100K.A117-J output energywas
also demonstrated with a cryogenic-helium-gas face-cooled Yb:YAG ceramic multi-
disk laser amplifier having a cooling temperature of 175 K. Consequently, maximum
efficiency as energy extraction was evaluated to be 42.3%. The demonstration of
a high-gain laser amplifier while operating at a low temperature of about 100 K
confirmed the feasibility of a compact and highly efficient design for kilo-joule-class
DPSSLs.

We will develop fundamental laser technologies to demonstrate the high-energy
and high-repetition capabilities made possible by using a cryogenic helium gas face-
cooled Yb:YAG ceramic multi-disk laser amplifier. This further work will serve as a
step toward achieving practical kilo-joule DPSSLs.
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commissioned by the New Energy and Industrial Technology Development Organization (NEDO),
Japan.



9 LD-Pumped Kilo-Joule-Class Solid-State … 197

References

1. T.H. Mainman, Nature 187, 493 (1960)
2. F.J. McClung, R.W. Hellwarth, J. Appl. Phys. 33, 828 (1962)
3. H.W. Mocker, R.J. Collins, Appl. Phys. Lett. 7, 270 (1965)
4. A.J. DeMaria, D.A. Stetser, H. Heynau, Appl. Phys. Lett. 8, 174 (1966)
5. D.A. Stetser, A.J. DeMaria, App. Phys. Lett. 9, 118 (1966)
6. M. Hentschel, R. Kienberger, C. Spielmann, G.A. Reider, N. Milosevic, T. Brabec, P. Corkum,

U. Heinzmann, M. Drescher, F. Krausz, Nature 414, 509 (2001)
7. G. Brumfiel, Nature 491, 170 (2012)
8. O.A.Hurricane,D.A.Callahan,D.T.Casey, P.M.Celliers,C.Cerjan, E.L.Dewald, T.R.Dittrich,

T. Döppner, D.E. Hinkel, L.F. Berzak Hopkins, J.L. Kline, S. Le Pape, T. Ma, A.G. MacPhee,
J.L. Milovich, A. Pak, H.-S. Park, P.K. Patel, B.A. Remington, J.D. Salmonson, P.T. Springer,
R. Tommasini, Nature 506, 343 (2014)

9. D. Strickland, G. Mourou, Opt. Commun. 56, 291 (1985)
10. S. Wills, Opt. Photonics News 31, 30 (2020)
11. R.L. Byer, Science 239, 742 (1988)
12. A. Bayramian, P. Armstrong, E. Ault, R. Beach, C. Bibeau, J. Caird, R. Campbell, B. Chai, J.

Dawson, C. Ebbers, A. Erlandson, Y. Fei, B. Freitas, R. Kent, Z. Liao, T. Ladran, J. Menapace,
B.Molander, S. Payne, N. Peterson, M. Randles, K. Schaffers, S. Sutton, J. Tassano, S. Telford,
E. Utterback, Fusion Sci. 52, 383 (2007)

13. R. Yasuhara, T. Kawashima, T. Sekine, T. Kurita, T. Ikegawa, O. Matsumoto, M.Miyamoto, H.
Kan, H. Yoshida, J. Kawanaka, M. Nakatsuka, N. Miyanaga, Y. Izawa, T. Kanabe, Opt. Lett.
33, 1711 (2008)

14. P. Mason, M. Divoky, K. Ertel, J. Pilar, T. Butcher, M. Manus, S. Banerjee, J. Phillips, J. Smith,
M.D. Vido, A. Lucianetti, C. Hernandez-Gomez, C. Edwards, T. Mocek, J. Collier, Optica 4,
438 (2017)

15. http://www.nedo.go.jp/koubo/CD3_100053.html
16. T. Sekine, Y. Takeuchi, T. Kurita, Y. Hatano, Y. Muramatsu, Y. Mizuta, Y. Kabeya, Y. Tamaoki,

Y. Kato, Proc. SPIE 10082, 100820U (2017)
17. L.M. Frantz, J.S. Nodvik, J. Appl. Phys. 34, 2346 (1963)
18. T. Sekine, T. Kurita, M. Kurata, Y. Hatano, Y. Muramatsu, T. Morita, Y. Kabeya, T. Iguchi, T.

Watari, R. Yoshimura, Y. Tamaoki, Y. Takeuchi, Y. Mizuta, K. Kawai, Y. Zheng, Y. Kato, T.
Suzuki, N.Kurita, T. Kawashima, S. Tokita, J. Kawanaka, N.Ozaki, Y.Hironaka, K. Shigemori,
R. Kodama, R. Kuroda, E. Miura, submitted to High Energy Density Physics

http://www.nedo.go.jp/koubo/CD3_100053.html


Chapter 10
The Shanghai Superintense Ultrafast
Laser Facility (SULF) Project

Zebiao Gan, Lianghong Yu, Cheng Wang, Yanqi Liu, Yi Xu, Wenqi Li,
Shuai Li, Linpeng Yu, Xinliang Wang, Xinyan Liu, Junchi Chen, Yujie Peng,
Lu Xu, Bo Yao, Xiaobo Zhang, Lingru Chen, Yunhai Tang, Xiaobin Wang,
Dinjun Yin, Xiaoyan Liang, Yuxin Leng, Ruxin Li, and Zhizhan Xu

Abstract We report the recent progress on the Shanghai Superintense Ultrafast
Laser Facility (SULF) project. The schematic design of SULF is described. The
upgrade information from SULF laser prototype to SULF 10 PW laser user facility
is presented in detail. A high contrast front is developed to generate high-quality clean
seed pulses which are then stretched to about 2 ns by a new double-grating Öffner
stretcher. A Dazzler is used to control the high-order phase distortions and shape the
spectrum of the laser pulses simultaneously. The laser pulses are amplified to 7 J
energy in the 1 Hz pre-amplifiers system before injected into the three stages large
aperture main amplifiers system. The first two main amplifiers are pumped by five
commercial lasers which can be operated at 1 shot/min. The final main amplifier
is pumped by six home-built high energy frequency doubled Nd:glass lasers at a
repetition rate of 1 shot/3 min. The final amplifier output energy is ~408 J with high
stability under a pump energy of ~530 J. Compressed pulse duration of the amplified
laser and the total transport efficiency for compression is measured to be 22.4 fs and
70.52% respectively. The experimental results demonstrate that SULF user facility
has the capacity to deliver 10 PW peak power femtosecond pulses.

10.1 Introduction

The invention and rapid development of high-intensity, ultra-short lasers have
undoubtedly revolutionized the scientific world. Due to their ability to concentrate
a large amount of energy within extremely short time intervals, as well as coherent
laser light can be focused to the diffraction limit, people can create extreme physical
conditions of ultrahigh-energy density in the laboratory. With multi-terawatt laser
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systems, focused intensities are mostly in the range of 1019–1021 W/cm2. This ability
opens for study particle (electron and proton) acceleration [1–4], x-/γ-ray genera-
tion [5–8] and plasma physics [9–12]. For the investigation of radiation reaction
and quantum electrodynamics effects in plasmas, multi petawatt (PW) or even 100
PW laser systems are desired to achieve focused intensities over 1022–1024 W/cm2

[13, 14].
Modern femtosecond high power lasers usually utilize MOPA (master oscillator

power amplifier) configuration,with amode-lockedoscillator generated femtosecond
few-cycle seed pulse, then a series of optical amplifiers to boost the output power.
However, direct amplification of ultrashort laser pulse will produce very high peak
intensities, resulting in detrimental nonlinear pulse distortion or even destruction of
the gain medium. It was after the chirped pulse amplification (CPA) technique [15]
was introduced in 1985 by Gérard Mourou and Donna Strickland that successful
amplification of ultrashort laser pulse was achieved. By passing through a strongly
dispersive element (the pulse stretcher, e.g., a grating pair or a long fiber) before
amplification, the pulses are chirped and temporally lengthened to a much longer
duration. This reduces the pulses peak power, avoids damage to the gain medium,
and allows efficient energy extraction from the laser amplifier. After amplification, a
compressor is used to remove the chirp and compress the pulses to ultrashort duration.
The concept of CPA was then further extended by Audrius Dubietis in 1992 to
present the method of optical parametric chirped pulse amplification (OPCPA) [16].
In contrast to CPA where amplification is based on stimulated emission in a laser
gain medium, OPCPA transfers energy from a pump pulse to a stretched seed pulse
through optical parametric amplification (OPA) in a nonlinear crystal.

CPAandOPCPAhave become the standard solutions to build a petawatt class laser
system. As showed in the reviews [17, 18], over 50 facilities that are, or have been,
operational, under construction, or in the preparatory design phase around the world.
Gérard Mourou and Donna Strickland have won the 2018 Nobel Prize in Physics
due to their invention of the CPA technique, which made these high-intensity ultra-
short lasers possible. After the discovery of ultra-broadband phase matching at the
central wavelength of 910 nm can be achieved in the DKDP crystal [19, 20], which
aperture can be 30 cm or even larger, several more ambitious projects are proposed
to approaching 100–200 PW level outputs using OPCPA as the principal technique
[17]. Of course, there is still a long way to overcome the 100 PW barrier. So many
problems have yet to be solved, including high-quality large-aperture crystals, large
compressor gratings, pump laser systems, and many more. Compared to OPCPA,
the Ti:Sapphire (Ti:Sa) CPA technique has a number of important advantages such
as higher stability and efficiency as well as lower requirements of the pump laser.
These features make the Ti:Sa CPA technique the workhorse in most petawatt class
laser systems with outputs of >1PW. The CPA technique is also thought to be on the
verge of maturing to achieve 10-PW laser pulses output [21–23].

SULF (Shanghai Superintense Ultrafast Laser Facility) is a Ti:Sa CPA laser
user facility built by a team from SIOM’s (Shanghai Institute of Optics and Fine
Mechanics) State Key Laboratory of High Field Laser Physics. SULF is located in a
purpose-built building in the joint laboratory of SIOMand Shanghai TechUniversity.
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The civil engineering construction started in December 2016 and has been completed
in June 2018. In a neighboring building, the SULF prototype was constructed in early
2016 to carry out pre-research. Several important subsystems, such as high contrast
front end, large-aperture Ti:Samain amplifiers, dispersion control, wavefront correc-
tion and pump laser systems are verified by a performance test in the SULFprototype.
SULFuser facility began installation inAugust 2018,we upgrade 10 PW laser system
based on pre-research in SULF prototype.

In this chapter, the SULF project is described. After introducing the structure of
the SULF user facility, we focus on the SULF 10 PW laser system. The results of
previous verified experiments in SULF prototype as well as the latest progress in
SULF 10 PW laser user facility are presented. In the end, conclusions are drawn and
prospects for future developments are discussed.

10.2 The Schematic Design of SULF

The laboratory structure of SULF is schematically illustrated in Fig. 10.1. It includes
four major parts: laser systems, experimental end-stations, auxiliary facilities, and
data center.

The laser systemwill deliver three beamlines: a 10PW laser operated at 1shot/min,
a 0.1 Hz 1 PW laser, and a 1 Hz 100 TW laser. Each laser has its own optical pulse
compressor. The 10 PW laser and 1 PW laser are driven by a same oscillator with
two parallel amplification arms. The 100 TW laser is generated by a beam splitter on
the output port of the 1 Hz preamplifiers of the 10 PW laser. The three beamlines can
be used independently or be used simultaneously in some particular experiments.

The laser system outputs, as well as the secondary radiation and particle sources
driven by lasers, will be used in three experimental end-stations:

Fig. 10.1 The structure of SULF
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(1) DMEC (Dynamic of Materials under Extreme Conditions) end station. DMEC
end station will allow researches such as high-order harmonic generation by
intense ultrafast laser pulses, dynamic characteristics investigation of critical
materials under extreme conditions, non-destructive testing of air materials or
nuclear materials, etc.

(2) USAP (Ultrafast Sub-atomic Physics) end station.
USAP end station will allow researches such as accelerating charged parti-
cles (electrons and protons) to relativistic velocity, investigation of extreme
phenomena in strong-field quantum electrodynamics, photonuclear physics,
etc.

(3) MODEC (Molecule Dynamics and Extreme-fast Chemistry) end station.
MODEC end station will allow researches such as detection and control of
chemical reactions, study of the structures, movements, and interactions of
macromolecules, generating intense terahertz radiation, etc.

The auxiliary facilities include power supply systems, air conditioning systems,
cooling water circulation systems, processing and testing equipment, etc. Auxiliary
facilities provide necessary support and guarantee for the construction and daily
operation of SULF.

The data center is set up to provide informational management of SULF. While
realizing the efficient automatic operation of SULF, it can meet users’ demands for
real-time collection, transmission, processing, storage and sharing of experimental
data.

10.3 The SULF 10 PW Laser System

The workhorse of the SULF facility is a 10 PW laser system. In a neighboring
building, the SULF prototype was constructed in early 2016 to carry out pre-research
and investigate the performance of the subsystems. SULF prototype achieved 5.4 PW
output in the end of 2016 [23] and demonstrated 339 J energy output with a 235-mm
diameter Ti:Sa CPA amplifier in 2017 [24]. The SULF building was completed in
June 2018, the laser systems were then transferred into the new building and were
reinstalled as SULF user facility. According to the pre-research experiment results
in SULF prototype, we redesigned several subsystems and upgraded the whole 10
PW laser system.

Figure 10.2 shows the block diagram of the SULF 10 PW laser system. In the
following section, the design of each subsystem and the upgrade information from
SULF prototype to SULF 10 PW laser user facility are presented in detail.
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Fig. 10.2 Block diagram of the SULF 10 PW laser System

10.3.1 High Contrast Front-End

The focused peak intensity of the petawatt class laser pulse has now reached 1021–
1022 W/cm2, and may reach 1023 W/cm2 in the near future [13, 14]. For experimental
studies of the lasermatter interactionwith suchhigh intensities, pre-pulse or amplified
spontaneous emission (ASE) with intensities at the 1011 W/cm2 level can generate
significant unwanted pre-plasmaon target [9]. Therefore, for focused laser intensity at
1021 W/cm2, the temporal contrast should be better than 10−10 to limit destructive pre-
plasma dynamics. At the intensities of 1022 W/cm2 to 1023 W/cm2, higher temporal
contrast is required.

SULF 10 PW laser is based on double chirped pulse amplification (DCPA) with
intermediate temporal pulse filtering. The first CPA stage is a commercial Ti:Sa laser
system (Coherent, Astrella). Astrella can deliver a reliable output with pulse energy
of 3.9 mJ and pulse duration <40 fs. The spectrum bandwidth and contrast ratio of
the initial pulse from the Astrella is measured to be ~30 nm at full width at half
maximum (FWHM) and ~2 × 10−8 at tens of picoseconds before the main pulse
respectively. A novel pulse cleaning technique was developed in SULF prototype to
generate high-contrast and broadband seed pulses for the second CPA stage.

Fig. 10.3 Experimental scheme of the high contrast front end in SULF 10 PW laser. BS, beam
splitter; M, mirror; CMP, chirped mirror pair; P, polarizer; DM, dichroic mirror; HWP, half
wavelength plate; TDL, time delay line
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Figure 10.3 shows the experimental scheme of the high contrast front end in
the SULF 10PW laser, which combines cross-polarized wave generation (XPWG)
and femtosecond OPA to generate high-quality clean seed pulses [25]. The Astrella
output is divided into two laser beams by a beam splitter. The transmitted laser pulse
with an ~80 μJ energy is the seed pulse for the XPWG filter, which is constructed
using two BaF2 crystals ([011]-cut orientation, 1.5 mm in thickness), two crossed
polarizers with extinction ratios better than 105, two sets of chirped mirrors and two
telescopes. The BaF2 crystals are placed in the air and are optimized to ensure good
beam quality and long-term stability. After the first polarizer (P1), the seed pulse is
focused by an all-reflective telescope (formed by M1 and M2). The second polarizer
(P2) extracts theXPWGsignalwith a 9μJ energy output, which is then up-collimated
by the second telescope (formed by M3 and M4). Two sets of chirped mirror pairs
(CMP1 and CMP2) are used to compensate for the residual chirp introduced by
optical components. The XPWG signal is then set to horizontally polarized by an
achromatic λ/2 waveplate (HWP) and serves as the seed pulse for the subsequent
femtosecond OPA.

The 3.82 mJ reflected laser pulse by beam splitter is frequency doubled by a 1-
mm-thick beta-barium borate (BBO) crystal with 47% conversion efficiency. The
second harmonic generation (SHG) pulse is separated by a dichroic mirror (DM1)
and down-collimated by an all-reflective telescope (M9 and M10) to serve as the
pump pulse in the femtosecond OPA stage. A 0.5 mm thick BBO crystal is used
in the type-I phase matching OPA process. The SHG pump pulse and the signal
pulse are synchronized by two time-delay-lines (TD1 and TD2) and combined by
a dichroic mirror (DM2). The energy of the signal pulse after the DM2 decreases
to ~5 μJ, then it is amplified to ~110 μJ in the OPA process. The energy gain is
more than 20 times. Consequently, the temporal contrast of the signal pulse is also
promoted by more than 20 times. The energy fluctuation of the final clean pulse in
one hour is as low as 1.8% (rms), and a smooth beam profile can be obtained in our
experiment [25].

Spectral evolution in the front end is shown in Fig. 10.4. After theXPWGfilter, the
spectral bandwidth of the seed pulse was significantly enlarged, and the femtosecond
OPA process further shapes the spectrum. The final clean pulse has a total bandwidth
exceeding 60 nm (FWHM), nearly twice that of the initial pulse, which can support
a Fourier-transform-limited pulse duration of 17 fs.

As shown inFig. 10.5, Themeasured contrast ratio of the initial pulse fromAstrella
is approximately 2 × 10−8 at tens of picoseconds before the main pulse. Limited
by the dynamic range of the measurement, the measured contrast ratio of the clean
pulse is only ~10−10 at several picoseconds before the main pulse. According to the
extinction ratio of the polarizer (better than 105:1) in the XPWG filter and the gain
(~22 times) in the femtosecond OPA process, the temporal contrast enhancement
should be about 6 orders of magnitude in theory. Correspondingly, the estimated
temporal contrast of the final clean pulse should be 10−13–10−14.

The above high contrast front end has been successfully demonstrated in the
SULF prototype. The energy of the clean seed pulse was amplified to 7 J in 1 Hz pre-
amplifier system, the measured contrast ratio was much better than 10−11 at 100 ps
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Fig. 10.4 Spectral evolution in the front end. Gray, initial pulse from Astrella; blue, output pulse
from XPWG filter; red, femtosecond OPA output pulse

Fig. 10.5 Measured temporal contrast of the Astrella output pulse (black curve) and the final clean
pulse (red curve). The inset shows the measured temporal contrast on the 18 ps scale
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before the main pulse. We also used a single-shot third-order cross-correlator [25] to
measure the temporal contrast of the large aperturemain amplifier output with a pulse
energy of about 50 J. The measured temporal contrast reached 10−10 level at 50 ps
before the main pulse, which is the maximal dynamic range of the measurement tool.
In SULF 10 PW laser user facility, a high contrast front end with the same structure is
applied. The evolution of the pulse temporal contrast in the SULF 10 PW laser was
investigated both theoretically and experimentally [26]. The study results provide
the guideline for further improvement. We redesign several subsystems of SULF 10
PW laser, as shown in the following sections.

10.3.2 Stretcher and Dispersion Control

The CPA technique employs the concept of laser pulse stretching in the temporal
domain and compression to ultrashort duration after laser pulse amplification. In
SULF prototype, the high-contrast seed pulses were stretched to about 2 ns by a
traditional Öffner stretcher before injected into the second CPA stage. The stretcher
was designed as eight-pass configuration. The radii of curvature of the concave and
convex mirrors are 1600 and 800 mm, respectively. The stretcher used a 1480 lines
mm−1, gold-coated grating with an incidence angle of 50°.

In PW laser systems, diffraction grating pairs are commonly adopted as a pulse
compressor to compensate for the spectral phase distortions imposed by large
amounts of optical components. The total group velocity dispersion (GVD) and
third-order dispersion (TOD) of the laser system can be reduced to zero by adjusting
the incidence angle and the slant distance of the gratings in compressor. For broad-
band laser pulse, the residual fourth-order dispersion over the required spectral range
also needs to be compensated to achieve a Fourier-transform-limited pulse. In SULF
prototype, a grism pair was utilized to control the high-order dispersion. The grism
separation, angle of incidence and slant distance of the grating compressor were care-
fully controlled to compensate the dispersion up to fourth order. The 5.4 PW peak
power recompressed pulse with a duration of 24 fs was obtained in the single-shot
mode [27].

The Öffner stretcher and grism pair had played an important role in the SULF
prototype. Due to the low grating efficiency, the transmission efficiency of the
stretcher and the grism pair was measured to be only 28.5% and 10%, respectively.
The study of pulse temporal contrast evolution in the SULF10 PW laser indicates that
the energy loss in the stretcher and grism pair will significantly degrade the temporal
contrast of the laser system. Therefore, we redesign and upgrade the subsystem of
stretcher and dispersion control in the SULF 10 PW laser user facility.

In SULF 10 PW laser system, grating in the standard Öffner stretcher will be
~375mm from the center of the sphere. The spherical aberration cannot be neglected.
It is also difficult to obtain a high-quality beam from the traditional One-grating
Öffner stretcher when pulse spectrum broader than 100 nm. In SULF 10 PW laser
user facility, a double-grating Öffner stretcher is adopted, as shown in Fig. 10.6.
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Fig. 10.6 Sketch of the double-grating Öffner stretcher at SULF user facility

Raytracing simulation and experimental study shows that the double-grating stretcher
is absolutely aberration-free in both the near-field and far-fieldwhen properly aligned
[28]. The transmission efficiency of the new stretcher is as high as 40%, which is 1.4
times the previous one.

In SULF 10 PW laser user facility, the grism pair is replaced by an acousto-
optic programmable dispersive filter (Fastlite, Dazzler). TheDazzler can compensate
for high-order phase distortions and shape the spectrum simultaneously at a higher
transmission efficiency (~17%).

10.3.3 1 Hz Pre-amplifiers

In SUFL prototype, the stretcher output pulse was amplified in the regenerative
amplifier (FA) with a spectral filter to shape the pulse spectrum and suppress gain
narrowing. However, Inserting the spectral filter will increase the FA cavity loss, thus
causing degradation of the temporal contrast. Figure 10.7 shows the layout of the
new 1 Hz pre-amplifiers system in SULF 10 PW laser user facility. RA are removed
from the laser system and all multi-pass amplifications are employed throughout. A
Pockels cell (PC) assembly, which consists of two high extinction ratio polarizers
and a DKDP PC, is used for pre-pulse suppression and change the pulse repetition
rate of the Dazzler output to 1 Hz. The 1 Hz pulses are expanded to 2.5 mm diameter
and injected into the first eight-pass amplifier (AMP I), which is pumped at both
sides with a total pump energy of 80 mJ and can amplify the pulse energy to 6 mJ.
The output pulses from APM I are expanded to 6 mm diameter and then injected
into the second six-pass amplifier (AMP II), which is designed to amplify the pulse
energy to 70 mJ under pump energy of 260 mJ. A commercial Nd:YAG laser is
used to pump both the AMP I and AMP II. The third (AMP III) and fourth (AMP
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Fig. 10.7 Layout of the 1 Hz pre-amplifiers system

IV) amplifiers are both designed as four-pass configuration and double end pumped
by home-built Nd:YAG lasers. The APM II output pulses are expanded to 16 mm
diameter, the pulse energy is amplified to 1.1 J in AMP III under 4 J pump energy.
Before injected into the AMP IV, the laser beam diameter is further enlarged to
36 mm. Beam homogenizers are applied in AMP IV to obtain a flat-top uniform
pump beam profile. The laser pulse is amplified to 6.5 J under 18 J pump energy.
The root mean square (RMS) stability of AMP IV output energy is measured to be
1.3% in one hour. The 5.6 J reflected laser pulse by beam splitter (BS) is directed to
the single shot, large aperture main amplifiers. The beam profile and wavefront of
the BS reflected laser pulse is shown in Fig. 10.8.

10.3.4 Large Aperture Main Amplifiers

To achieve a 10 PW peak power output from the SULF Ti:Sa CPA laser system, crys-
tals with a diameter ≥200 mm are necessary for the final amplification stage. when
designing such large aperture and high-gain amplifiers, a major challenge is to elimi-
nate or relieve parasitic lasing (PL) effect and amplified spontaneous emission (ASE)
[29–31]. PL is due to the formation of a laser cavity through Fresnel reflections at the
material interfaces of the gain medium. ASE may place an even stronger restriction
in large aperture amplifier, as it definitively increases with increasing pump energy,
limiting the maximum stored energy. Flowing an index matching liquid around the
crystal cylindrical surface can decrease the Fresnel reflection and increase the para-
sitic lasing threshold. For Ti:Sa crystals, di-iodomethane derivative (Series M, from
Cargille Laboratories) is commonly used as the index matching liquid, which has an
index of refraction close to 1.76 (the refractive index of Ti:Sa crystals). However, it
is difficult to make sure exact index matching in whole gain bandwidth, as showed
in Fig. 10.9. When multi-petawatt pulse output is desired, it is necessary to actively
control the transverse gain during the pumping process. One idea is to carefully
control the time delay between pump pulses and signal pulse, which is otherwise
known as the extraction during pumping (EDP) technique [32]. Figure 10.10 shows
the schematic of the EDP technique. In this method, the temporal delay between the
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Fig. 10.8 Measured result of the reflected laser pulse by beam splitter a Near-field beam intensity
profile; b Far-field beam intensity profile; c The wavefront phase profile

Fig. 10.9 Refractive index
with respect to wavelength in
different materials
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Fig. 10.10 Schematic of the
extraction during pumping
(EDP) technique

signal pulse and pump pulse is carefully controlled. Only part of the pump energy
is stored in the gain medium before the arrival of the input signal. After signal pulse
passes through the gain medium, stored energy transfers to the amplified signal pulse
and the transverse gain rapidly decreases. The remaining pump pulses keep pumping
for the next pass of the amplified signal pulse.

In SULF prototype, we successfully demonstrated 339 J energy output with a
homemade 235-mm-diameter Ti:Sa crystal under 620 J pump energy [24]. The pump
laser is a home-built frequency doubled Nd:glass disk amplifier which operated at a
repetition rate of one shot every two hour. The pump-to-signal conversion efficiency
of the final amplifier was only 32.1%. To increase the repetition rate and conversion
efficiency of the amplifier, In SULF 10 PW laser user facility, the large aperture Ti:Sa
amplifiers as well as their pump lasers are redesigned and upgraded.

Figure 10.11 shows the layout of the large aperture main amplifiers and pump
lasers system in SULF 10 PW laser user facility. The 1 Hz pre amplifiers output
laser beam is reshaped by a soft edge aperture with a 5 J energy output. The laser

Fig. 10.11 Layout of the larger aperture main amplifiers and pump laser systems in SULF 10 PW
laser user facility
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beam is then expanded to 70 mm diameter and inject into a four-pass 100-mm-
diameter Ti:Sa amplifier (�100 mm-AMP). The amplified signal pulse energy is
50 J under a pump energy of 110 J. The signal laser pulse is further expanded to a
120 mm diameter for the next injection into the three-pass 150-mm-diameter Ti:Sa
amplifier (�150 mm-AMP). Signal pulse energy output of 160 J can be obtained
when pump energy is 260 J. �100 mm-AMP and �150 mm-AMP are pumped by
five commercial lasers (ATLAS 100, Thales). An ATLAS 100 laser can deliver two
laser pulses with up to 50 J energy @527 nm in each pulse at a repetition rate of
1 shot/min. Prior to the injection into the final three-pass 220-mm-diameter Ti:Sa
(GT Advanced Technologies) booster amplifier (�220 mm-AMP), the laser beam
is enlarged to a diameter of 180 mm. �220 mm-AMP is pumped by six home-built
high energy frequency-doubled Nd: glass lasers. Each home-built pump laser can
deliver pump laser pulses with up to 100 J energy @527 nm at a repetition rate of
one shot every three minutes.

To suppress the PL and ASE in �220 mm-AMP, a multi-pulse pump scheme is
applied [23]. The pump energy absorption before the signal pulse arrival should be
relatively large to ensure an adequate gain amplification. However, since the input
signal energy is low, after the first-pass amplification, there remains a large degree
of inversion population. The pump energy absorption between the first and second
passes should refuel the consumed stored energy while avoiding overdriving the gain
medium. Since the signal pulse energy increases after the first-pass amplification, a
large amount of inversion population can be converted into signal pulse energy in
the second-pass. The remaining pump pulses are absorbed by the gain medium to
prepare for the third-pass amplification stage.

Figure 10.12 shows the measured output energies of�220 mm-AMP, the average
output energy is 407.8 J at a pump energy of ~530 J. The RMS stability of the
output energy is 0.8% in one and a half hours. The beam profile at the output of
�220 mm-AMP is shown in Fig. 10.13.

Fig. 10.12 Measured output
energies for 530 J pump
energy in the final booster
amplifier
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Fig. 10.13 Measured spatial
beam profile of the amplified
laser beam after the final
booster amplifier

10.3.5 Compressor

The output pulses of�220 mm-AMP are transported from the ground floor to under-
ground floor where the compressor is installed by a large aperture periscope. An
achromatic image relay system is designed and installed to expand the beam size from
�180 mm to �500 mm. The 10 PW compressor consist of four meter-size (575 mm
× 1015 mm) gold-coated gratings provided by Horiba, as shown in Fig. 10.14.

We use a commercial measurement device (Fastlite,Wizzler) to measure the char-
acteristics of the recompressed pulse. Meanwhile, a Wizzler–Dazzler feedback loop
system is used for dispersion control and optimize the compressed pulse duration.

The final spectrum, spectral phase and reconstructed compressed pulse shape are
shown in Fig. 10.15. The FWHMduration of the compressed pulse is measured to be
22.4 fs. The total transport efficiency of the large aperture periscope, the achromatic
image relay system and the grating compressor is measured to be 70.52%. The peak
power of the final compressed femtosecond laser pulse is estimated to be 12.8PW
(compressed pulse energy divided by the compressed pulse width).

Fig. 10.14 SULF 10 PW grating Compressor
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Fig. 10.15 a Spectrum and spectral phase of the amplified laser pulse; bReconstructed compressed
pulse with a 22.4 FWHM duration

10.3.6 Adaptive Optics and Focusing

Multi PW and even 10 PW lasers are very complex systems. To achieve an ultrahigh
focus intensity, it is extremely crucial to correct the wavefront aberrations imposed
by a lot of optical components. In the SULF 5 PW laser prototype experiment, we
used cascaded double deformable mirrors (DMs) with different actuator densities to
optimize the wavefront aberrations [13]. Typically, the first DM with a high spatial
resolution compensates for small-scale high-order aberrations, and the second DM
with a large stroke corrects large-scale low-order aberrations. In SULF user facility,
we use a similar scheme to improve the focusing ability of the 10 PW laser system.

Figure 10.16 shows the layout of adaptive optics systems in the SULF 10 PW
laser user facility. The wavefront distortion of the laser pulse is reduced to minimum
by carefully controlling the quality of the optical components, the aberration of the
beam expanders and the clamping stress of optical assemble. A bimorph DM with
a diameter of 130 mm and 64 actuators was inserted after the 150-mm-Ti:Sa multi-
pass amplifier, as the first wavefront corrector (DM1), as shown in Fig. 10.17a. The
secondDM (DM2) is installed after the grating compressor. DM2 has a clear aperture

Fig. 10.16 Layout of adaptive optics systems in the SULF 10 PW user facility
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Fig. 10.17 a DM with a diameter of 130 mm and 64 actuators; b DM with a clear aperture of
500 mm and 121 actuators

Fig. 10.18 The sampling optical path for wavefront sensor and far-field camera

of 500 mm and 121 actuators, as shown in Fig. 10.17b. After pass through the DM2,
laser beam is focused in the target chamber using an f/4 off-axis parabolic mirror
(OAP).

The wavefront distortions are compensated by cascaded double DMs in a closed
feedback loop with the wavefront sensors. The sampling optical path for diagnostics
is shown in Fig. 10.18. The phase profile of the laser beam before and after the
correction are presented in Fig. 10.19a, b. There was a decrease in the PV and RMS
values of the beam at the measured point from 2.663 um and 0.686 um to 0.261 um
and 0.052 um. Far-field profile after the correction confirms the good focus ability
of the beam as shown in Fig. 10.19d. The FWHM of the focal spot was 5.5 × 5.5
um2, which was close to the diffraction limit.

10.4 Conclusion and Outlook

In this chapter, we describe the structure of the SULF user facility and present the
latest progress in SULF 10 PW laser system in detail. We improved the design of
the SULF 10 PW laser user facility. A new double-grating stretcher and Dazzler
are applied to decrease the energy loss of the high-contrast seed pulse. The RA
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Fig. 10.19 Phase profiles measured after OAP by sampling optical path a before and b after
the correction; c and d the corresponding focal spots focused by the OAP and obtained by an
apochromatic objective lens (10×, Mitutoyo) and low-noise CCD

is replaced by an eight-pass pre-amplifier, which suffers a smaller energy loss and
material dispersion and can support a higher temporal contrast during amplification.
Large aperture main amplifiers and their pump lasers are redesigned and upgraded to
increase the repetition rate to one shot every three minutes. The final�220mmTi:Sa
amplifier output energy ismeasured to be ~408 Jwith anRMS stability of 0.8% in one
and a half hours. By carefully controlling gain narrowing and high order dispersion,
22.4 fs FWHM duration of the full energy amplified laser pulse is obtained. The total
transport efficiencyof the large aperture periscope, the achromatic image relay system
and the grating compressor is measured to be 70.52%. The peak power of the final
compressed femtosecond laser pulse is estimated to be > 10 PW. In addition, good
focus ability of the laser beam is confirmed by using cascaded double deformable
mirrors with different actuator densities to optimize the wavefront aberrations.

Currently, the home-built Nd: glass pump lasers for the final Ti:Sa amplifier
are under upgrade to increase the repetition rate to 1 shot/min. Temporal contrast
measurement of the full energy amplified laser pulse is also under research.
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