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Preface

The Pacific-Asia Conference on Knowledge Discovery and Data Mining (PAKDD) is
one of the longest established and leading international conferences in the areas of data
mining and knowledge discovery. It provides an international forum for researchers and
industry practitioners to share their new ideas, original research results, and practical
development experiences from all KDD-related areas, including data mining, data
warehousing, machine learning, artificial intelligence, databases, statistics, knowledge
engineering, visualization, decision-making systems, and emerging applications.
PAKDD 2021 was held online during May 11–14, 2021.

Along with the main conference, PAKDD workshops intend to provide an inter-
national forum for researchers to discuss and share research results. After reviewing the
workshop proposals, we were able to accept five workshops that covered topics in
smart and precise agriculture, measurement informatics, scope detection of the peer
review articles, data assessment and readiness for artificial intelligence, and enterprise
process transformation. The diversity of topics in these workshops contributed to the
main themes of the conference. There were, in all, 39 submissions across the five
workshops. After carefully reviewing each submission, these workshops were able to
accept 17 of the submissions as full papers. The five workshops were as follows:

– Workshop on Smart and Precise Agriculture (WSPA 2021)
– PAKDD 2021 Workshop on Machine Learning for MEasurement INformatics

(MLMEIN 2021)
– The First Workshop and Shared Task on Scope Detection of the Peer Review

Articles (SDPRA 2021)
– The First International Workshop on Data Assessment and Readiness for AI

(DARAI 2021)
– The First International Workshop on Artificial Intelligence for Enterprise Process

Transformation (AI4EPT 2021)

March 2021 Manish Gupta
Ganesh Ramakrishnan
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Identification of Harvesting Year
of Barley Seeds Using Near-Infrared
Hyperspectral Imaging Combined

with Convolutional Neural Network

Tarandeep Singh1,2, Neerja Mittal Garg1,2(B), and S. R. S. Iyengar3

1 Academy of Scientific and Innovative Research, Ghaziabad 201002, India
2 Computational Instrumentation, CSIR-CSIO, Chandigarh 160030, India

neerjamittal@csio.res.in
3 Department of Computer Science, IIT Ropar, Rupnagar 140001, Punjab, India

Abstract. To evaluate the quality and safety of the seeds, identifica-
tion of the harvesting year is one of the main parameters as the quality
of the seeds is deteriorated during storage due to seed aging. In this
study, hyperspectral imaging in the near-infrared range of 900–1700 nm
was used to non-destructively identify the harvesting time of the barley
seeds. The seeds samples including three years from 2017 to 2019 were
collected. An end-to-end convolutional neural network (CNN) model was
developed using the mean spectra extracted from the ventral and dorsal
sides of the seeds. CNN model outperformed other classification mod-
els (K-nearest neighbors and support vector machines with and without
spectral preprocessing) with a test accuracy of 97.25%. This indicated
that near-infrared hyperspectral imaging combined with CNN could be
used to rapidly and non-destructively identify the harvesting year of the
barley seeds.

Keywords: Barley · Convolutional neural network · Harvesting year ·
Near-infrared hyperspectral imaging

1 Introduction

Barley (Hordeum vulgare L.) is one of the most widely consumed grains for both
human consumption and animal feed. It is the preferred grain for preparing the
malt due to the attached husk and better enzymatic activity. The quality of the
seeds is dependent upon the chemical composition (such as protein and starch)
which is deteriorated year by year. Furthermore, germination capabilities, plant
growth, and grain yield are also affected with respect to the storage time of the
seeds [1]. As it is difficult to accurately determine the storage time of the seeds
with visual observation, some traders sell the mixture of seeds stored for years
and the recently harvested seeds, which could lead to consumer rejection, and
consequently affect sales and prices. Therefore, identification of the harvesting
c© Springer Nature Switzerland AG 2021
M. Gupta and G. Ramakrishnan (Eds.): PAKDD 2021 Workshops, LNAI 12705, pp. 3–8, 2021.
https://doi.org/10.1007/978-3-030-75015-2_1
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year of barley seeds using rapid, accurate, and non-destructive techniques has
importance in the modern seed industry.

Near-infrared (NIR) Hyperspectral imaging (HSI) is a non-destructive and
rapid technique that combines the traits of spectroscopy and imaging in a sin-
gle system to jointly acquire the spatial and spectral information of a sample.
HSI system acquires images in a three-dimensional “hypercube” comprising two
spatial and one spectral dimension. Each pixel in a hyperspectral image is a
complete spectrum. NIR-HSI technique is based upon the interaction of radia-
tion with the sample i.e. combination vibrations and molecular overtone of N-H,
O-H, and C-H bonds [2].

Recently, NIR-HSI has emerged as a widely used technique to assess the
quality of various cereal grains including the classification of seeds from different
years [1,3,4]. Different classifiers have been applied to analyze the hyperspec-
tral data, i.e., soft independent modeling of class analogy, least squares support
vector machine, and partial least squares discrimination analysis. Deep learning
(DL) is a state-of-the-art machine learning model that has been widely applied
in the field of NIR-HSI. Convolutional neural network (CNN) is one of the most
successful DL models which extracts the abstract features by processing the
input data through many layers [5]. This study aimed at the investigation of the
feasibility of NIR-HSI combined with CNN to identify harvesting years of the
barley seeds.

2 Materials and Methodology

2.1 Barely Samples and Near-Infrared Hyperspectral Imaging
System

Barley seeds from three varieties (BH959, BHS352, and RD2552) and three har-
vesting years (2017, 2018, and 2019) were obtained from NBPGR, New Delhi. A
total of 4536 (504 seeds from each variety and year) seeds were included in the
study. In the present study, a push-broom (also called line scan) hyperspectral
imaging system (Fig. 1) was used. The system incorporates a hyperspectral cam-
era, spectrograph, lens, light source, translation stage, dark chamber to prevent
stray light, and computer. The near-infrared hyperspectral camera used in the
system collects the images in 168 wavelength bands ranging between 900–1700
nm with a spectral resolution of 4.9 nm. The samples of barley seeds were placed
into 12 × 6 arrays of wells on an aluminum tray. Hypercubes were acquired for
both the ventral (crease-up) and dorsal (crease-down) side of the kernels.

Image acquisition was performed using SpectrononPro software that con-
trolled the speed and travel of the linear stage along with various imaging param-
eters e.g. integration time, frame rate, number of lines, and image correction.
The resolution of the obtained hypercube is 320×850×164 (x×y×λ), where x
and y values refer to the spatial coordinates of the image whereas λ corresponds
to the number of wavelengths. For image correction, the dark current response
of the camera and white reference was obtained at an interval of one hour. The
dark current response of the camera was acquired by placing a cap over the end
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Fig. 1. Schematic diagram of the hyperspectral imaging system.

of the lens and white reference was acquired from a fluorilon tile with reflectivity
>98%.

2.2 Model Development and Validation

Image processing and spectral data extraction were carried out (see Fig. 2(a) to
(d)) before developing the classification models. A 3×3 median filter was applied
to remove dead or bad pixels in the hypercube. From the obtained hyperspectral
images, it was observed that an image at 1102.93 nm wavelength provided a good
distinction between the barley kernels and the background. Therefore, the barley
seeds were segmented from the background by taking a binary threshold for
reflectance at 1102.93 nm >0.27. Subsequently, the mean spectrum was extracted
from each single seed region of interest. Furthermore, due to poor signal-to-noise
ratio, the wavelengths below 955.62 nm and beyond 1688.87 nm were truncated
resulting in the hypercube between wavelength range 955.62–1688.87 nm (total
147 wavelengths).

Fig. 2. Image segmentation, spectra extraction, and end-to-end CNN architecture: (a)
hypercube showing image at 1102.93 nm; (b) image after threshold segmentation; (c)
single seed ROI; (d) mean spectrum; (e) end-to-end CNN architecture.



6 T. Singh et al.

An end-to-end CNN model was developed to identify the harvesting year
of the barley seeds, which accepts the raw spectra as input without any spec-
tral preprocessing and feature selection. Figure 2(e) shows CNN architecture and
hyperparameters used in this study. The architecture of the CNN has two con-
volutional layers, a flatten layer, two FC layers, and one output layer. In the
architecture, dropout was employed to overcome the overfitting problem (see
Fig. 2(e)). The hyperparameters of the network were tuned to achieve higher
validation accuracy. Adam optimizer with categorical cross-entropy loss func-
tion was used to train the model. The learning rate, batch size, and the number
of epochs were set to 0.0001, 32, and 400 respectively. The performance of the
CNN model was compared with widely used classifiers for spectral data analy-
sis i.e., K-nearest neighbors (KNN) and support vector machines (SVM). Before
developing the models, the barley seeds from each sample were randomly divided
into the training and the testing set with a ratio of 8:2.

SVM [6] and KNN [7] are widely used supervised machine learning algorithms
for spectral data analysis. In SVM, the multidimensional hyperplanes are used to
maximally separate the classes whereas in KNN unknown samples are assigned
a class by selecting the most frequent class belonging to their ‘K’ number of clos-
est samples. In the case of SVM, RBF was used as the kernel function. Before
feeding the spectra to SVM and KNN models, different spectral pre-treatments
were applied. In this study, standard normal variate (SNV), multiplicative scat-
ter correction (MSC), Savitzky-Golay (SG) smoothing, SG first derivative, SG
second derivative, and detrending were carried out [2].

In this study, Spyder 4.1.3 IDE was used to write the custom code in Python
3.7 programming language. The open-source libraries namely ‘Spectral’, ‘Scikit-
image’, ‘OpenCV’, ‘Numpy’, Scikit-learn, Scipy, and Keras were used. The exper-
iments were carried out on an HP Z8 workstation with 64 GB of RAM and an
8 GB Nvidia Quadro P4000 graphics card.

3 Results and Discussion

To build the different classification models, mean spectra were extracted from
the ventral side and dorsal side of the seeds (total 4536 seeds) resulting in a total
of 9072 mean spectra. The number of training and testing spectra were 7254 and
1818 respectively. For tuning the hyperparameters of the CNN model, 20% of
the training set (1458 spectra) were chosen as the validation set. This procedure
was repeated 5 times to check the repeatability with the same hyperparameters.
Subsequently, mean± standard deviation of the 5 random train and validation
splits were considered to select the optimal hyperparameters. In the case of KNN
and SVM, to select the optimal value of parameters (i.e. ‘K’, penalty parameter
(C), and kernel function parameter (γ)), 5-fold cross-validation was used. The
training and validation accuracy of the models in case of the optimal parameters
is shown in Table 1.

After selecting the optimal parameters, all the models were trained and tested
with the same training (7254 spectra) and testing set (1818 spectra) to make a
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Table 1. Training and validation accuracy for optimal model parameters.

Model Training accuracy (%) Validation accuracy (%)

CNN 99.94± 0.06 96.75± 0.25

SVM 100± 0.0 93.37± 0.64

KNN 86.43± 0.31 80.26± 0.53

fair comparison. The end-to-end CNN model accepts raw spectra without spec-
tral preprocessing as well as feature selection, whereas raw and preprocessed
spectra were fed into SVM and KNN model. The performance of the three models
is shown in Table 2. The CNN model outperformed other classifiers and achieved
an accuracy of 97.25%. Likewise, the number of correctly classified spectra, pre-
cision, recall, and F1 score were greater as compared to other classifiers (see
Fig. 3). The deep spectral features extracted by convolutional layers were easily
classified as compared to the original spectra which led to better performance
of the CNN model.

Table 2. Performance of different classification models.

Model Parametersa Training accuracy (%) Testing accuracy (%)

CNN (2, 5, 32, 400) 99.92 97.25

SVMb (100, 0.01) 100 92.52

KNNb 7 87.17 80.91
aParameters of different discriminant models: number of convolutional lay-
ers, kernel size, batch size, and epoch for CNN model; number of neighbors
for KNN; penalty parameter (C) and kernel function parameter (γ) for SVM
model
bClassifier combined with Savitzky-Golay second derivative

Fig. 3. Confusion matrix and classification report of different models.
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4 Conclusions

In this study, a non-destructive approach for the identification of the harvesting
year of barley seeds using near-infrared hyperspectral imaging (900–1700 nm)
has been demonstrated. An end-to-end CNN model was developed to classify the
spectra extracted from the ventral and the dorsal side of the seeds. KNN and
SVM models with six different spectral pre-processing techniques were compared
with the CNN model. CNN outperformed other models and achieved an accu-
racy of 97.25%. The results indicated that near-infrared hyperspectral imaging
coupled with a convolutional neural network has great potential to identify the
harvesting year of barley seeds. In the future, barley seeds from different loca-
tions and more years can be collected to build a robust model against different
climatic and environmental conditions.
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Plant Leaf Disease Segmentation Using
Compressed UNet Architecture

Mohit Agarwal(B), Suneet Kr. Gupta, and K. K. Biswas

Department of CSE, Bennett University, Greater Noida, India
ma8573@bennett.edu.in

Abstract. In proposed work, a compressed version of UNet has been
developed using Differential Evolution for segmenting the diseased
regions in leaf images. The compressed model has been evaluated on
potato late blight leaf images from PlantVillage dataset. The compressed
model needs only 6.8% of space needed by original UNet architecture,
and the inference time for disease classification is twice as fast without
loss in performance metric of mean Intersection over Union (IoU).

Keywords: UNet architecture · Plant disease classification ·
Differential evolution · Optimization · Compression and acceleration

1 Introduction and Literature Survey

Several recent research works have been proposed for identifying plant diseases
from leaf images [10,15,16]. Moreover, researchers have also tried to segment
diseased region using Machine Learning [9,11,22] and Deep Learning methods [5,
13] for identification of extent of the disease. In 2015 Ronneberger et al. [17] have
proposed UNet, a highly efficient encoder-decoder Convolution Neural Network
(CNN) architecture for pixel wise segmentation of the images. However, it is
very difficult to deploy the UNet on edge computing devices i.e. smart camera,
raspberry-pi etc. as these devices have a limited memory and computational
power. There is thus a need for developing compressed versions of such models
so that these can be utilized in edge computing devices.

In the last decade, the research community has applied different techniques
such as matrix factorization, quantization, flattened convolution, network prun-
ing, huffman coding etc. for compression of CNN models [1,6,7,12,14,21]. More
recently meta-heuristic approaches have also been also used for compression of
CNN models [18–20]. Beheshti and Johnsson [2] have squeezed the UNet archi-
tecture and experimentally demonstrated that the squeezed version of UNet
required 12.08x times less memory and 1.48x times faster inference time without
compromising the performance evaluation metric.

In this paper, a novel differential evolution [4] based approach has been pro-
posed for minimizing the number of filters in convolution layers of UNet architec-
ture without compromising the performance evaluation metric of mean Intersec-
tion over Union. Moreover, the compressed UNet model can be utilized in farm
c© Springer Nature Switzerland AG 2021
M. Gupta and G. Ramakrishnan (Eds.): PAKDD 2021 Workshops, LNAI 12705, pp. 9–14, 2021.
https://doi.org/10.1007/978-3-030-75015-2_2
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rover robots for segmenting the diseased region of leaves in captured images, and
to spray fungicide on affected areas.

The main contribution of this paper is design of a novel fitness function
for compressing UNet architecture using Differential Evolution for segmenting
diseased region in plant leaves.

The rest of the paper is organized as follows: The proposed model is described
in Sect. 2. The experimental setup and results are discussed in Sect. 3, followed
by conclusion in Sect. 4.

2 Proposed Model

UNet is an encoder-decoder type deep learning network (Fig. 4 in AppendixA.1)
which consist of 23 convolution layers. The encoder part has 10 convolution layers
in two sets with 64, 128, 256, 512 and 1024 kernels. A max-pooling layer follows
each set of convolution layer. The decoder part has 13 convolution layers, the
last layer being a softmax layer.

We propose to compress the UNet model using Differential Evolution (DE) [3,
4] by retaining the most relevant filters and nodes at each layer. The flow chart
of Differential Evolution has been depicted in Fig. 1.

Fig. 1. Differential Evolution flow chart.

In differential evolution, there are mainly three intermediate steps 1) Muta-
tion, 2) Recombination, and 3) Selection which are performed on initial popu-
lation. In our case the population was created by a random binary vector rep-
resenting the nodes in various layers of UNet model (sample vector is shown
in Fig. 2). The length of this vector is 6848 representing the total number of
convolution filters in UNet.

In the first operation of mutation, three vectors are randomly chosen from
initial population and a new vector is generated after adding one of the vectors to
the difference of remaining two vectors multiplied by a mutation factor lying in
the range 0 to 1. The vector so generated (donor vector) after mutation operation
was passed for recombination operation where it shares the information with
target vector in that pool. In recombination operation, a random number is
generated between 0 and 1 for each index position of vectors, and if it is found
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Fig. 2. A sample vector randomly initialized with 0’s and 1’s representing various filters
in UNet.

to be greater than a chosen recombination factor (taken as 0.7), then the trial
vector element at that index position is taken from the target vector, else it is
taken from donor vector. The goodness of the generated trial vector is dependent
on the fitness value which is computed in the selection step of DE explained in
next section.

2.1 Selection in DE

The selection process is a compromise between αj the fraction of nodes retained
at layer j, and the accuracy metric β at the kth compression stage. β may
be chosen as mean Intersection over Union performance metric. The objective
function chosen is:

max(w × (1 − αj) + (1 − w) × β) subject to αj ≤ 1 (1)

where w is a relative weighting factor between the two sub-objectives. A higher
choice of w would lead to a large reduction in filters at each layer, but at the
cost of compromising accuracy, while a smaller choice of w would ensure higher
accuracy at the cost of lower model compression.

For significant model compression, w may be chosen as 0.5 or more, and
all steps of DE are repeated till the accuracy metric deteriorates by a preset
acceptable threshold.

3 Experimental Setup and Results

The experiments were performed using NVIDIA DGX v100 machine on
UBUNTU 20.0.1 operating system with python programming language. The
compressed UNet was used for disease identification in potato crop late blight
leaf images from PlantVillage dataset [8]. To create ground truth images (refer
2nd row in Fig. 3) the diseased regions were manually annotated and marked
with brown color by using RGB value (128, 128, 0). Moreover, a part of the leaf
image similar to green color was marked green with RGB value (0, 255, 0). The
background was assigned black color with RGB value (0, 0, 0). The data was
transformed in HSV space, and Hue value was checked for green, brown and
yellow parts of the image.

The original UNet model needed 121,303 KB storage space. Since UNet
weights were randomly initialized and DE initial vectors were also random, the
model alongwith compression was executed 5 times and mIoU was recorded
before and after compression. Model size after compression was also recorded as
shown in Table 1. From the mean of 5 executions it was found that 15.49x times
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space reduction could be achieved with mIoU gain of around 1.62%. The gain
in mIoU can be attributed to better choice of filters forced by compression of
nodes. The visual comparison of ground truth and predicted outputs for single
execution are depicted in Fig. 3.

Moreover, after compression of the UNet model the number of floating point
operation reduces considerably, which enhances the inference time on test data
by 2.30x times.

Table 1. Comparison of performance and size for different executions of compressing
UNet.

Experiment
No.

mIoU (Before Compression) mIoU (After Compression) Compressed
size

1 92.34% 94.29% 7,668 KB

2 92.56% 94.88% 8,223 KB

3 93.33% 94.67% 8,129 KB

4 93.49% 93.56% 7,492 KB

5 91.48% 93.92% 7,623 KB

Mean 92.64% 94.26% 7,827 KB

Fig. 3. Sample images of dataset, ground truth annotations of same images, predicted
outputs of UNet, predicted output of compressed UNet.
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4 Conclusion

This paper has proposed a scheme for developing a compressed UNet architecture
using differential evolution, so that it can be deployed on edge devices. It has been
shown that without compromising on mean IoU, the storage space is reduced by
15.49x times and inference time for predicting the diseased region is improved
by 2.30x times.

A Appendix I

A.1 UNet architecture

Fig. 4. Architecture of UNet [17].
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Abstract. Latent Dirichlet allocation (LDA) is a popular topic model
for extracting common patterns from discrete datasets. It is extended to
the pachinko allocation model (PAM) with a hierarchical topic structure.
This paper presents a combination meal allocation (CMA) model, which
is a further enhanced topic model from the PAM that has both hier-
archical categories and hierarchical topics. We consider count datasets
in multiway arrays, i.e., tensors, and introduce a set of topics to each
mode of the tensors. The topics in each mode are interpreted as pat-
terns in the topics and categories in the next mode. Despite there being
a vast number of combinations in multilevel categories, our model pro-
vides simple and interpretable patterns by sharing the topics in each
mode. Latent topics and their membership are estimated using Markov
chain Monte Carlo (MCMC) methods. We apply the proposed model
to step-count data recorded by activity monitors to extract some com-
mon activity patterns exhibited by the users. Our model identifies four
daily patterns of ambulatory activities (commuting, daytime, nighttime,
and early-bird activities) as sub-topics, and six weekly activity patterns
as super-topics. We also investigate how the amount of activity in each
pattern dynamically affects body weight changes.

Keywords: Topic model · Tensor data · Activity monitor records

1 Introduction

Topic models are clustering methods that are mainly applied to textual data for
document classification, text mining, and other related tasks. In latent Dirich-
let allocation (LDA) [3], documents are first transformed into “bags of words”
expressions, i.e., frequency tables of the words. Then, topic models identify sev-
eral multinomial distributions over the words shared across the documents as
“topics.” After the inference procedure, each document is represented by a mix-
ture of “topics,” and the words in it are regarded as a sample from the mixture
of multinomial distributions corresponding to the identified topics. Topic models
c© Springer Nature Switzerland AG 2021
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https://doi.org/10.1007/978-3-030-75015-2_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-75015-2_3&domain=pdf
https://doi.org/10.1007/978-3-030-75015-2_3


18 S. Nomura et al.

are successful models in textual analysis and also applied to non-textual data
such as diagnosis and medication [10], purchase [5], and traffic speed data [12].
LDA is a fundamental model in topic analysis and some extended models with
side information [2,15], temporal correlation [6], and hierarchical structures [9]
have been proposed.

Herein, we propose a combination meal allocation (CMA) model, a hierar-
chical topic model for count-valued tensor data. We assume that the modes of
the tensor are in a hierarchical order such that for each count, the category in
a mode affects those in the subsequent modes. For instance, let us consider the
ordering data of a combination meal in a fast-food restaurant. The combination
meal consists of the main dish, side dish, and drink chosen from the menu. Every
order is counted in an element of the tensor data, which have three modes for the
choice of the main dish, side dish, and drink. Typically, we choose the main dish,
side dish, and drink in turn, and each choice depends on the preceding choices
and preference of the orderer. The CMA model is a multilevel topic model that
considers such a type of hierarchy by associating hierarchical topic layers with
the modes of the tensor data.

The generative model of the CMA model is illustrated in Fig. 1. The topics
in each layer represent the multinomial distribution of the topics and categories
one level down and, therefore, are interpreted as patterns in the lower levels
such as side dishes and drinks. Compared to ordinary hierarchical models, such
as a pachinko allocation model (PAM) [9], the CMA model reduces complexity
and provides interpretable results by sampling multilevel categories in turn and
sharing the same topics for each level. Hyperparameters in Dirichlet prior distri-
butions and latent topics for respective counts are estimated using the collapsed
Gibbs sampler [11].

We apply the proposed model to hourly step-count data recorded by activity
monitors. These data are split into one-week sets, from Monday to Sunday, and
arranged in arrays based on the hours of the day and days of the week. Our
model consists of two topic layers with super-topics as the weekly patterns and
sub-topics as the daily patterns of ambulatory activities. All step counts are
allocated to the extracted activity patterns through the MCMC method. Using
the results, we discuss the differences in weight reduction effects among weekly
activity patterns.

2 Model

Consider L-th order tensor data M1, . . . ,MD of size W1 × · · · × WL whose
elements are nonnegative integers, i.e., count data. We denote the cate-
gories in the respective modes by W1 = {1, . . . , W1}, . . . ,WL = {1, . . . , WL}.
Let N1, . . . , ND be the total counts of tensors M1, . . . ,MD. For conve-
nience, we transform each tensor Md into a sequence of vectors vd1 =
(v(1)

d1 , . . . , v
(L)
d1 ), . . . , vdNd

= (v(1)
dNd

, . . . , v
(L)
dNd

) ∈ W1 × · · · × WL, as mode-wise
categories of individual counts. We introduce multilevel topic layers K0 =
{1, . . . , K0}, . . . ,KL−1 = {1, . . . , KL−1}, over categories W1, . . . ,WL of respec-
tive modes. Latent topics are allocated to the respective counts and denoted
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by zd1 = (z(0)d1 , . . . , z
(L−1)
d1 ), . . . , zdNd

= (z(0)dNd
, . . . , z

(L−1)
dNd

) ∈ K0 × · · · × KL−1,
for each tensor data Md. At each layer l = 1, . . . , L − 1, its parent topics
1, . . . ,Kl−1 ∈ Kl−1 represent multinomial distributions over the product set
Kl × Wl of the topics and categories. For each dataset d = 1, . . . , D, we define
θ
(0)
d ∈ Θ(0) = {θ ∈ [0, 1]K0 ;

∑K0
k=1 θk = 1} and θ

(l)
d1 , . . . , θ

(l)
dKl−1

∈ Θ(l) = {θ ∈
[0, 1]Kl×Wl ;

∑Kl

k=1

∑Wl

w=1 θkw = 1} for l = 1, . . . , L − 1 as the probability mass
of multinomial distributions for the topics. For the bottom layer, its parent
topics 1, . . . ,KL−1 ∈ KL−1 represent multinomial distributions over the last
categories WL and have a common probability mass θ

(L)
1 , . . . , θ

(L)
KL−1

∈ Θ(L) =

{θ ∈ [0, 1]WL ;
∑WL

w=1 θw = 1} among all the data. Furthermore, we introduce the
Dirichlet distribution as a prior distribution for the probability mass of multi-
nomial distributions.

The CMA model assumes that count datasets are generated by the following
two-step process:

1. Sample sets of probability mass θ(0), . . . , θ(L) over topics and categories in
each layer as follows:

– In the top layer, sample θ
(0)
d ∼ Dirichlet(α(0)) for each dataset d =

1, . . . , D.
– In the middle layers l = 1, . . . , L−1, sample θ

(l)
dk ∼ Dirichlet(α(l)

k ) for each
dataset d = 1, . . . , D and parent-topic k = 1, . . . , Kl−1.

– In the bottom layer, sample θ
(L)
k ∼ Dirichlet(α(L)) for each parent-topic

k = 1, . . . ,KL−1.
2. For each count n = 1, . . . , Nd of each dataset d = 1, . . . , D, sample its topics

z
(0)
dn , . . . , z

(L−1)
dn and categories v

(1)
dn , . . . , v

(L)
dn in each layer as follows:

– In the top layer, sample z
(0)
dn ∼ Discrete(θ(0)d ).

– In the middle layers l = 1, . . . , L−1, sample (z(l)dn, v
(l)
dn) ∼ Discrete(θ(l)

dz
(l−1)
dn

)

in order.
– In the bottom layer, sample v

(L)
dn ∼ Discrete(θ(L)

z
(L−1)
n

).

In this process, the sets of multinomial parameters θ(0) ∈ R
D × Θ(0), θ(1) ∈

R
D×K0 ×Θ(1), . . . , θ(L−1) ∈ R

D×KL−2 ×Θ(L−1), θ(L) ∈ R
KL−1 ×Θ(L) are sampled

from Dirichlet distributions with the sets of hyperparameters α(0) ∈ R
K0 , α(1) ∈

R
K0×K1×W1 , . . . , α(L−1) ∈ R

KL−2×KL−1×WL−1 , α(L) ∈ R
WL , respectively. This

generative process can be represented by the graphical model in Fig. 2. If there
is only one category for each of mode-1 to mode-(L − 1), the CMA model is
reduced to PAM [9]. By omitting the topics and categories in all the middle
layers, the CMA model is reduced to LDA [3].

The conditional probabilities of topics zd = {zd1, . . . , zdNd
} and categories

vd = {vd1, . . . , vdNd
} for each dataset d = 1, . . . , D, given the multinomial param-

eters θ
(0)
d , . . . , θ

(L−1)
d , θ(L), are decomposed into

p(zd, vd|θd) = p(z(0)d |θ(0)d )

{
L−1∏

l=1

p(z(l)d , v
(l)
d |z(l−1)

d , θ
(l)
d )

}

p(v(L)
d |z(L−1)

d , θ(L)) (1)
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Fig. 1. Generative process of CMA
model

Fig. 2. Graphical model of CMA
model

where z
(l)
d = {z

(l)
d1 , . . . , z

(l)
dNd

} for l = 0, . . . , L − 1, and v
(l)
d = {v

(l)
d1 , . . . , v

(l)
dNd

} for
l = 1, . . . , L. Then, for each layer, the multinomial probabilities can be integrated
out, and marginal probabilities for topics z(l) = {z

(l)
1 , . . . , z

(l)
D } and categories

v(l) = {v
(l)
1 , . . . , v

(l)
D } in all the datasets can be obtained by

p(z(0)|α(0)) =
D∏

d=1

∫

Θ(0)
p(z(0)d |θ(0)d )π(θ(0)d |α(0))dθ

(0)
d

=
D∏

d=1

Γ(α(0)
• )

Γ(Nd + α
(0)
• )

K0∏

k=1

Γ(N (0)
dk + α

(0)
k )

Γ(α(0)
k )

(2)

for the top layer,

p(z(l), v(l)|z(l−1), α(l)) =
D∏

d=1

∫

Θ(l)
p(z(l)d , v

(l)
d |z(l−1)

d , θ
(l)
d )π(θ(l)d |α(l))dθ

(l)
d

=
D∏

d=1

Kl−1∏

k=1

Γ(α(l)
k••)

Γ(N (l−1)
dk + α

(l)
k••)

Kl∏

k′=1

Wl∏

w=1

Γ(N (l−1:l)
dkk′w + α

(l)
kk′w)

Γ(α(l)
kk′w)

(3)



Hierarchical Topic Model for Tensor Data and Activity Monitor Records 21

for the middle layers l = 1, . . . , L − 1, and

p(v(L)|z(L−1), α(L)) =
∫

Θ(L)

{
D∏

d=1

p(v(L)
d |z(L−1)

d , θ(L))

}

π(θ(L)|α(L))dθ(L)

=
KL−1∏

k=1

Γ(α(L)
• )

Γ(N (L−1)
k + α

(L)
• )

WL∏

w=1

Γ(N (L−1:L)
kw + α

(L)
w )

Γ(α(L)
w )

(4)

for the bottom layer, where Γ is a gamma function, α
(0)
• =

∑K0
k=1 α

(0)
k , α

(l)
k•• =

∑Kl

k′=1

∑Wl

w=1 α
(l)
kk′w, α

(L)
• =

∑WL

w=1 α
(L)
w and

N
(l−1)
dk =

Nd∑

n=1

I(z(l)dn = k), (5)

N
(l−1:l)
dkk′w =

Nd∑

n=1

I(z(l−1)
dn = k, z

(l)
dn = k′, v(l)

dn = w), (6)

N
(L−1)
k =

D∑

d=1

Nd∑

n=1

I(z(L−1)
dn = k), (7)

N
(L−1:L)
kw =

D∑

d=1

Nd∑

n=1

I(z(L−1)
dn = k, v

(L)
dn = w) (8)

are the total counts of the corresponding topics and categories defined using an
indicator function I.

3 Parameter Inference

For hierarchical topic models, an MCMC method called collapsed Gibbs sam-
pling [11] can be used to simultaneously estimate latent topics and parameters.
In sampling algorithms, the multinomial parameters θ(0), . . . , θ(L) are omitted
for computational efficiency by using the marginal probabilities in Eqs. (2), (3),
and (4). The conditional probability for updating the topics of each count is
given by

p(zdn = (k0, . . . , kL−1)|z\dn, v, α)
∝ p(zdn = (k0, . . . , kL−1), vdn|z\dn, v\dn, α)

∝ (N (0)
dk0\dn + α

(0)
k0

)

⎧
⎨

⎩

L−1∏

l=1

N
(l−1:l)

dkl−1klv
(l)
dn\dn

+ α
(l)

kl−1klv
(l)
dn

N
(l−1)
dkl−1\dn + α

(l)
kl−1••

⎫
⎬

⎭

N
(L−1:L)

kL−1v
(L)
dn \dn

+ α
(L)

v
(L)
dn

N
(L−1)
kL−1\dn + α

(L)
•

(9)

where z = {z1, . . . , zD}, v = {v1, . . . , vD}, α = {α(0), . . . , α(L)}, and the variables
with subscript\dn represent sets of topics, categories, and counts, except for the
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n-th count of the d-th dataset. To estimate Dirichlet hyperparameters α, we can
apply Minka’s fixed-point iteration [1,16]. Hyperparameters α = {α(0), . . . , α(L)}
are updated after each cycle of the collapsed Gibbs sampling by

α
(0)
k = α

(0)
k

∑D
d=1 Ψ(N (0)

dk + α
(0)
k ) − DΨ(α(0)

k )
∑D

d=1 Ψ(Nd + α
(0)
• ) − DΨ(α(0)

• )
, (10)

α
(l)
kk′w = α

(l)
kk′w

∑D
d=1 Ψ(N (l−1:l)

dkk′w + α
(l)
kk′w) − DΨ(α(l)

kk′w)
∑D

d=1 Ψ(N (l−1)
dk + α

(l)
k••) − DΨ(α(l)

k••)
, (11)

α(L)
w = α(L)

w

∑KL

k=1 Ψ(N (L−1:L)
kw + α

(L)
w ) − KLΨ(α(L)

w )
∑KL

k=1 Ψ(N (L−1)
k + α

(L)
• ) − KLΨ(α(L)

• )
(12)

where Ψ is a digamma function. Iterating these formulae maximizes the con-
ditional likelihoods in Eqs. (2), (3), and (4), respectively. Thus, latent topics
and hyperparameters are updated alternately. The algorithm of the collapsed
Gibbs sampling for the CMA model is described in Algorithm1. From the sam-
ple of topics obtained by this algorithm, we can also estimate the multinomial
probabilities by

θ
(0)
dk =

N
(0)
dk + α

(0)
k

Nd + α
(0)
•

, (13)

θ
(l)
dkk′w =

N
(l−1:l)
dkk′w + α

(l)
kk′w

N
(l−1)
dk + α

(l)
k••

, (14)

θ
(L)
kw =

N
(L−1:L)
kw + α

(L)
w

N
(L−1)
k + α

(L)
•

. (15)

4 Application to Step-Count Dataset

We applied the proposed model to the step-count datasets recorded by the activ-
ity monitors. The average number of steps per day in Japan has been gradu-
ally decreasing over the long term, prompting the Japanese government to set
the target number of steps for men and women to promote physical activity.
The amount of physical activity is certainly important for health promotion,
but other lifestyle factors also need to be considered [13]. Nowadays, smart
devices attachable to humans, such as activity monitors, are developed to mon-
itor life and determine an individual lifecycle of physical activities from their
records. Latent class analysis (LCA) has been used to classify weekly patterns
of moderate-to-vigorous physical activity from accelerometer records, and their
association with risk factors related to metabolic syndrome has been investi-
gated [14]. LCA and cluster analysis are frequently used approaches in healthcare
research on physical activities [8]. However, they classify the amount and pat-
terns of exercise simultaneously, making it difficult to decompose their respective
effects on health factors.
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Algorithm 1. Collapsed Gibbs sampling for CMA model

Input: v = {vdn = (v
(1)
dn , . . . , v

(L)
dn ); n = 1, . . . , Nd, d = 1, . . . , D}.

Output: z = {zdn = (z
(0)
dn , . . . , z

(L−1)
dn ); n = 1, . . . , Nd, d = 1, . . . , D},

α = {α(0), . . . , α(L)}.

1: Initialize z, α.
2: Compute N

(l−1)
dk , N

(l−1:l)

dkk′w , N
(L−1)
k , N

(L−1:L)
kw by Eqs. (5),(6),(7), and (8).

3: for t = 1, . . . , T do
4: for d = 1, . . . , D do
5: for n = 1, . . . , Nd do
6: Subtract 1 from N

(l−1)

dz
(l−1)
dn

, N
(l−1:l)

dz
(l−1)
dn

z
(l)
dn

v
(l)
dn

for each l = 1, . . . , L − 1 and

N
(L−1)

z
(L−1)
dn

, N
(L−1:L)

z
(L−1)
dn

v
(L)
dn

.

7: Sample zdn = (z
(0)
dn , . . . , z

(L−1)
dn ) from its conditional distribution

p(zdn|z\dn, v, α) given by Eq. (9).

8: Add 1 to N
(l−1)

dz
(l−1)
dn

, N
(l−1:l)

dz
(l−1)
dn

z
(l)
dn

v
(l)
dn

for each l = 1, . . . , L − 1 and

N
(L−1)

z
(L−1)
dn

, N
(L−1:L)

z
(L−1)
dn

v
(L)
dn

.

9: end for
10: end for
11: Update α = {α(0), . . . , α(L)} by Eqs. (10),(11), and (12).
12: end for

Therefore, we applied the CMA model to step-count datasets to extract in-
week and in-day patterns of ambulatory activities. We estimated two-layered
topics with super-topics as weekly activity patterns and sub-topics as daily activ-
ity patterns. Using these results, daily and weekly activities were decomposed
into the extracted patterns, and the differences in the effects on body weight
reduction from the same amounts of activity patterns were discussed.

4.1 Dataset

The step-count dataset in this analysis was recorded by TANITA AM150 and
AM160 activity monitors from April 2013 to March 2014. We aggregated hourly
step-count records into one-week units from 00:00 on Mondays to 23:59 on Sun-
days. One-week units with extreme counts over 8,000 steps in an hour or over
50,000 steps in a day were omitted from our analysis. As a result, a dataset of
7,319 weeks from 728 people in Japan whose ages range from 17 to 89 years was
obtained. All the missing data where the activity monitor did not work were
filled in by zero counts.

4.2 Classification of Ambulatory Activities

We applied the proposed model to the step-count dataset described in the pre-
vious subsection. The hourly step counts for each one-week unit have L = 2
level categories, W1 = 7 days of the week, and W2 = 24 h of the day. Hence,
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we allocate two-level topic layers and extract weekly activity patterns as super-
topics and daily activity patterns as sub-topics. When applying topic models,
we need to select the number of topics. We gradually increased the number of
topics as long as the extracted topics were easy to interpret and chose K0 = 6
super-topics as weekly patterns and K1 = 4 sub-topics as daily patterns. We ran
four MCMC chains in parallel and obtained the sample of the 2,000th iteration
from each chain, and then calculated their averages as estimates of latent topics
and model parameters.

First, the extracted K1 = 4 sub-topics are shown in Fig. 3 as probability
masses of multinomial distributions over the hours of the day given by Eq. (15).
The active hours of the four daily patterns are well-separated, and we named
the four patterns commuting activity, daytime activity, nighttime activity, and
early-bird activity according to their active hours. If we increase the number
of sub-topics to K1 = 5, the active hours of the five extracted patterns are
almost even partitions of the time from early morning to midnight, which is less
interpretable in view of daily lifestyles than the K1 = 4 extracted daily patterns.

Next, Fig. 4 shows the extracted weekly patterns as Dirichlet hyperparame-
ters of K0 = 6 super-topics. Here, we do not show the multinomial probabilities
given by Eq. (14) because they differ between one-week units. In Fig. 4(a)–(d),
the two daily patterns, commuting and daytime activities, are further divided
into weekday (Monday through Friday) and weekend (Saturday and Sunday)
activities, respectively. Figure 4(e)–(f) shows nighttime and early-bird activi-
ties over a week. Therefore, we named the six weekly patterns as follows: week-
day commuting activity, weekend commuting activity, weekday daytime activity,
weekend daytime activity, nighttime activity, and early-bird activity. Note that
there remain some overlaps among the former four weekly patterns. For example,
the values of Dirichlet hyperparameters for the commuting and daytime activi-
ties during weekdays are slightly high in the weekend commuting activity, while
those for the commuting activity during weekdays are slightly high in the week-
end daytime activity. If we increase the number of super-topics from K0 = 6,
the weekend activity patterns are further divided into Saturday’s activity and
Sunday’s activity.

For comparison, we show the six weekly patterns extracted by LDA in Fig. 5.
Since LDA extracts weekly patterns directly from the hourly counts over a week,
each extracted pattern has slightly different daily patterns among the days of the
week. However, there are no weekly patterns whose activities are concentrated
on weekdays or weekends as in Fig. 4(a)–(d). Even if we increase the number of
topics in LDA, the weekly active days are hardly divided while the daily active
hours are further divided by the increased topics. Owing to the hierarchical
structure of categories, the CMA model can extract and interpret the weekly
and daily activity patterns hierarchically.

4.3 Comparison with Tensor Train Decomposition

Our hierarchical topic model for tensor data is similar to another method for
tensor data called tensor train decomposition (TTD) [17].
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Fig. 3. Daily patterns of ambulatory activity extracted by the CMA model
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Fig. 4. Estimated Dirichlet hyperparameters as weekly activity patterns

Fig. 5. Weekly patterns of ambulatory activity extracted by LDA
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To observe the similarity, we define Ndw1···wL
as the counts in the d-th dataset

belonging to the wl-th category of Wl in each mode. In the CMA model, the
conditional expectation of Ndw1···wL

, given θ
(0)
d , . . . , θ

(L−1)
d , θ(L), is obtained by

E[Ndw1···wL
|θ(0)d , . . . , θ

(L−1)
d , θ(L)]

= Nd

K0∑

k0=1

K1∑

k1=1

· · ·
KL−2∑

kL−2=1

KL−1∑

kL−1=1

θ
(0)
dk0

θ
(1)
dk0k1w1

· · · θ(L−1)
dkL−2kL−1wL−1

θ
(L)
kL−1wL

. (16)

In contrast, regarding the count array {Ndw1···wL
} as an (L + 1)-st order

tensor, we can approximate that tensor through TTD by

Ndw1···wL � Nd

K0∑

k0=1

K1∑

k1=1

· · ·
KL−2∑

kL−2=1

KL−1∑

kL−1=1

G
(0)
dk0

G
(1)
k0w1k1

· · · G(L−1)
kL−2wL−1kL−1

G
(L)
kL−1wL

(17)

where G(0) ∈ R
D×K0 , G(1) ∈ R

K0×W1×K1 , · · · , G(L−1) ∈ R
KL−2×WL−1×KL−1 ,

G(L) ∈ R
KL−1×WL are core tensors of the decomposition. This method approx-

imates tensor data, not limited to count data, by 2nd-order tensors G(0), G(L)

and 3rd-order tensors G(1), . . . , G(L−1). Moreover, we can incorporate nonnega-
tivity constraints on G(0), . . . , G(L) and rescale them so that every slice of them
along mode-1 sums to 1 like θ

(0)
d , . . . , θ

(L−1)
d , θ(L) in the CMA model.

There are mainly two differences between the CMA model and TTD. First,
the middle factors θ

(1)
d , . . . , θ

(L−1)
d in the CMA model are independently sampled

from their Dirichlet prior distribution and hence slightly differ among datasets
d = 1, . . . , D while the factors G(1), . . . , G(L) in TTD are common among all the
datasets. Second, the inference in the CMA model is based on MCMC methods
while that in TTD is based on alternating least squares algorithms.

For comparison with the previous results obtained by the CMA model, we
apply the nonnegative TTD [7] to the same step-count data with L = 2, K0 = 6,
and K1 = 4. Figure 6 shows the last factor G(2), which represents daily activity
patterns. The four patterns are similar to those in Fig. 3 and can also have the
same daily activity names. However, the daily patterns extracted by the CMA
model appear more separated than those extracted by the nonnegative TTD. In
particular, the active hours of the nighttime and commuting activities in Fig. 6
overlap during lunch hour and in the evening. Because the evening portion of the
commuting activity is partially absorbed by the nighttime activity, the morning
and evening portions of the commuting activity are unbalanced.

Figure 7 shows the middle factor G(1) as weekly activity patterns. The six
patterns are similar to those in Fig. 4 and should have the same weekly activity
names. It should be noted that the six weekly patterns in Fig. 7 hardly overlap
each other unlike those in Fig. 4. The CMA model allows flexibly different weekly
patterns among the datasets in the same topic, which results in the less overlap
among the daily patterns in Fig. 3.
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Fig. 6. Daily patterns of ambulatory activity extracted by the nonnegative TTD
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Fig. 7. Weekly patterns of ambulatory activity extracted by the nonnegative TTD

4.4 Effects of Weekly Activity Patterns on Body Weight Changes

Using the extracted weekly activity patterns, we investigated the effect of ambu-
latory activities on body weight changes. We obtained daily body weight records
measured over the same weeks as the step-count data from 254 of the 728 people
studied in the previous analysis.

We applied the following linear mixed model to estimate the effect of the
number of steps in each weekly activity pattern on body weight changes:

xdw =
6∑

k=1

βkwndk + ξidw + εdw, (18)

where xdw is the percentage of body weight change from 00:00 on Monday to
24:00 on the w-th day in the d-th dataset; ndk is the step count, divided by
100,000, of the k-th weekly activity pattern in the d-th dataset; βkw is a regres-
sion coefficient for the step count of the k-th weekly activity pattern; ξidw is a
random effect for the id-th individual to be measured in the d-th dataset; and
εdw is the residual term. Because body weight is typically not measured at 24:00,
we interpolated hourly body weights to obtain xdw by applying a simple state
space model called the local level model [4].
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Fig. 8. Regression coefficients with 95% confidence intervals for each activity pattern

Figure 8 shows the estimated regression coefficients βkw (k = 1, . . . , 6, w =
1, . . . , 7) with 95% confidence intervals for the respective activity patterns. The
coefficients represent the percentages of body weight changes per 100,000 steps
of the corresponding activity pattern.

Weekday commuting and daytime activities reduce body weight in the first
half of a week and increase it in the second half. Weekend commuting and day-
time activities have the opposite effects, but they are not significant. Nighttime
activity significantly reduces body weight throughout a week, but early-bird
activity does not.

5 Concluding Remarks

We proposed a hierarchical topic model, called the CMA model, to extract com-
mon patterns from count-valued tensor data. Despite the multilayer modeling,
sharing common topics in each mode provides simplicity and interpretability of
the extracted topics. Latent topics, their membership, and hyperparameters can
be estimated via collapsed Gibbs sampling.

We applied the proposed model to activity monitor records and extracted
weekly and daily patterns of ambulatory activities. The extracted patterns seem
to reflect the weekly and daily activities of typical lifestyles. Furthermore, we
investigated the effect of activity in each weekly pattern on body weight changes
within a week. Some weekly patterns have significant effects on body weight
reduction during their active days. The weekly and daily activity patterns should
also be related to the dynamics of blood pressure and blood-sugar levels, which
will be discussed in future works.

The CMA model is closely related to the TTD but provides patterns that
are slightly different from those provided by the nonnegative TTD. The topic
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models whose structures correspond to other types of tensor decomposition and
tensor networks may also be constructed in a similar manner.
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Abstract. The installation of dense seismometer arrays in Japan
approximately 20 years ago has led to the discovery of deep low-frequency
tremors, which are oscillations clearly different from ordinary earth-
quakes. As such tremors may be related to large earthquakes, it is an
important issue in seismology to investigate tremors that occurred before
establishing dense seismometer arrays. We use deep learning aiming to
detect evidence of tremors from past seismic data of more than 50 years
ago, when seismic waveforms were printed on paper. First, we construct
a convolutional neural network (CNN) based on the ResNet architecture
to extract tremors from seismic waveform images. Experiments applying
the CNN to synthetic images generated according to seismograph paper
records show that the trained model can correctly determine the presence
of tremors in the seismic waveforms. In addition, the gradient-weighted
class activation mapping clearly indicates the tremor location on each
image. Thus, the proposed CNN has a strong potential for detecting
tremors on numerous paper records, which can enable to deepen the
understanding of the relations between tremors and earthquakes.

Keywords: Deep low-frequency tremor · Convolutional neural
network · ResNet · Gradient-weighted class activation mapping

1 Introduction

The surface of the Earth comprises 15 tectonic plates, with each plate individu-
ally moving several centimeters per year. Seismic phenomena often occur at the
boundary where a plate subducts beneath another one in the subduction zone
by releasing strains accumulated over a long time. Figure 1 shows the schematic
of a subduction zone, in which an oceanic plate is subducting beneath a conti-
nental plate. For example, the Philippine Sea Plate is subducting beneath the
Eurasian Plate around southwest Japan, forming a subduction zone called the

c© The Author(s) 2021
M. Gupta and G. Ramakrishnan (Eds.): PAKDD 2021 Workshops, LNAI 12705, pp. 31–43, 2021.
https://doi.org/10.1007/978-3-030-75015-2_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-75015-2_4&domain=pdf
https://doi.org/10.1007/978-3-030-75015-2_4


32 R. Kaneko et al.

Fig. 1. Schematic of subduction zone. The ellipses represent the locations of seismic
phenomena occurrence.

Nankai Trough. In a subduction zone, various seismic phenomena occur depend-
ing on the magnitude of plate friction: ordinary earthquakes (high friction), slow
earthquakes (low friction), and stable sliding (no friction). The friction gener-
ally increases as the temperature decreases and the pressure increases. As both
temperature and pressure increase with depth, the friction according to depth
presents a complicated relation. This relation might lead to different locations of
seismic phenomena occurrence, as shown in Fig. 1. Ordinary earthquakes usually
occur when the strains accumulated over a long time are released instantaneously
at a shallow depth, where the friction is very high. At the beginning of the 21st
century, new phenomena called slow earthquakes originated from subduction
zones were discovered [8]. Owing to the lower friction, slow earthquakes repeat
with much shorter intervals and have smaller magnitudes than ordinary earth-
quakes.

Hi-net [9,12], the seismometer network installed by NIED and operating since
1996, led to the discovery of deep low-frequency tremors, which are categorized
as slow earthquakes. The Hi-net seismometers are more sensitive and densely
located than conventional seismometer networks. Thus, they allow to observe
weak oscillations that were previously unobservable and correlatively analyze
records between neighboring seismometers. The envelope correlation method [8]
successfully extracted evidence of tremors from Hi-net data, which has been rec-
ognized as the first discovery of tremors in the world. Such tremors are weak
oscillations that occur in a deeper area than ordinary earthquakes. These tremors
have an approximate dominant frequency of 2–8 Hz, last from several hours to
several days, and have magnitudes below 1.3 according to the tremor catalog
published by NIED [4,11]. Thus, tremors cannot be perceived on the ground.
According to the NIED catalog, more than 30,000 tremors have been observed
in southwest Japan from January 2001 to April 2019, indicating their high fre-
quency. Tremors have been detected in various subduction zones worldwide after
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the first discovery (e.g., [5,15]), and they represent a research hotspot in seis-
mology, as many studies have been indicated the relations between tremors and
large earthquakes (e.g., [10]). In fact, seismologists expect tremors to provide
clues to predict large earthquakes and understand their mechanisms. Currently,
only digital data from the last 20 years are available for studying tremors. Con-
sidering that megathrust earthquakes have periodically occurred in the Nankai
Trough over intervals of 100–200 years, it is important to analyze tremor occur-
rences in southwest Japan over a longer period. Before the seismic records were
available in digital format, seismometers continuously recorded waveforms with
a pen on drum-rolled papers.

In this study, we aimed to detect tremors from seismograph paper records
by using a convolutional neural network (CNN), a deep-learning method that
has shown high performance for image recognition. A CNN can automatically
tune its internal parameters by learning the characteristics of tremors from input
images without requiring prior knowledge of tremors or manually adjusting the
parameters. Training a CNN from scratch with real data polluted by a variety
of noises may hinder the model construction and hyperparameter tuning. Thus,
we conducted numerical experiments to construct a CNN and train it with syn-
thetic images similar to the seismograph paper records. These experiments aim
to obtain clues to improve the model and provide pretrained models for sub-
sequent fine-tuning, which is a popular learning method to improve the model
performance and learning efficiency.

2 Seismographs

Modern seismic research based on observational data strongly relies on digital
records. In Hi-net, more than 1000 seismometers installed in Japan Islands con-
tinuously observe the velocity of the ground at a sampling rate 100 Hz, and NIED
collects and publishes the corresponding digital data in real time. Multivariate
time-series analyses on digital seismic data considering spatial correlations enable
to increase the signal-to-noise ratio of detected phenomena or eventually uncover
unknown phenomena such as slow earthquakes and tremors.

Past seismometers used over 50 years ago drew waveforms directly on paper.
Considering the time interval between megathrust earthquakes in the subduction
zones, paper records are a valuable source for research on slow earthquakes (e.g.,
[2]). Figure 2 shows an example of a seismograph paper record. The daily records
are drawn on a single piece of paper, in which each time series is drawn hori-
zontally and contains approximately 2.5 min of data. Besides seismic waveforms,
the records contain pulses that indicate a time stamp every second. The average
image size of a paper record excluding its margins is approximately 7000× 7000
pixels.

The digitization of paper records by tracing the waveforms is effective for
investigating large earthquakes because such waveforms are extractable even
from overlapping time series given the low frequencies and large amplitudes of
earthquakes (e.g., [6]). In contrast, tremors generally have smaller amplitudes
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Fig. 2. Seismograph paper record from August 13, 1966, 19:47 to August 14, 1966,
20:05 in Kumano, Japan [14].

and higher frequencies than large earthquakes. Consequently, their digitization
is difficult, especially for overlapping waveforms. Therefore, CNN-based image
recognition is a promising alternative for analyzing tremors compared to indi-
vidual waveform extraction through digitization.

Both digital and analog seismic data include a wide variety of phenomena
such as earthquakes, tremors, pulsations excited by oceanic waves, teleseisms
(distant earthquakes), oscillations due to meteorological events, and noise. Thus,
identifying tremors from seismic data becomes difficult when large earthquakes
or other signals in similar spectra pollute the measurements.

3 Methods

To detect tremors by applying CNNs to real data, we conducted numerical exper-
iments based on synthetic images to obtain a trained model that determines
correctly the presence of tremors in an input image. In this section, we detail
these experiments, including image synthetization and CNN construction.

3.1 Generation of Synthetic Images

We generate synthetic images based on seismograph paper records from Kumano,
Japan (Fig. 2). Figure 3 shows examples of synthetic images. Each image is
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Fig. 3. Representative examples of synthetic images. Details of each image are available
on the text and Table 1.

Table 1. Versions of synthetic images. The checkmarks represent the waveforms con-
tained in each version. The values next to the checkmarks indicate the ratio of the
waveform amplitude with respect to Ver. 1.

Waveforms Ver. 1 Ver. 2 Ver. 3

Observation noise (Gaussian noise) � � �
Time stamps (pulses every second) � � �
Pulsations (Gaussian noise + bandpass filter) � (1.0) � (2.0) � (2.0)

Tremors (Gaussian noise + bandpass filter) � (1.0) � (0.5) � (1.0)

Earthquakes (P waves & S waves) �

7000 × 7000 pixels and corresponds to a daily record that contains 576 time
series of 2.5 min vertically stacked. The synthetic images correspond to one of
three versions, Ver. 1, Ver. 2, or Ver. 3, according to the included types of signals
and noise listed in Table 1. For each version, 100 images were generated without
tremors (labeled “none”), and 100 images were generated with tremors (labeled
“tremor”). Ver. 1 images (Figs. 3(a) and 3(b)) contain observation noise, time
stamps, and pulsations, as well as tremors only for “tremor” images. Ver. 1 repre-
sents a simple case that allows straightforward tremor detection. In Ver. 2 images
(Figs. 3(c) and 3(d)), the tremors are smaller and the pulsations are larger than
those in Ver. 1 images. In Ver. 3 images (Figs. 3(e) and 3(f)), we change the
amplitudes of tremors and pulsations and insert earthquakes. Figure 4 confirms
that Ver. 3 images suitably resemble the paper records regarding both their
overview and details.
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Fig. 4. (a) Ver. 3 “tremor” image. (b) Magnified view of (a). (c) Image of paper record
shown in Fig. 2. (d) Magnified view of (c).

3.2 Preprocessing of Synthetic Images

For preprocessing, we divide each image vertically into five strips of 7000× 1400
pixels and then resize each strip to 2000×400 pixels. The vertical division allows
to easily distinguish between tremors and noise. As a tremor usually lasts several
hours, the five strips must include its evidence, unlike temporary noise. This
feature is useful to decide the presence of tremors on the images. For example,
consider five strips extracted from an image with unknown label, either “none”
or “tremor.” If a CNN assigns “none” to four of the five strips and “tremor”
to the remaining strip, we can assume that the image corresponds to “none”,
and the misjudgment for the last strip is due to noise. The reduced resolution
after resizing aims to reduce the number of model parameters and consequently
the computational cost. After preprocessing, each version comprises 500 “none”
images and 500 “tremor” images. For each version, we use 800 images for training
and the remaining 200 for validation, as detailed in the next subsection.

3.3 CNN for Tremor Detection

The CNN is a representative deep learning method that has exhibited high
performance in tasks such as image recognition and handwriting recognition. A
CNN has two distinctive layers, the convolutional layer and the pooling layer,
which mathematically describe the function of human visual cells. These layers
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Fig. 5. Architecture of proposed CNN.

allow the CNN to extract features from input images. In recent years, CNNs have
begun to be used in seismology for tasks such as detection or discrimination of
seismic phenomena (e.g., [7,13]).

Below, we define the key terms and formulas of CNNs. Let x be an input
image for a CNN. Image x has a true label � in set S of labels. Let M be a
CNN with internal parameters θ. For an input x, CNN M = M(θ) provides
predictions y = (p�)�∈S , where p� is the predicted probability that the true
label of x is �. In a CNN, the loss is a function that expresses its performance.
The loss returns a non-negative real number for a pair (�,y) of the same x. If
the loss value for x is close to 0, the prediction performance for x is favorable.
On the other hand, the accuracy is the agreement rate between true label �
and predicted label �̂ = arg max�∈S p� for the inputs. Training is the process
to optimize parameters θ by minimizing the loss value for inputs with known
labels. Then, validation calculates the loss and accuracy at fixed parameters θ for
inputs with known labels but not used for training. Thus, validation evaluates
the predictive performance of the CNN for previously unseen inputs. Finally,
test performs prediction on inputs with unknown labels.

We built the proposed CNN by incorporating the residual connections used
in the ResNet [1]. Figure 5 shows the architecture of the proposed CNN, which
establishes a binary classifier that determines whether the input image has label
“none” or “tremor.” The CNN output has the form y = (p“none”, p“tremor” ) cor-
responding to S = {“none”, “tremor” }. We used the categorical cross-entropy
as the loss function and optimized it using the Adam method [3] with a batch
size of 16 in this study.

4 Results

Figure 6 shows the accuracy and loss throughout learning of Ver. 1 images. An
epoch (horizontal axis) indicates learning iterations, that is, a set of training
using all the training images and validation using all the validation images.
Although the validation accuracy does not improve in the initial learning stage,
it rapidly increases after 13 epochs to reach almost 1.0, possibly after the model
parameters leave a local optimum. Figure 7 shows the gradient-weighted class
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Fig. 6. (a) Accuracy and (b) loss for Ver. 1 images according to number of training
epochs.

Fig. 7. (a) Ver. 1 “none” image and corresponding Grad-CAMs for prediction of labels
(b) “none” and (c) “tremor.” (d) Ver. 1 “tremor” image and corresponding Grad-CAMs
for prediction of labels (e) “none” and (f) “tremor.”

activation maps (Grad-CAMs) [16] of Ver. 1 images. Each Grad-CAM indicates
the image regions that influence the prediction calculation, with red (light) indi-
cating the highest influence and blue (dark) indicating no influence. For pre-
diction of “none”, the response is uniform on the entire image, except for the
areas containing tremors (Figs. 7(b) and 7(e)). In Fig. 7(f), remarkable responses
clearly appear in areas containing tremors. Therefore, the model correctly detects
tremors and correctly identifies the “tremor” image.

Figures 8 and 9 show the learning performance and Grad-CAMs for Ver. 2
images, respectively. Although the tremors in Ver. 2 are smaller than those in
Ver. 1, model training and tremor detection are successful.
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Fig. 8. (a) Accuracy and (b) loss for Ver. 2 images according to number of training
epochs.

Fig. 9. (a) Ver. 2 “none” image and corresponding Grad-CAMs for prediction of labels
(b) “none” and (c) “tremor.” (d) Ver. 2 “tremor” image and corresponding Grad-CAMs
for prediction of labels (e) “none” and (f) “tremor.”

Figures 10 and 11 show the learning performance and Grad-CAMs for Ver. 3
images, respectively. In Ver. 3 images, the Grad-CAM responses to earthquake
waveforms are notable. For small earthquake waveforms, the Grad-CAMs do not
show any remarkable response. This result may be due to the input image shrink-
ing as it passes through the convolutional layers, and small waveforms eventually
disappear during shrinking. On the other hand, in Figs. 11(b) and 11(e), the large
earthquake waveforms cause the most influential responses. This result suggests
that the CNN can distinguish earthquake waveforms from tremors, observation
noise, and pulsations. Moreover, the proposed CNN may be able to achieve
multinomial classification of labels such as “none,” “tremor,” “earthquake,” and
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Fig. 10. (a) Accuracy and (b) loss for Ver. 3 images according to number of training
epochs.

Fig. 11. (a) Ver. 3 “none” image and corresponding Grad-CAMs for prediction of labels
(b) “none” and (c) “tremor.” (d) Ver. 3 “tremor” image and corresponding Grad-CAMs
for prediction of labels (e) “none” and (f) “tremor.”

“both.” Figure 11(f) shows tremor responses that do not appear when tremors
are masked by earthquake waveforms.

Overall, the tremor waveforms appear to show a band-like pattern in the
images. This result may indicate that the CNN discriminates tremors based on
a rough view of the image. To discard this possibility, we conducted an additional
experiment using monochromatic and dichromatic images, as shown in Fig. 12.
The set of monochromatic images consists of 256 images for grayscale values from
0 to 255. The set of dichromatic images consists of 200 images, with each image
containing a monochromatic band-like pattern on a monochromatic background.
By providing these images as inputs to the CNN trained on Ver. 3, all the
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Fig. 12. Proposed CNN trained on Ver. 3 images correctly predicts label “tremor” for
“tremor” images and label “none” for all monochromatic and dichromatic images.

predicted labels are “none.” Although Ver. 3 “tremor” images seem to be similar
to the dichromatic images, the CNN correctly determines the presence of tremors
in Ver. 3 images. This result indicates that the CNN appropriately learned tremor
features.

5 Conclusion

The proposed CNN is expected to effectively detect tremors from seismograph
paper records, as verified through numerical experiments. Based on the find-
ing from the experiments, we will conduct CNN training with real data, which
contain a wider variety of noises than synthetic images. To improve the CNN
performance, we will also explore persistent parameter tuning and additional
data preprocessing methods.
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Abstract. Noise reduction is an important issue in measurement. A
difficulty to train a noise reduction model using machine learning is
that clean signal on measurement object needed for supervised training
is hardly available in most advanced measurement problems. Recently,
an unsupervised technique for training a noise reduction model called
Noise2Noise has been proposed, and a deep learning model named U-net
trained by this technique has demonstrated promising performance in
some measurement problems. In this study, we applied this technique
to highly noisy signals of electric current waveforms obtained by mea-
suring nanoparticle passages in a multistage narrowing nanochannel. We
found that a convolutional AutoEncoder (CAE) was more suitable than
the U-net for the noise reduction using the Noise2Noise technique in the
nanochannel measurement problem.

Keywords: Nanochannel · Noise reduction · Noise2Noise ·
Measurement · Deep learning

1 Introduction

Many advanced measurement devices and apparatus used today employ highly
elaborated measurement principles and processes under their extreme target
conditions such as extremely minute molecules or living bodies, ultimately high
resolution images and ultimately short time phenomena. Their measurement
objects often include complex structures with many degrees of freedom, consid-
erable fluctuations and noises in both the time and spatial domains. Therefore,
enormous volumes of measurement data output from the measurement devices
and apparatus often include incomplete information on the measurement objects.
Under these circumstances, the necessity of using advanced principles for highly
accurate estimation of target phenomena from the measurement information
buried in noise has been increasing.

As one example of measurement problems using such advanced measurement
devices, we have been tackling effective noise reduction of the electric current
waveform representing nanoparticle passage measured by multistage narrowing
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nanochannels [1]. Ultimate goal of the development of this multistage narrowing
nanochannels as a measurement device is the acquisition of information related
to various behaviors and properties of the particles such as the masses of the
particles and their passage times.

However, the space measured by the multistage narrowing nanochannel and
the size of the targeted nanoparticles are extremely tiny, and thus the electric
current obtained by this measurement is extremely weak. Therefore, the fluctu-
ation of particles, the thermal measurement noise, and the signal noise caused
by electric circuits used in the measurement devices are superimposed to the
electric current waveform of the measurement output. Since the generations and
mixings of these noises are very complicated nonlinear processes, any appropri-
ate models of these processes based on physical and chemical viewpoints are
hardly obtained.

Our primary objective in this study is to develop a technique effectively
reducing the noise in the electric current waveform signals without using any
physical and chemical models of the complicated and unknown processes of the
noise generations and mixings. This technique facilitates understanding of the
precise behaviors and properties of target nanoparticles by using the multistage
narrowing nanochannel measurement.

2 Related Work and Research Objective

Frequency filtering [2], Fourier and wavelet transforms [3], and Kalman filter-
ing [4] have been frequently used to date for signal noise reduction. They are
effective for cases in which noise generation and mixing processes have linearity
or when they can be well approximated using simple known models. Neverthe-
less, these noise reduction approaches are not applied effectively to complicated
and unknown noise processes such as many advanced measurement problems
including the multistage narrowing nanochannels.

To address this difficulty, research into approaches designated as Noise2Clean
have been developed where known objects are preliminarily measured, then the
relation between the object with its correct answer and its noisy measurement
result is learned by deep learning. Eventually, the correct objects are estimated
inversely from the measurement results by using the learned deep neural net-
work model as a noise filter. This technique has been broadly applied to many
problems including reduction of regular noise, JPEG compression noise and text-
missing noise [5] super-resolution image estimation [6], image color estimation [7],
and image restoration [8]. However, in many advanced measurement problems,
target objects with correct answers are hardly obtained, thus the cases to which
this Noise2Clean approach is applicable are very limited. In our problem to mea-
sure the electric current waveform for nanoparticles passing using a multistage
narrowing nanochannel, the correct waveform cannot be directly ascertained in
principle.

On the other hand, a recently proposed unsupervised approach designated
as Noise2Noise [9] obtains a noise reduction model using U-net, if multiple inde-
pendent measurements with noise are available on same objects, even for cases in
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which a correct answer for each object is unknown. A U-net model is a fully con-
volutional AutoEncoder specially designed to retain fine structures of the input
signal in the output. In many advanced measurement problems, acquiring data
for multiple independent measurements of the same objects or the same type
of objects is not difficult. Therefore, this approach might pave the way to con-
struction of a highly accurate noise reduction model in advanced measurements
including complex noise generation and mixing processes.

Based on these technical advancement, we set our target objective in this
study to assess two types of Noise2Noise models namely U-net models and
standard Convolutional AutoEncoder (CAE) models to reconstruct the electric
current waveforms of particle passing in a nanochannel from their highly noisy
measurements. We show that a CAE model reproduces more effectively denoised
waveform without loosing the waveform structure than the U-net models pre-
sented in the original Noise2Noise study [9].

3 Outline of Multistage Narrowing Nanochannel

A nanochannel device comprises a groove designated as a nanochannel dug into
a flat silicon plate, an electrolyte solution to fill this groove, plus and minus
electrodes provided at the inlet and outlet of the groove. When an electric voltage
is applied across both electrodes, an ion current flows through the nanochannel.
When a nanoparticle of the measurement object is introduced, the ion current
flow passing through the nanochannel is prevented by temporary and partial
blocking of the groove. Passing of nanoparticles is visible as a current waveform
by one particle unit if the time change of this ion current is recorded.

As presented in Fig. 1, in the multistage narrowing nanochannel device tar-
geted in this research, a five stage narrowing part is provided along with the
flow path of nanoparticles. Changes in the migration velocity of the particles
can be estimated by closely analyzing the current waveform if the waveform
is accurately measured without noise. For example, consider the case in which
the target particle is a biological cell. The cell growth control mechanism can
be elucidated based on the change of the individual cell weight estimated from
the migration velocity measured by this device in conjunction with theoretical
calculations of electrophoresis.

Figure 2(a) presents the expected measurement current waveform for the
case in which one particle passes a five-stage nanochannel. When a nanoparticle
passes through the nanochannel, the whole ion current waveform is depressed,
since the flow path of the ion current is kept partially closed during the passage.
In addition, it is expected that five small depressions are apparent at the bottom
of the entire depression, because the closure of the nanochannel is intensified at
the instant when a nanoparticle passes a narrowing part of the nanochannel.

On the other hand, Fig. 2(b) presents an example of an actually measured
electric current waveform. The current waveform measured by a multistage nar-
rowing nanochannel device includes much noise introduced through its com-
plex and unknown generation and mixing processes. Ascertaining the correct
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Fig. 1. A multistage narrowing nanochannel and an electric current waveform.

(a) Expected waveform (b) An example of an actually measured
waveform

Fig. 2. Output current waveforms of a multistage narrowing nanochannel.

migration of nanoparticles by using this measurement result is difficult, since
the detailed profiles of the waveform are hardly preserved. Accordingly, effec-
tive noise reduction for the measured current waveforms is indispensable for the
practical use of the multistage narrowing nanochannel devices.

4 Principle and Implementation of Noise2Noise Deep
Learning

4.1 Principle

In the framework of Noise2Clean, pairs of correct feature vector xi and its feature
vector xi +ni distorted by noise ni are presumed to be given for many instances
i. In this case, noise reduction model fn is obtained by the following formula:

fn = arg min
f

E
i
[||f(xi + ni) − xi||2] (1)

in supervised learning.
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On the other hand, Noise2Noise [9] is a method to obtain a noise reduc-
tion model of the target instances in unsupervised fashion. Every instance i is
assumed to be measured at least more than or equal to twice. Then, a pair of
feature vectors xi +ni1 and xi +ni2 measured with independent noise ni1 and
ni2 is given for every instance i. A noise reduction model f̃n is obtained from
these measurement pairs without knowing the correct xi as follows.

f̃n = arg min
f

E
i
[||f(xi + ni1) − (xi + ni2)||2]. (2)

In the rest of this subsection, we show that f̃n given by Eq. (2) agrees with
fn given by Eq. (1) under the assumptions that the noise of every measurement
is independent from the others and the expected noise average is zero, i.e.,

E
i
[ni] = 0. (3)

Here, we express f(xi + ni1) simply by yi for brevity. Then, f̃n is expanded as
follows.

f̃n = arg min
f

E
i
[||yi − (xi + ni2)||2]

= arg min
f

E
i
[||yi − xi||2 − yi

Tni2 − xi
Tni2 + ||ni2||2].

The last two terms of this equation are not related to f and are erasable, as
presented below.

f̃n = arg min
f

[E
i
||yi − xi||2 − E

i
(yT

i ni2)]. (4)

Furthermore, as noise ni2 is independent of feature vector xi, noise ni1, and
form f , ni2 is also independent of yi = f(xi + ni1). Therefore, simultaneous
distribution of yi and ni2 agrees with

P (yi,ni2) = P (yi)P (ni2).

By using this relation and Eq. (3),

E
i
(yT

i ni2) =
∫∫

yT
i ni2 P (yi,ni2) dyidni2

=
∫

yT
i P (yi)dyi

∫
ni2 P (ni2)dni2

= E
i
(ni)

∫
yT

i P (yi)dyi = 0

is obtained. Then, the second term of Eq. (4) is dropped off, and

f̃n = arg min
f

E
i
[||f(xi + ni1) − xi||2]

is obtained, which agrees with Eq. (1).
Accordingly, even if correct measurements of the targets without noise is not

obtained, one can get a noise reduction model equivalent to a supervised case
using the Noise2Noise method with noisy measurements of the targets only.
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4.2 Implementation

To obtain an appropriate noise reduction model by the principle of Noise2Noise
for measurement results where many noises are added through complicated and
unknown generation and mixing processes, one must use a model having high
learning capability. Accordingly, we employ deep learning in this study. Regard-
ing the network model to be used, one that produces noise reduction output yi

of time series waveform that is the same as input time series waveform xi is suit-
able. In this study, U-net models used by Lehtinen et al. [9] and Convolutional
AutoEncoder (CAE) models are applied.

CAE used here has 15,000 dimensional input equivalent to the dimension of
time series waveform vector xi. The encoder has 4 layers, and each layer consists
of multiple convolution channels. The input xi is encoded to the elements ranged
in 625 dimensions ×64 channels through this encoder. These elements are further
decoded into a denoised 15,000 dimensional time series waveform vector yi via
symmetrical four-layer deconvolution. While the dimension reduction in the CAE
is conducted by using pooling in many cases, it is highly probable that a part
of features of the input information is lost by the application of pooling to one-
dimensional time series input, such as measured current waveform. Therefore,
the dimension reduction is performed by strides in the convolution without using
pooling in our approach. Particularly, we let the kernel width of each layer be
10 and the stride width be 2–3. For the activation function of each convolution
layer and deconvolution layer, the ReLu function is used, except for the final
layer of the decoding part. The Leaky-ReLu function, by which learning by back
propagation is advanced easily, is used for the final layer of the decoding part.

U-net [9], which Lehtinen et al. used as a noise reduction model for
Noise2Noise, has a Skip Connection between each convolution layer output of
the encoder part and its corresponding deconvolution layer input of decoder
part. These connections highlight the input position information in the time
series waveform and improve convergence of learning. In our study, a U-net is
designed by adding the Skip Connection to bridge every encoder layer and its
corresponding decoder layer in the aforementioned CAE.

5 Training of Noise Reduction Model

5.1 Training Data, Training Procedures, and Performance
Verification

Figure 3 presents the training process of a noise reduction model for the multi-
stage narrowing nanochannel and its verification procedure. 500 current wave-
forms obtained by independently measuring nearly the same particle passing
phenomena in a five-stage narrowing nanochannel are used for the training shown
in the upper picture. Each current waveform is a time series vector comprising
15,000 steps measured for 0.015 sec by 1 MHz sampling. Each waveform vector
is standardized so that the waveform vector average is 0 and its variance is 1.
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Fig. 3. Training and verification of noise reduction model using waveform data.

These 500 vectors are subjected to pairing at random, and 250 pairs of the inde-
pendently measured waveform vector {(x2i−1,x2i)}(i = 1, · · · , 250) are used for
the training.

The mean square error calculated from the 250 pairs of the waveform vec-
tors is used as a total loss function for both CAE and U-net trainings. Adam
algorithm [10] with mini batch size 16 is used as the optimizer in each network
training. Early Stopping at epoch number 50 is applied to avoid overtraining.

The lower part of Fig. 3 shows the performance verification procedure. 125
standardized waveform vectors xk(k = 501, · · · , 625) which are not used for the
above training are input to each trained model to obtain denoised current wave-
form yk. Because the correct target waveform presented in Fig. 2(a) is unknown,
we employ the total average waveform x of these 125 xk(k = 501, · · · , 625) as
a surrogate target waveform. We evaluate the noise reduction performance by
using the mean square error (MSE) of 125 pieces of yk and x. This verification
procedure is repeated in 5-hold cross validation where the 500 waveform vectors
for the training and the 125 waveform vectors for the verification are inter-
changed sequentially. We use the total average of the mean square errors (MSE)
over the 5-hold cross validation as the performance index of a noise reduction
model.

5.2 Methods for Performance Comparison

As performance comparison targets, this study uses noise reduction methods
using Fourier transform and wavelet transform, which are frequently used for
signal processing. Here, the Fourier transform is used to assess the noise removal
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from a waveform in a frequency domain, while the wavelet transform is used to
assess the noise removal using flexible local windows of both time and frequency
domains.

Figure 2(b) shows that main noise components of the five stage narrowing
nanochannel have high-frequencies. Therefore, in the Fourier transform based
noise reduction, the measured electric current waveform is converted to the fre-
quency domain by Fast Fourier transform (FFT), and the high-frequency compo-
nent above a frequency threshold is cut. Then the noise-reduced electric current
waveform is obtained by its inverse FFT. The best cutoff frequency threshold
is found using a line search to minimize the mean square error (MSE) between
the filtered waveforms of the training vectors xi(i = 1, · · · , 500) and the average
waveform x of xi(i = 1, · · · , 500).

In the wavelet transform based noise reduction, assuming that the primary
components of the correct electric current waveform are consolidated to the
wavelet component having greater strength, small strength wavelet components
of less than a certain threshold are excluded as noise components. Wavelet trans-
form wψ(a, b) of the signal waveform f(t) is defined as

wψ(a, b) =
∫ ∞

−∞

1√
a
f(t)ψ

(
t − b

a

)
dt.

where a and b are scale and shift parameters, respectively. ψ(·) is the wavelet
base function. The original signal waveform f(t) is obtained via inverse wavelet
transform.

f(t) =
1

Cψ

∫ ∞

0

∫ ∞

−∞

1
a2

wψ(a, b)ψa,b(t)dadb, (5)

where Cψ is a constant determined by the type of a wavelet base function.
Therein, |wψ(a, b)| shows the wavelet component strength of the parameters a
and b. Therefore, |wψ(a, b)| of strength less than a certain threshold is enforced
to be 0 for the noise reduction. Then a inverse wavelet transform is applied and
a denoised electric current waveform is obtained. Regarding the wavelet base
functions, Haar, Daubechies, Symlets, Coiflets, Biorthogonal, Reverse biorthog-
onal, Discrete Meyer, Mexican hat, Morlet, and Gaussian are tested. With a
similar manner to that used for Fourier transformation, grid search is performed
to select the best combination of a cut off threshold of the strength and a wavelet
base function by minimizing the mean square error (MSE) between the filtered
waveforms of the training vectors xi(i = 1, · · · , 500) and the average waveform
x of xi(i = 1, · · · , 500).

5.3 Verification Results

Numerical experiments were performed using a computer equipped with a CPU
(8 core processor with Xeon W-2145 3.7 GHz; Intel Corp.) and a GPU (TITAN
RTX x 2NVLink; NVIDIA). The program development environment was Python
3 on Linux. The pytorch learning library was used.
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The MSE in Ampere unit of electric current obtained by each method is
presented in Table 1. The optimum threshold of the frequency of Fourier trans-
form 534 Hz. The optimum wavelet base function was Daubechies. Compared
with the conventional method by Fourier transform and wavelet transform, the
Noise2Noise models using both CAE and U-net reconstruct the waveform more
similar to the surrogate target waveform x.

An example of a raw measured waveform, which has been used for the verifi-
cation, is shown in Fig. 4 (a). The red lines in Fig. 4 (b)–(e) show the surrogate
target waveforms, which are the average waveforms over all 125 electric current
waveforms used in the verification. The blue lines n Fig. 4 (b)–(e) present the
waveforms denoised by the denoising methods, respectively. Fine variation of
the electric current when one particle passes through five-stage narrowing parts,
as depicted by the red lines in Fig. 4 (b)–(e), cannot be extracted by Fourier
transform (b) and wavelet transform (c), whereas CAE (d) and U-net (e) can
do clearly.

In terms of mean square error (MSE), the U-net slightly outperformed the
CAE in this verification study as indicated in Table 1. However, the U-net
retained some noise component in its waveform reconstruction as shown by
the light blue line in Fig. 4 (f), while the CAE provided an almost completely
denoised waveform as shown by the blue line in Fig. 4 (f). We observed the same
behaviors of the U-net and the CAE in the other waveforms. In this regard,
the CAE is more suitable for the effective noise reduction without loosing the
waveform structure.

Table 1. Comparison of Mean Square Error (MSE).

Model MSE

Fourier transform 1.5285 × 10−22

Wavelet transform 1.2036 × 10−22

CAE 1.0456 × 10−22

U-net 1.0395 × 10−22

6 Verification for a Two-Particle Passing Waveform

In cases that multiple nanoparticles sequentially pass through the five stage nar-
rowing part of the nanochannel at the same time, the electric current waveform
measured by the nanochannel device show a complex pattern reflecting the time
differences of these particle movements and the interactions between these par-
ticles. Figure 5(a) presents one example obtained when two nanoparticles flow
simultaneously through the five stage narrowing nanochannel presented in Fig. 1.
When the first nanoparticle enters the nanochannel, the ion current is reduced
by partial closure of the channel. When the second nanoparticle enters, the ion
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(a) Raw measured waveform (b) Waveform filtered by Fourier transform

(c) Waveform filtered by wavelet transform (d) Waveform filtered by CAE

(e) Waveform filtered by U-net

(f) Comparison of raw, U-net and CAE based waveforms

Fig. 4. Comparison of a raw measured waveform, an averaged waveform and denoised
waveforms.
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(a) Measured electric current waveform for two-particle
passing

(b) Noise reduction waveform by CAE

(c) Noise reduction waveform by U-net

Fig. 5. Example of noise reduction for electric current waveform at two-particle passing.

current is reduced further, since the channel closure is increased. When the first
nanoparticle leaves the nanochannel, the ion current is recovered only that much.
When the second nanoparticle leaves, the electric current reverts to its original
level. The time difference of each passing nanoparticle can be ascertained from
such a stepwise waveform. At the flat portion of each step, fine electric current
change, corresponding to each nanoparticle’s passage through a narrowing part,
is hidden in the noise.
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One can ascertain the precise behaviors of these particles if the accurate
electric current waveform can be estimated from measured electric waveforms
that include much noise. For this purpose, we applied both CAE and U-net
based noise reduction models obtained in the former section to the measured
electric current waveform presented in Fig. 5(a). Figure 5(b) presents results
obtained from the CAE noise reduction model, and (c) presents results obtained
by the U-net noise reduction model. Both models were able to reduce the noise
of the waveform effectively and derived fine variations of electric current that
occurs when each particle passes through the narrowing part. However, the U-
net result slightly more retains the noise in its output than the CAE result as
argued in the former section.

7 Conclusion

In this study, we applied the Noise2Noise method to effectively reduce noise
from the measured electric current waveforms in which noise was generated and
mixed by complex and unknown processes in a multistage narrowing nanochan-
nel. Noise reduction models using CAE and U-net were trained in an unsuper-
vised manner without knowing the correct electric current waveform measuring
one-particle passing. These noise reduction models were confirmed as being capa-
ble of noise reduction without losing details of electric current waveform infor-
mation as compared with conventional signal processing methods using Fourier
transform and wavelet transform. It has also been confirmed that effective noise
reduction can be achieved from a measured electric current waveform when
multiple particles pass through the nanochannel simultaneously. In the appli-
cation of the Noise2Noise framework to the multistage narrowing nanochanne,
we observed the superior denoising performance of the CAE rather than the U-
net. The CAE based noise reduction model could denoise the current waveform
almost completely.

Further applications of the Noise2Noise method to other advanced mea-
surement problems will be attempted in our future work, and we will further
seek new principles for measurement information processing incorporating the
Noise2Noise method.
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Abstract. A classification bandits problem is a new class of multi-
armed bandits problems in which an agent must classify a given set of
arms into positive or negative depending on whether the number of bad
arms are at least N2 or at most N1(< N2) by drawing as fewer arms as
possible. In our problem setting, bad arms are imperfectly characterized
as the arms with above-threshold expected rewards (losses). We develop
a method of reducing classification bandits to simpler one threshold clas-
sification bandits and propose an algorithm for the problem that classifies
a given set of arms correctly with a specified confidence. Our numerical
experiments demonstrate effectiveness of our proposed method.

Keywords: Multi-armed bandits · Threshold bandits · Thompson
sampling

1 Introduction

How to determine the presence or extent of a disease from biopsy under the
existence of some uncertainty is of crucial importance in life science. Let us
consider the following cancer diagnosis problem in which a doctor has to diagnose
whether a certain patient has cancer or not from given his/her K cells: if the
number of cancer cells N is negligible (N ≤ N1), then the doctor can diagnose
that the patient does not have cancer, but if it is non-negligible (N ≥ N2 > N1),
the doctor should diagnose that the patient does. One of the cancer cell diagnosis
methods is the classification of cells in terms of a set of Raman spectra1 averaged
over each cell [8]. However, Raman measurements require more than ten hours

1 Histopathologists usually diagnose whether cells are of cancer or not by inspecting
their morphological characteristics with a human bias, but Raman measurements
are considered to enable more reliably to judge the cell states.
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for one hundred cells, by scanning point illumination to single cells along which
Raman spectra are acquired in time to time. Thus, interactive measurement
depending on Raman spectra obtained so far is a key to realize fast cell diagnosis.
Such interactive measurement can be formulated as a bandit problem treated in
this paper by regarding each cell as an arm, and letting Raman spectra sampling
from each cell correspond to an arm draw.

In this bandit problem, doctor cannot always conclude whether the number
of cancer cells is negligible or not correctly due to two different types of uncer-
tainty. The first type of uncertainty is the variance of reward (cancer index calcu-
lated from sampled Raman spectra) obtained by each arm draw, which has been
extensively studied in the area of statistics. The second type of uncertainty is
the imprecision (imperfect positive predictive value) of the true expected reward
of each arm (cancer index averaged over each cell) and this frequently happens
in real situation. In fact, Raman spectra averaged over each cell was reported to
be classified into cancer or normal cells with about 85% accuracy [8]. While we
can obtain as much accurate value as we want by taking enough number of sam-
ples for the first type of uncertainty, the second type of uncertainty cannot be
reduced. To the best of our knowledge, this paper is the first one taking account
of the second type of uncertainty in the context of bandits.

In this paper, we study a pure exploration K-armed bandit problem, named
classification bandit problem, in which an agent must classify a given set of K
arms into “negative” or “positive” depending on whether the number of bad arms
is at most N1 or at least N2(> N1), respectively, within given allowable failure
probabilities δN and δP by drawing as small number of arms as possible. In our
formulation, the mean reward μi of each arm i is assumed to be an imperfect
discriminator of badness; μi ≥ θ holds for each bad arm i with probability
pTP > 0.5 and μi < θ holds for each good arm i with probability pTN > 0.5.

We show that the classification bandit problem with parameters pTP, pTN, δN ,
δP , N1, N2 can be reduced to the problem, named one-threshold classification
bandit problem, which has only one threshold λ instead of two thresholds N1

and N2 and one allowable failure probability δ instead of δP and δN and is
free from the second type of uncertainty. Our reduction is not always possible,
and we show the condition of the reduction and how to calculate λ and δ from
pTP, pTN, δN , δP , N1, N2. For the one-threshold classification bandit problem, we
propose an algorithm and prove its correctness for any arm selection policy. We
also propose a Thompson-sampling-based arm selection policy for this algorithm,
which demonstrates a faster stopping time of the algorithm than UCB-based and
Successive-Elimination-based arm selection policies.

Related Works

One-threshold classification bandits problem is regarded as a kind of pure explo-
ration bandit problem. Complexity analysis of this type of problem is performed
by minimizing error probability under a fixed budget or minimizing the number
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of samples under a fixed confidence. In this paper we focus on the fixed confi-
dence setting. The most studied pure exploration bandit problem is best arm
identification whose objective is to find the k highest expected reward arms for
a given k. For the best arm identification problem, Audibert et al. [1] proposed
an algorithm based on successive elimination that eliminates the worst arm one
by one from candidates of the best arm. Later, more efficient algorithms that
are not based on elimination such as LUCB [3] and UGapE [2] were proposed.

Instead of the highest expected reward arms, Locatelli et al. [6] proposed an
algorithm for a thresholding bandit problem in which an agent has to output all
the arms with the expected reward higher than a given threshold. Kano et al.
[4] formulated the good arm identification problem whose task is to find λ arms
whose expected rewards are above a given threshold, for a given λ, if at least
such λ arms exist, or to find all such arms otherwise. Kaufmann et al. [5] and
Tabata et al. [10] independently studied a problem to decide whether at least
one arm exists or not, whose expected reward is above the threshold, in which
precise identification of such arms is not necessarily required.

A question of ‘how one can derive accurate decision under the condition that
only qualitative test results would be obtained’ is one of the most intriguing
subjects in the area of fault detection of systems. In many cases, several kinds of
tests are assumed to be given explicitly with their false-positive, and the false-
negative rates. Nachla et al. [7] treated a problem to design the permutation of
tests in order to decrease the total cost of, e.g., quality inspections, repairs of
good components in products, and dispositions of no-fault systems, and proposed
heuristics to solve the problem. Raghavan et al. [9] proposed a method to decide
an optimal test sequence with qualitative tests by using dynamic programming.

To our best knowledge, there exists no research that deals with the prob-
lem of accurate decision in terms of qualitative test results in the context of
bandits algorithm. In this paper, we present an algorithm to transform classi-
fication bandits based on qualitative tests with nonnegligible false-positive and
false-negative rates into one-threshold bandits problem which can address the
transformability to one threshold bandits and design the threshold and the error
rate to meet the given allowed error rates.

2 Problem Formulation

We study a variant of a K-armed bandit problem defined as follows. An agent
is given a set of K arms that is composed of bad and good arms. No information
about which arm is bad or good is directly provided to the agent. However, the
agent can get values Xi(1),Xi(2), · · · of an indicator to represent badness for
each arm i by drawing it repeatedly, where Xi(n) denotes the value obtained
by the nth draw of arm i. For each arm i, we assume that Xi(1),Xi(2), · · · are
i.i.d. random variables whose distribution is denoted as νi with mean μi (whose
distribution and value cannot be known a priori).

For a given threshold θ, an arm i satisfying μi ≥ θ (μi < θ) is defined
as positive (negative) arm. We consider the case that arm’s expected indica-
tor value μi is an imperfect discriminator of its badness or goodness; a bad
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arm is positive with probability pTP and a good arm is negative with proba-
bility pTN. We also assume that, whether each arm is positive or negative, is
independent of any different arms i and j, e.g., P [arms i and j are positive] =
P [arm i is positive]P [arm j is positive].

At every time step t = 1, 2, . . ., an agent chooses one of the K arms it ∈
{1, 2, . . . ,K} and gets an indicator value Xit(nit(t)) of badness that is drawn
from distribution νit , where ni(t) is the number of times arm i has been drawn
by time step t. The agent’s task is to conclude whether the given set of K arms
contains non-negligible number of bad arms (i.e., a number of bad arms enough
to judge “positive”) or not by drawing arms as few times as possible. We can
formulate the problem as follows.

Problem 1 (classification bandits). For given pTP, pTN ∈ (0.5, 1] and δP , δN ∈
(0, 0.5), output “negative” with probability at least 1 − δN if the number of bad
arms is less than or equal to N1, and output “positive” with probability at least
1 − δP if the number of bad arms is larger than or equal to N2 by drawing as
small number of arms as possible.

Note that there is no requirement for the output when the number of bad
arms is larger than N1 and lower than N2.

3 Problem Reduction

3.1 Reduction Theorem

In this section, we show how to reduce classification bandits, which contain uncer-
tainty derived from probabilities pTP and pTN, to the following one-threshold
classification bandits, which is free from such uncertainty.

Problem 2 (one-threshold classification bandits). For a given λ ∈ N and δ > 0,
output “negative” with probability at least 1 − δ if the number of positive arms
is less than λ, and output “positive” with probability at least 1−δ if the number
of positive arms is at least λ by drawing as small number of arms as possible.

In this problem setting, the number to be identified is not the number of bad
arms but that of positive arms, that is, we only consider the uncertainty due to
reward variance to solve this problem. We will introduce the algorithm to solve
this reduced problem in the next section. Here we explain how such reduction is
possible.

Given the number of arms K, the number of bad arms N ∈ [0,K], probability
pTP > 0.5 with which a bad arm is positive, and probability pTN > 0.5 with
which a good arm is negative, the probability-generating function G(N,K)(t) for
the number of positive arms is expressed as

G(N,K)(t) = (pTPt + (1 − pTP))N ((1 − pTN)t + pTN)K−N ,

because of the arm’s independency.
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Let c
(N,K)
d denote the coefficient of td in G(N,K)(t). Then, c

(N,K)
d is the prob-

ability that the number of positive arms is d in the case that the given set of K
arms contains just N bad arms.

The following proposition is used to prove Lemma1.

Proposition 1.
∑�−1

j=0 c
(N,K)
j is a weakly decreasing function on N and

∑K
j=� c

(N,K)
j is a weakly increasing function on N .

Proof. Omitted due to space limitations. ��
Let X denote the number of positive arms. Then, P [X ≥ �|N = i] and

P [X < �|N = i], probabilities of X ≥ � and X < � under the condition of N = i,
are

∑K
j=� c

(i,K)
j and

∑�−1
j=0 c

(i,K)
j , respectively.

From Proposition 1, we can have the following lemma.

Lemma 1. Let X and N be the number of positive arms and the number of bad
arms, respectively. Then, the following two inequalities hold:

P [X ≥ �|N ≤ N1] ≤P [X ≥ �|N = N1] and
P [X < �|N ≥ N2] ≤P [X < �|N = N2].

Proof. By Proposition 1, for i ≤ N1,

P [X ≥ �|N = i] =
K∑

j=�

c
(i,K)
j ≤

K∑

j=�

c
(N1,K)
j = P [X ≥ �|N = N1]

holds, and thus

P [X ≥ �|N ≤ N1] =
∑N1

i=0 P [X ≥ �|N = i]P [N = i]
∑N1

i=0 P [N = i]

≤
∑N1

i=0 P [X ≥ �|N = N1]P [N = i]
∑N1

i=0 P [N = i]
= P [X ≥ �|N = N1].

We can show the second inequality similarly. ��
This implies that, e.g., the failure probability P [X ≥ �|N ≤ N1], that is,

under the condition of N ≤ N1 to be identified as negative, the classifier answers
“positive (X ≥ �)”, can be upperbounded by P [X ≥ �|N = N1]. By the above
lemma, the following reduction theorem can be proved.

Theorem 1 (reduction theorem). For classification bandit problem with
pTN, pTP ∈ (0.5, 1], δP , δN ∈ (0, 0.5), 0 ≤ N1 < N2 ≤ K, consider the one-
threshold classification bandit problem with

λ = arg max
�

δ(�, pTN, pTP, N1, N2,K), (1)

δ =δ(λ, pTN, pTP, N1, N2,K), (2)
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where δ(�, pTN, pTP, N1, N2,K) = min
(
δN − ∑K

j=� c
(N1,K)
j , δP − ∑�−1

j=0 c
(N2,K)
j

)
.

In the case with δ > 0, classification bandit problem associated with nonzero
false-positive and false-negative rates can be reduced to a one-threshold bandit
problem.

Proof. Assume that δ > 0 and algorithm A is an algorithm for one-threshold
bandit problem with λ and δ defined Eqs. (1) and (2). Consider the case that
the number of bad arms N is at most N1, which is the case that the algorithm
is desired to output “negative.” Let X be the number of positive arms. The
failure probability that algorithm A outputs “positive” falsely is upper-bounded
by P [X ≥ λ|N ≤ N1] + δ. By Eq. (2) and Lemma 1, δ ≤ δN − P [X ≥ λ|N =
N1] ≤ δN − P [X ≥ λ|N ≤ N1] holds. Thus, P [X ≥ λ|N ≤ N1] + δ ≤ δN holds.
For the case that the number of bad arms N is at least N2, algorithm A can be
proved similarly to output “negative” with probability at most δP . ��

3.2 Reducible Parameter Region

In the one-threshold classification bandits problem that is reduced from classifi-
cation bandits problem, the value of confidence parameter δ calculated by reduc-
tion theorem, that is, δ = max� min

(
δN − ∑K

j=� c
(N1,K)
j , δP − ∑�−1

j=0 c
(N2,K)
j

)
,

significantly affects sample complexity of the problem, and the problem is not
solvable if this δ is non-positive. In the followings, we derive an approximate
boundary δ = 0 between solvable and unsolvable (N1, N2)-region for fixed
pTP, pTN, δP , δN .

Let X(m) be the number of positive arms when the number of bad arms is
m. Then, X(m) can be expressed as X(m) = XB + XG using XB ∼ B(m, pTP)
(B:binomial distribution) and XG ∼ B(K−m, 1−pTN). By law of large numbers,
B(m, pTP) ≈ N(mpTP,mpTP(1−pTP)) and B(K−m, 1−pTN) ≈ N((K−m)(1−
pTN), (K − m)pTN(1 − pTN)) when mpTP,m(1 − pTP), (K − m)(1 − pTN) and
(K − m)pTN are enough large (e.g. ≥ 5). By reproductive property of normal
distribution, X(m) ∼ N(μm, σ2

m) holds for μm = mpTP +(K −m)(1−pTN) and
σ2

m = mpTP(1 − pTP) + (K − m)pTN(1 − pTN)).

By the Polya’s approximation 1√
2π

∫ x

0
exp

(
− t2

2

)
dt ≈ 1

2

√
1 − exp

(− 2
π x2

)
,

P [X(m) ≥ μm + αδσm] ≈ δ and P [X(m) ≤ μm − αδσm] ≈ δ hold for αδ =√
π
2 ln 1

1−(1−2δ)2 . Thus, P [X(N1) ≥ μN1 + αδN σN1 ] ≈ δN and

P [X(N2) ≤ μN2 − αδP σN2 ] ≈ δP hold. Therefore,

δ > 0 ⇔∃λ ∈ N s.t. μN1 + αδN σN1 < λ < μN2 − αδP σN2

≺≈�μN1 + αδN σN1 < μN2 − αδP σN2
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holds approximately. By solving μN1 + αδN σN1 ≈ μN2 − αδP σN2 we have the
following approximate boundary δ ≈ 0 over N1-N2 plane:

(N2 − N1)(pTP + pTN − 1) ≈ αδN

√
N1pTP(1 − pTP) + (K − N1)pTN(1 − pTN)

+αδP

√
N2pTP(1 − pTP) + (K − N2)pTN(1 − pTN).

(3)

In the case with pTN = pTP, the approximate boundary becomes a simple line:

N2 ≈ N1 +
(αδN + αδP )

√
KpTP(1 − pTP)

2pTP − 1
(4)

Fig. 1. δ-values at (N1, N2) ∈ [0, K] × [0, K] for K = 100 and δP = δN = 0.1 and
(pTP, pTN) ∈ {1.0, 0.9, 0.8} × {1.0, 0.9, 0.8}. pTP = 1.0, 0.9, 0.8 for top, middle and
bottom graphs, respectively, and pTN = 1.0, 0.9, 0.8 for left, center and right graphs,
respectively. Regions of δ < 0 are filled with oblique lines. The regions of δ ≥ 0
are colored in grayscale from black (δ = 0) to white (δ = 0.1). The range of δ is
[−0.9, 0.1] because δP = δN = 0.1 in these experiments. The approximate boundary
by the expression (3) is shown by a gray dashed line on each graph and it looks good
approximations.

We give a graphical representation of δ-value over N1-N2 plane for fixed K,
δP , δN and various pTP, pTN in Fig. 1.
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noend 1. Algorithm for One-Threshold Classification Bandit Problem
Input: K: number of arms, θ: reward threshold, δ: confidence parameter,

λ: threshold on the number of positive arms
Output: “positive” or “negative”
1: initialization: t ← 0, A ← {1, 2, . . . , K}, D ← [ ], nP , nN ← 0, n1, . . . , nk ← 0
2: loop
3: t ← t + 1
4: it ← ASP(D, K, δ, λ, A) {ASP: Arm Selection Policy. See Sec. 4.2}
5: Pull arm it and update nit as nit ← nit + 1
6: Get reward Xit(nit) and append (it, Xit(nit)) to D
7: Update μit

(t) and μ
it

(t) using Eqs. (5) and (6)

8: if μit
(t) < θ then

9: A ← A \ {it}, nN ← nN + 1
10: if K − nN < λ return “negative”
11: else if μ

it
(t) ≥ θ then

12: A ← A \ {it}, nP ← nP + 1
13: if nP ≥ λ return “positive”

For fixed K = 100 and δP = δN = 0.1, δ-values at (N1, N2) ∈ [0,K] × [0,K]
are shown in Fig. 1 for (pTP, pTN) ∈ {1.0, 0.9, 0.8} × {1.0, 0.9, 0.8}. The regions
of negative δ-values are filled with oblique lines. The regions of non-negative
δ-values are colored in grayscale from black (δ = 0) to white (δ = 0.1). From
the definition of N1 and N2, the region of N2 ≤ N1 is always filled with oblique
lines.

When both of pTP and pTN are 1.0, δ is 0.1 at any point of region N1 < N2,
because bad (good) arm is always assigned to positive (negative) arm. Even if
there is no bad arm, (1 − pTN)K arms are discriminated as positive arms on
average. In fact, at N1 = 0, we have δ ≤ 0 for N2 in some interval [0, N0

2 ], and
N0

2 increases as pTN decreases. Similarly, even if all the arms are bad arms, only
pTPK arms are discriminated as positive arms on average. In fact, at N2 = K, we
have δ ≤ 0 for N1 in some interval [NK

1 ,K], and NK
1 decreases as pTP decreases.

We can see that the expression (3) gives good approximation from the approx-
imate boundaries shown by a gray dashed lines.

4 Algorithm

The pseudocode of proposed algorithm for one-threshold classification bandits
is shown in Algorithm 1. Note that the algorithm works for any arm selection
policy.

4.1 Decision Condition

The upper and lower confidence bounds μi,n, μ
i,n

of μi after taking n samples
from arm i are defined as follows:

μi,n = μ̂i,n +

√
1
2n

log
2Kn2

δ
, μ

i,n
= μ̂i,n −

√
1
2n

log
2Kn2

δ
, (5)
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where μ̂i,n is the sample mean of rewards of arm i after n pulls. We use the
following notations as well for the sake of simplicity.

μi(t) = μi,ni(t+1), μ
i
(t) = μ

i,ni(t+1)
. (6)

Here, ni(t + 1) is the number of pulls of arm i after t pulls in total.
The decision condition for positiveness of arm i is μ

i
(t) ≥ θ and that for

negativeness of arm i is μi(t) < θ.
For these decision conditions, the following lemma guarantees the probability

of wrong decision for each arm is at most δ/K.

Lemma 2. For a positive arm i (i.e., μi ≥ θ), μi(t) ≥ θ holds for any time step
t with probability at least 1 − δ

K . For a negative arm i (i.e., μi < θ), μ
i
(t) < θ

holds for any time step t with probability at least 1 − δ
K .

Proof. For a positive arm i, we have

P[∃t, μi(t) < θ] =P[∃n, μi,n < θ] ≤
∞∑

n=1

P[μi,n < θ]

=
∞∑

n=1

P

[

μ̂i,n +

√
1
2n

log
2Kn2

δ
< θ

]

≤
∞∑

n=1

P

[

μ̂i,n < μi −
√

1
2n

log
2Kn2

δ

]

(because μi ≥ θ)

≤
∞∑

n=1

exp

⎛

⎝−2n

(√
1
2n

log
2Kn2

δ

)2
⎞

⎠

(
by Hoeffding’s

inequality

)

=
∞∑

n=1

δ

2Kn2
<

δ

K

(

because
∞∑

n=1

1
n2

=
π2

6
< 2

)

.

Therefore, for a positive arm i, the probability that μi(t) > θ always holds for
any time step t is larger than 1 − δ

K .
Similarly, we can show the inequality for a negative arm as well. ��

As n → ∞, μ̂i,n goes to μi from law of large numbers and
√

1
2n log 2Kn2

δ

goes to 0. Therefore, a positive arm i satisfies μ
i,n

> θ (i.e. it is diagnosed as a
positive arm) for some finite n if μi �= θ. Here μi = θ generally corresponds to
the situation that infinite number of draw of the arm i is required for diagnosis.
From Lemma 2, the probability that a positive arm i satisfies μi(t0) < θ (i.e.
it is diagnosed as a negative arm) is at most δ

K . Therefore a positive arm is
diagnosed as a positive arm correctly with failure probability at most δ

K . Simi-
larly, a negative arm is diagnosed correctly with failure probability at most δ

K .
Therefore the failure probability that the agent diagnoses any arm wrongly is
at most δ as long as μi �= θ for any arm i. The agent counts the number of
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positive arm nP and negative arm nN by using these conditions at each time
step t, and stops and outputs “positive” when nP ≥ λ or outputs “negative”
when K − nN < λ since the number of positive arms cannot exceed K − nN .
Since the counts nP and nN are correct with probability at least 1 − δ from the
above discussion, Algorithm 1 solves one-threshold classification bandits with a
specified confidence. We have proved the following theorem.

Theorem 2. For one-threshold classification bandits with parameters K, θ, λ, δ,
the outputs of Algorithm1 using any arm selection policy satisfy the requirements
of Problem 2.

4.2 Arm Selection Policies

Let At be a set of arms that have not been diagnosed as positive or negative
before time step t by the conditions explained in the previous section. It is enough
to choose arm only from At at each time step t.

We developed the arm selection policy based on the Thompson sampling.
Let θi be the parameter of the reward distribution νi of arm i. Assume a prior
distribution π0

i of θi. The original Thompson sampling estimates a posterior
distribution πt−1

i of θi for each arm i at each time step t, and chooses an arm.
The proposed algorithm is described as follows:

ThompsonSampling-CB:
1. For each arm i ∈ At,
(1) Calculate the posterior distribution πt−1

i of θi using all the rewards
obtained by time step t.

(2) Sample θ̂i ∼ πt−1
i .

(3) Calculate the expected mean for given θ̂i: μ̃t
i = EP [X|i,θ̂i]

[X].
2. Count the number of arms i with μ̃t

i at least θ, Bt = |{i ∈ [K]|μ̃t
i ≥ θ}|.

3. Select arm it =

⎧
⎪⎨

⎪⎩

arg max
i∈At

μ̃t
i (when Bt ≥ λ)

arg min
i∈At

μ̃t
i (when Bt < λ)

For comparison, we examine the following arm selection policies as well.

UCB-CB:
Select it = arg max

i∈At

μ̂i(t)+
√

1
2ni(t)

log t
Successive Elimination-CB:
Select it = arg min

i∈At

ni(t)

In both arm selection policies, if more than one argument satisfy the condi-
tion, one of them is chosen arbitrarily. As one of comparison methods, we select
UCB algorithm because it is the best performer for good arm identification prob-
lem [4], whose problem setting is most similar to the setting of our one-threshold
classification problem.
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5 Experiments

In this section, we show the result of comparison experiments for the three
algorithms that we proposed in Sect. 4.2.

The stopping time of Algorithm 1 using ThompsonSampling-CB is com-
pared with those using UCB-CB and Successive Elimination-CB for the one-
threshold classification bandits with positive δ that is reduced from classifica-
tion bandits instances. In this experiment, we fixed parameters K, θ, pTN, pTP, δP

and δN of the original classification bandits instances as K = 20, θ = 0.5,
pTN = pTP = 0.95 and δP = δN = 0.1. Expected reward μi of arm i is taken from
a uniform distribution over [0, θ] for negative arms and [θ, 1] for positive arms.
The distributions of reward are Bernoulli distribution. For N1 = 0, 1, . . . , 14,
N2 = N1 + 5 and the cases with just 5, 10, 15 positive arms, we reduced each
problem instance to the corresponding one-threshold problem with parameters λ
and δ, and measured the stopping time (the number of samples) of Algorithm1.

The results are shown in the upper left, the upper right and the lower left
graphs for the cases with just 5, 10, 15 positive arms, respectively, of Fig. 2. For

Fig. 2. Average stopping times (the number of samples) over 100 runs of Algorithm 1
using three arm selection policies for one-threshold classification bandits instances with
parameters λ and δ reduced from classification bandits instances with parameters K =
20, θ = 0.5, pTN = pTP = 0.95, δP = δN = 0.1, N1 = 0, 1, . . . , 14 and N2 = N1 + 5.
y-axis is ‘log’ scale. The upper left, the upper right and the lower left graphs are results
for the case with just 5, 10, and 15 positive arms, respectively.
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these three graphs, we can see ThompsonSampling-CB always stops earlier than
SuccessiveElimination-CB and always stops earlier or in time comparable to
UCB-CB. The performance of UCB-CB is poor when the output should be
“negative” because UCB-CB tries to select positive arms with higher priority.

6 Conclusion and Future Works

In this paper, we presented an algorithm to reduce classification bandits prob-
lem based on an imperfect classifier with nonnegligible false-positive and false-
negative rates into a one-threshold classification bandits problem under the
allowed error rate δ. The parameters of true negative and positive probabili-
ties pTN, pTP, and the number of arms K are supposed to be given in actual
applications. Then the question here was whether we can still discriminate the
number of bad arms is at most N1 with probability at least 1 − δN or at least
N2 (> N1) with probability at least 1 − δP . Usually confidence parameter δ
required for bandits algorithms is the same as a given parameter itself, but in
classification bandits, the confidence parameter δ required for the transformed
one-threshold classification bandits is smaller than given parameters δN and δP

for original classification bandits. Our reduction theorem enables us not only
to provide the error rate δ smaller than originally given δP and δN but also to
suggest whether it is difficult to find algorithm satisfying the given confidence
level when δ < 0.

For future work, we plan to apply our algorithm for classification bandits to
interactive measurement by Raman microscope for differentiating cancer cells
and non-cancer cells, where no one can identify whether each cell is cancer or
not with 100% accuracy (at best 80–95% for example). Theoretically there exists
some room to improve the algorithm such as selection policy although in our
simulation through Thompson sampling was found to be superior in performance
to the algorithms based on UCB and successive elimination.
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Abstract. In the current paper, we will present the results of our shared
task at The First Workshop & Shared Task on Scope Detection of the
Peer Review Articles (SDPRA) collocated with PAKDD 2021. It aims
to develop system(s) which can help in the peer-review process in the
initial screening usually performed by the editor(s). We received four
submissions in total: three from academic institutions and one from the
industry. The quality of submission shows a greater interest in the task
by the research community.

1 Introduction

In recent years, scientific articles are published at a rapid rate and can be
accessed using search capability of scholarly search engines like Google Scholar1,
dblp2, among others. This continuous growth help the researchers in getting
the recent developments in the respective domain [3] as well as discovering new
research dire. But before publishing, peer review is the widely accepted method
for the validation of the submitted papers to the conferences/journals. In the aca-
demic peer review process, the first stage begins at the editor’s desk where task
is to identify the in-scope and out-of-scope articles and then reject out-of-scope
submissions or in other words, it is the job of the editor, who is also an expert
in the particular field to take decisions whether an article should be rejected
without further review or forwarded to expert reviewers for meticulous evalua-
tion. Some of the common reasons for rejection are due to paper’s language and
writing/formatting style, results are not better than state-of-the-art, method is
too simple (seriously? Isn’t that a good thing?), too narrow or outdated or out
of scope, among others.

Without any automatic system, the Editor may spends a substantial amount
of time in finding the appropriateness of the submitted article or before passing
it to the reviewers for review purpose. Inspite of having good quality of the
submitted articles, many articles got rejection because of their out-of-score [18].
1 https://scholar.google.com/.
2 https://dblp.uni-trier.de/.
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https://doi.org/10.1007/978-3-030-75015-2_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-75015-2_7&domain=pdf
https://scholar.google.com/
https://dblp.uni-trier.de/
https://doi.org/10.1007/978-3-030-75015-2_7


74 S. M. Reddy and N. Saini

Machine learning and artificial intelligence methods make it possible to iden-
tify the in-scope and out-of-scope of the scientific publications. However, in order
to improve the performance of these methods and to carry out the experiments,
researchers needs to access and use of large database of scientific publications.
This shared task aims to bring undergraduate and master students, NLP/ML
researchers and from other backgrounds who: (a) have a deep interest in mining
scientific articles; (b) develop novel methods that able to improve the perfor-
mance. The purpose of the shared task is to provide a platform for developing
and evaluating such models. To this end, the shared task provides a dataset
covering a broad range of topics within the computer science. The importance
of the shared task can be easily understood from the recent papers [6,11,17].

In this paper, we present the task description, dataset, discussion about the
participating systems followed by their results and insight from shared task.

2 Problem Definition and Datasets

This shared task focuses on identifying topics or category of scientific articles,
which helps in pre-screening of the scientific articles at the Editor’s desk to decide
whether the article is out-of-score or not. For this task we collected a total of
35000 abstracts of the scientific article in computer science domain from ARXIV.
Given an abstract of a paper, the objective of the shared task is to classify it into
one of the 7 predefined categories listed in Table 1. The dataset is divided into
training, validation and testing set. The statistics about the datasets is shown
in Fig. 1. We have openly released our datasets at http://dx.doi.org/10.17632/
njb74czv49.1 as a part of Mendeley data [16].

Table 1. Pre-defined categories for scientific article classification and their description.
Here, Abb. means abbreviation of the categories used in this paper.

Category Name Abb. Description of the category

Computation &
Language(CL)

CL It can be defined as an application of computer science to the
analysis, synthesis and comprehension of written and spoken
language.

Cryptography &
Security(CR)

CR In this category, secure communication related articles are
included.

Distributed & Cluster
Computing

DC It refers to the application of cluster and distributed computing
systems in order to leverage processing power, memory, etc., of
any computing system for an increase in efficiency.

Data Structures &
Algorithms

DS It refers to the study of using an entity that stores and organizes
data in order to develop algorithms that help to decode and
optimize computer programs.

Logic in Computer
Science

LO It refers to the overlap between the field of logic and that of
computer science.

Networking & Internet
Architecture

NI It refers to the specification of a network’s physical components
and their functional organization and configuration.

Software Engineering SE It is the systematic application of engineering approaches to the
development of software.

http://dx.doi.org/10.17632/njb74czv49.1
http://dx.doi.org/10.17632/njb74czv49.1
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Fig. 1. Distribution of data

3 Participating Teams

For this shared task, 18 teams have registered, but only 4 were able to submit
their systems and were able complete the final evaluation correctly. Description
about the participated team and their methods are brief described below. The
systems of all the teams are based on supervised techniques.

– UTMN: This team was from University of Tyumen, Russia. The method [8]
developed by this team uses the SciBERT language model [1] along with topic
modeling tool (Latent Dirichlet Allocation [2]) to obtain the good quality of
predictions. Several other language models like RoBERTa [13], PubMedBERT
[9], Topic-informed BERT-based models (tBERT) [14], among others, are also
investigated to analyze the performance.

– IIITT: This system was submitted by the team members from Indian Insti-
tute of Information Technology Tiruchirapalli, India. The authors [10] utilize
the transfer learning-based approach for the scope identification of the scien-
tific articles. They fine-tuned the existing model namely, BERT, RoBERTa,
and SCIBERT using the provided datasets and then, tested on the test
dataset. Their results shows that ensemble approach over the three models
perform the best.

– parklize: The author of this method [15] was from Maynooth University,
Ireland and uses sentence embedding obtained using pre-trained SciBERT
model along with entity embeddings mentioned in the text. The entities in
the abstract are tagged using the TagMe model [5] and then, wikipedia2vec
tool [19] is used to get the embeddings of the entities. For classification, seven
classifiers are used followed by majority-voting ensemble approach.

– FideLIPI: The system by Ghosh et al. [7] developed four different sub-
systems for the shared task and ensemble the predictions of these four sub-
systems. The four sub-systems includes: (a) Abstract (of the scientific arti-
cles) level RoBERTa; (b) RoBERTa based model with additional features
extracted using Latent Dirichlet Allocation [2]; (c) Sentence level RoBERTa
model, and (d) Logistic regression [12] model utilizing features provided by
tf-idf model [4].
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4 Results and Discussion

As our task deals with classification; therefore, the official evaluation metric for
the shared task is kept as weighted-average F1 score which is well-know in the
field of Machine learning.

4.1 Results

Table 2 show the top run of each participating system. Although we allowed
teams to submit an unlimited number of runs since this is an offline evaluation
on a blind test set, we only tabulate the results from the top 3 runs. In order
to compare between the systems, we considered the F1 scores. The ranking of
systems based on their performance is also shown in the first column of Table 2. It
has been observed that the system UTMN obtained the first rank and FideLIPI
obtained the second rank. All teams have utilized transformer-based language
models to develop their systems.

All systems shown to have a good performance. We have noticed that high
classification performance of the abstracts are due to the use of single domain
like computer science and also due to creating the test set from same sources
as development and training. From a language perspective, most of the systems
utilized transformer based language models, some even used pre-trained models
on scientific corpora. However, we believe that more efforts should be focused
developing computationally simpler models. In the future we plan to extend this
corpus to different discipline & domains like history, astro-physics, etc., with the
hope that SDPRA will help foster further research in this domain.

Table 2. The results reported by different submitted systems and their ranking

Rank Team name F1 Score

Run 1 Run 2 Run 3

1 UTMN 0.9370 0.9354 0.9382

2 FideLIPI 0.9293 0.9122 0.9163

3 IIITT 0.9227 0.9156 0.9246

4 Parklize 0.9173 0.9206 0.9151

4.2 Code Reproducibility

To improve code reproducibility and transparency in scientific community, all
shared task participants are asked to submit their systems to our Github Repos-
itory3. The codes are open to use for the scientific community.

3 https://github.com/SDPRA-2021/shared-task.

https://github.com/SDPRA-2021/shared-task
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5 Conclusion and Future Scope

The first shared task on ‘Scope Detection of the Peer Review Articles’ comprises
identification of in-scope and out-of-scope categories using only the abstract of
the arxiv articles. We received four submissions. The reported high performance
by different systems shows the high coherence among the abstracts, which needs
expansion by including the abstracts of the other domains. Moreover, most of the
submitted systems were based on utilizing a deep learning-based model, but we
are interested in an elementary and unsupervised model. We are also interested
in collaborating with NLP and AI researchers to interact and discuss the new
tools to be developed for the scope identification.
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Abstract. This paper summarizes our participated solution for the
shared task of the text classification (scope detection) of peer review arti-
cles at the SDPRA (Scope Detection of the Peer Review Articles) work-
shop at PAKDD 2021. By participating this challenge, we are particularly
interested in how well those pre-trained word embeddings from different
neural models, specifically transformer models, such as BERT, perform
on this text classification task. Additionally, we are also interested in
whether utilizing entity embeddings can further improve the classifica-
tion performance. Our main finding is that using SciBERT for obtaining
sentence embeddings for this task provides the best performance as an
individual model compared to other approaches. In addition, using sen-
tence embeddings with entity embeddings for those entities mentioned
in each text can further improve a classifier’s performance. Finally, a
hard-voting ensemble approach with seven classifiers achieves over 92%
accuracy on our local test set as well as the final one released by the
organizers of the task. The source code is publicly available at https://
github.com/parklize/pakdd2021-SDPRA-sharedtask.

Keywords: Text classification · Word embeddings · Sentence
embeddings · Entity embeddings

1 Introduction

Text classification is a crucial task in Natural Language Processing (NLP) with a
wide range of applications such as scope detection of scholarly articles [5], senti-
ment classification [7], and news topic classification [11]. For example, identifying
the topics or category of scientific articles, can help us efficiently manage a large
number of articles, retrieve related papers, and build personal recommendation
systems. In this report, we present the details of our solution for scholarly text
(abstract) classification in the context of a shared task at the SDPRA (Scope
Detection of the Peer Review Articles) workshop [8]1 at PAKDD 2021. By par-
ticipating this task, we are particularly interested in understanding (1) how good
1 https://sdpra-2021.github.io/website/.
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the transfer learning performance is based on pre-trained transformer networks
designed for sentence/text embeddings, and (2) whether entity embeddings for
those mentioned entities in a text help to improve the classification performance.

1.1 Task Description

The shared task is a multi-class classification problem, which aims to classify
each given abstract of a scholarly article into one of seven classes. Overall, there
are 35,000 abstracts in total where 16,800 for training, 11,200 for validation,
and 7,000 for final testing [9]. Table 1 shows the distribution of each class of the
dataset.

For final submission, each participated team allows to submit results with
three different runs in which the best-performing result will be chosen for the final
ranking. The official evaluation metric for the shared task is weighted-average
F1 score2.

Table 1. Dataset statistics.

Class Train Validation Test

Computation and Language (CL) 2,740 1,866 1,194

Cryptography and Security (CR) 2,660 1,835 1,105

Distributed and Cluster Computing (DC) 2,042 1,355 803

Data Structures and Algorithms (DS) 2,737 1,774 1,089

Logic in Computer Science (LO) 1,811 1,217 772

Networking and Internet Architecture (NI) 2,764 1,826 1,210

Software Engineering (SE) 2,046 1,327 827

Total 16,800 11,200 7,000

2 Proposed Approach

Figure 1 illustrates a simplified architecture of a base model where a set of base
models can be used for an ensemble approach. The key intuition is that maximiz-
ing transfer learning via pre-trained sentence encoders available on the Web so
that we can obtain text (abstract) embeddings via those models in a straightfor-
ward manner. Afterwards, we can train our separate FNNs (Feed-forward Neural
Networks) on top of those text embeddings for our classification task.

2.1 Pre-trained Sentence Encoders

In the following, we briefly introduce different pre-trained sentence encoders used
in our approach.
2 https://scikit-learn.org/stable/modules/generated/sklearn.metrics.f1 score.html.

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.f1_score.html
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Sentence Transformers. Sentence-BERT [10] is a modification of the BERT [3]
network using siamese and triplet networks that are able to derive semantically
meaningful sentence embeddings. SentenceTransformers3 is a Python framework
for state-of-the-art sentence and text embeddings. The models in SentenceTrans-
formers are based on transformer networks like BERT and RoBERTa, and to
facilitate transfer learning, the framework also provides a wide range of pre-
trained sentence transformers which can be used for encoding a sentence/text.
Therefore, we tested and used some of the pre-trained sentence transformers
to encode each abstract, and used those encoded sentences (embeddings) as an
input to additional FNNs for our task. The list of used model names can be
found in Table 3.

SciBERT [1]. Although the pre-trained models in SentenceTransformers can be
directly used for obtaining abstract embeddings for our task, they are trained
on general domain corpora such as news articles and Wikipedia, which might
have some limitations for the obtained embeddings as the domain of our task
is the Computer Science domain. In contrast to those aforementioned sentence
transformers, SciBERT is trained on papers from the corpus of the Semantic
Scholar4 which contains 1.14 million papers with 3.1 billion tokens using the full
text of the papers for training.

Universal Sentence Encoder [2]. Similar to sentence transformers, this approach
also provides the functionality for encoding sentences into corresponding embed-
dings that specifically target transfer learning to other NLP tasks. The model
(universal-sentence-encoder/4 in Table 3) is available in Tensorflow Hub5,
which is a repository of trained machine learning models ready for fine-tuning
and deployable anywhere.

Encoding Text with Entity Embeddings. Motivated by the recent studies, which
have shown that leveraging entities mentioned in a short text improves text clas-
sification performance [11,12], we obtain text embeddings via the set of entities
mentioned in them. There are four main steps in this process.

1. Wikipedia entities mentioned in a text are extracted using TagMe [4]. Figure 2
shows the set of extracted Wikipedia entities using TagMe from a given
abstract. In addition to an entity, TagMe also provides its confidence score,
e.g., Graph (discrete mathematics):0.43.

2. For each entity, we obtain pre-trained corresponding embeddings provided
from wikipedia2vec [14]. wikipedia2vec is a tool used for obtaining embed-
dings of words and entities from Wikipedia, and also provides pre-trained
word and entity embeddings6.

3 https://www.sbert.net/.
4 semanticscholar.org.
5 https://www.tensorflow.org/hub.
6 https://wikipedia2vec.github.io/wikipedia2vec/pretrained/.

https://www.sbert.net/
https://www.tensorflow.org/hub
https://wikipedia2vec.github.io/wikipedia2vec/pretrained/
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3. Despite of the efficiency of TagMe for extracting mentioned entities from a
text, some of those extracted entities can be noisy. To cope with this prob-
lem, we further apply k-means clustering approach for those extracted entity
embeddings with two clusters - one relevant cluster with the majority of
related entities for a given text and the other cluster which is noisy - with
the assumption that the larger one should contain the most of high-quality
entities. Therefore, we only consider the entities belong to the larger cluster
and do not consider those in the other cluster.

4. Finally, a text embedding can be obtained with the set of entity embed-
dings for those entities mentioned in the text (abstract) via a weighted mean
pooling. That is, the entity embeddings are weight averaged based on their
confidence scores where those scores can be treated as attention weights [13].

We use entity-emb to indicate this encoding approach for deriving a text embed-
ding from a raw text. As we can see from Fig. 1, the text embedding obtained
with entity-emb can be optionally concatenated together with another text
embedding obtained via a pre-trained sentence encoder such as SciBERT as an
input to FNNs for classification.

fastText. The base models with pre-trained sentence encoders do not allow fine
tuning of word embeddings in the context of our task. To better understand
whether using those pre-trained sentence encoders provide good transfer learning
quality, we also train a fastText [6]7 text classifier, which is a fast and efficient
text classifier from Facebook using “bag of” tricks. It is often on par with deep
learning classifiers in terms of accuracy, but with many orders of magnitude
faster for training and evaluation.

Hard-voting ensemble. For the final classification with the predictions of multiple
base models, we adopt the hard-voting ensemble. It sums the votes from those
models, and then, the class with the most votes is used as the predicted class.

2.2 Training

We train those base models introduced in Sect. 2.1 using the training set provided
by the challenge organizers with the objective of maximizing the evaluation

Table 2. Dataset statistics where the validation set (11,200) is further split into internal
validation and test sets evenly.

Train Internal validation Internal test Final test

16,800 5,600 5,600 7,000

7 https://fasttext.cc/.

https://fasttext.cc/
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Fig. 1. Simplified illustration of a base model for encoding text into a text embedding
for classification. The components connected via dashed lines are optional.

Fig. 2. Example of applying k-means clustering for the extracted entities of a text with
k = 2. Those entities in the larger cluster–the green one–are chosen while those in the
other cluster are not used. (Color figure online)

metric: weighted-average F1 score. We further divide the validation set into
internal validation and test sets where each set contains 5,600 examples as shown
in Table 2. The internal validation set is used for hyper-parameter tuning if
needed for some base models, and the internal test set is used for testing only
for different base models and ensemble approaches. All experiments are run on an
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Intel(R) Core(TM) i5-8365U processor laptop with 16GB RAM and the Google
Colab 8 environment. The implementation details can be found in our github
repository9.

3 Results

Table 3 shows the classification results on our internal test set using differ-
ent transfer learning approaches. As we can see from the first part of the
table, sci-bert & entity-emb provides the best performance in terms of the
weighted-average F1 score of 0.9158, which outperforms the sci-bert (0.9140).
We also notice similar trends when we incorporate the sentence embeddings
with entity-emb for other models. For instance, distilbert-base-nli-stsb-
mean-tokens & entity-emb improves the weighted-average F1 score over
distilbert-base-nli-stsb-mean-tokens from 0.8496 to 0.8595. This indi-
cates that utilizing entity embeddings can further improve the classification
performance.

The bottom part of Table 3 shows the classification results with ensem-
ble approaches using three different sets of models where the numbers in the
bracket of each ensemble model indicate the base models in the first part of the
table. For instance, ensemble[4,5,7,8,9] indicates the (hard-voting) ensemble
of 4th, 5th, 7th, 8th, and 9th models in Table 3, i.e., distilbert-base-nli-
stsb-mean-tokens, distilroberta-base-msmarco-v2, universal-sentence-
encoder/4, fasttext, sci-bert, and sci-bert & entity-emb, respectively. As
we can see from the table, the hard voting scheme with the classification results
from different base models can further improve the performance. Note that incor-
porating the weakest base model distilbert-base-nli-stsb-quora-ranking
also helped improve the performance as we can see from the three ensemble
approaches. Overall, we observe that the ensemble[4,5,6,7,8,9,10] provides
the best classification performance on our internal test set. These three ensemble
models are used for predicting the labels on the final test set and submission.

Figure 3 further illustrates the confusion matrix using ensemble[4,5,6,
7,8,9,10] on our internal test set. Each cell in the confusion matrix indicates
the number of samples predicted as the corresponding column label which have
the true row label. For example, 570 in the top-left cell indicates 570 samples out
of 5,600 samples (10.8%) in the internal test set have been classified as LO where
LO is the true label. The first cell in the second row shows that 4 (0.07% of the
5,600) samples have been classified as LO using ensemble[4,5,6,7,8,9,10]
where the true label is DC. As we can see from the figure, DS (Data Struc-
tures and Algorithms) and DC (Distributed and Cluster Computing) are the
most confusing labels followed by NI (Networking and Internet Architecture)
and DC. The following abstract shows an example with the ground truth label
as DC and with the predicted label as DS by our approach.

8 https://colab.research.google.com/.
9 https://github.com/parklize/pakdd2021-SDPRA-sharedtask.

https://colab.research.google.com/
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Table 3. Classification results on the internal test set.

No. Model name Weighted-average F1 score

0 distilbert-base-nli-mean-tokens 0.8389

1 distilroberta-base-paraphrase-v1 0.8641

2 xlm-r-distilroberta-base-paraphrase-v1 0.8625

3 roberta-base-nli-stsb-mean-tokens 0.8413

4 distilbert-base-nli-stsb-mean-tokens 0.8496

5 distilroberta-base-msmarco-v2 0.8591

6 distilbert-base-nli-stsb-quora-ranking 0.8228

7 universal-sentence-encoder/4 0.8931

8 fasttext 0.8816

9 sci-bert 0.9140

10 sci-bert & entity-emb 0.9158

11 ensemble[4,5,7,8,9] 0.9201

12 ensemble[4,5,7,8,9,10] 0.9252

13 ensemble[4,5,6,7,8,9,10] 0.9258

Fig. 3. The confusion matrix of classification using ensemble[4,5,6,7,8,9,10] on the
internal test set (with 5,600 samples). Each cell contains the number of samples and
its corresponding percentage of the 5,600 samples for the corresponding predicted and
true labels.
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“We present DegreeSketch, a semi-streaming distributed sketch data struc-
ture and demonstrate its utility for estimating local neighborhood sizes
and local triangle count heavy hitters on massive graphs. DegreeSketch
consists of ...”

As we can see from the example, this abstract is about an article proposing
a data structure in the context of distributed computing, which is difficult to
classify since the label DS also makes sense here.

For the final evaluation of different approaches from participated teams, the
task organizers allow three prediction results on the final test set. We used the
prediction results given by ensemble[4,5,7,8,9], ensemble[4,5,7,8,9,10],
ensemble[4,5,6,7,8,9,10] for the final test set provided by the task organiz-
ers, and our best-performing approach achieves the weighted-average F1 score
of 0.92 on the final test set.

4 Conclusions

This paper shows how the proposed solution with different sentence encoders
powered by transformers together with entity embeddings achieves the best clas-
sification performance in the context of a scholarly text classification task on the
internal test set, which we believe can be generally applied to other text classi-
fication tasks as well. To the best of our knowledge, this is the first work using
both sentence and entity embeddings for a text classification in the context of
shared task or challenge, which might provide interesting insights for designing
solutions for similar text classification tasks or challenges.
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Abstract. This paper describes our transfer learning-based approach
for domain identification of scientific articles as a part of the SDPRA-
2021 Shared Task. We experiment with transfer learning using pre-
trained language models (BERT, RoBERTa, SciBERT), and these are
then fine-tuned for this task. The result shows that the ensemble app-
roach performs best as the weights are being taken into consideration.
We propose improvements for future work. The codes for the best sys-
tem are published here: https://github.com/SDPRA-2021/shared-task/
tree/main/IIITT.

Keywords: Ensemble learning · Transfer learning · Sequence
classification · Transformers

1 Introduction

Over the past few years, there has been an upswing in the number of scientific
articles being published [1]. A study by bibliometric analysts demonstrate that
the number of articles being published is said to be doubled in the next nine
years, that is, 2021 [2]. This results in the need for automated recommendation
systems to keep track of recent advancements in academic domains such as Com-
putational Linguistics (CL), Cryptography and Security (CR), etc. The scientific
articles are classified into relevant domains based on their abstracts. An abstract
is a summary of a research article, thesis review, conference proceeding, or any
in-depth analysis of a particular subject and is often used to help the reader
quickly ascertain the paper’s purpose1.

1 https://en.wikipedia.org/wiki/Abstract (summary).
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This could be achieved by treating it as a sequence classification task in Nat-
ural Language Processing (NLP). Text classification is a common and important
task of NLP to classify text and documents into predefined categories. As the
number of articles build-up, retrieving papers of relevant academic categories
will be cumbersome. This paper tries to address the above issue by classifying
the abstract of scientific articles into predefined domains. The Shared task on
Scope Detection of the Peer Review Articles for SDPRA-2021 emphasises on
sorting scientific articles to store and retrieve a large number of research articles
and in building personal recommendation systems [3]. The task of classifying the
abstracts into seven domains of Computer Science was efficiently performed by
Ensemble Classifier of Pre-trained Transformer-based models which are elabo-
rated in this paper.

2 Related Work

Text classification in the scientific domain can be strenuous due to the absence
of high-quality labelled scientific data in a large-scale. Subject text classification
has been approached using deep neural networks with LSTM units on Wikipedia
articles belonging to 7 subject categories [4] and by categorising them based on
keywords [5]. Unigram and bigram are generated for these keywords on which
query enrichment was used.

Subject classification was also tried using supervised learning by using links
like citations, common authors, and common references to find an interrela-
tionship between them [6]. The need for classifying the abstract sentences into
its primary components in order to promote scientific database querying, sum-
marise literature work, and the benefit in writing new abstracts was recognized
and a deep learning classifier was trained on a repository containing 20 thou-
sand abstracts from the biomedical domain to get impressive F1 scores [7]. There
have also been works in the field of Big Data to retrieve information, extract
document abstracts, or discover patterns to show promising results. Näıve Bayes
classification algorithm served the following purposes on the Turkish scientific
documents which were run on Cloud Computing infrastructure [8].

Ensemble transfer learning is observed to have boosted the classification accu-
racy when the dataset for training is limited [9]. There are studies on Bagging
and Boosting [10], the two methods to produce ensemble which is more accurate
than single classifiers [11]. Different ensemble approaches including ranking algo-
rithms, polarity classifier, and a semisupervised system were used for Twitter
sentiment analysis [12]. Works on predictive ensemble models using two BERT-
based models like RoBERTa and ALBERT were seen to have outperformed the
base model by an improvement of 3% in the F1 score [13].

3 Dataset

The dataset for this task is a collection of 35,000 abstracts of scientific articles
spread over 7 predefined domains of Computer Science [14]. The distribution of
the data is tabulated in Table 1.
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1. Computation and Language (CL)
It can be defined as an application of computer science to the analysis, syn-
thesis and comprehension of written and spoken language.

2. Cryptography and Security (CR)
It refers to the study of techniques for secure communication are included in
this domain.

3. Distributed and Cluster Computing (DS)
It refers to the application of cluster and distributed computing systems in
order to leverage processing power, memory, etc., of any computing system
for an increase in the efficiency.

4. Data Structures and Algorithms (DS)
It refers to the study of using an entity that stores and organizes data in order
to develop algorithms that help to decode and optimize computer programs.

5. Logic in Computer Science (LO)
It refers to the overlap between the field of logic and that of computer science.

6. Networking and Internet Architecture (NI)
It refers to the specification of a network’s physical components and their
functional organization and configuration.

7. Software Engineering (SE)
It is the systematic application of engineering approaches to the development
of software.

Table 1. Dataset Statistics

Category Train Validation Test

CL 2,740 1,866 1,194

CR 2,660 1,835 1,105

DC 2,042 1,355 803

DS 2,737 1,774 1,089

LO 1,811 1,217 772

NI 2,764 1,826 1,210

SE 2,046 1,327 827

Total 16,800 11,200 7,000

4 System Description

4.1 System Architecture

In this section, we consider three kinds of approaches to classify the abstract.
Figure 1 details the system architecture. We now describe how all the different
modules are tied together. The input raw text is preprocessed as described in
Sect. 4.2. The processed text is passed through all models described in Sects. 4.3,
4.4 and 4.5. Finally, the system returns the average of the predicted probabilities
from all models as the output.
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4.2 Data Preprocessing

As the text in the dataset in Table 1 primarily consists of abstracts of scientific
articles, all words are lower-cased. We use the nltk library2 to remove all expres-
sions, equations and numbers, only to retain English words. For tokenization of
the text, we use Huggingface’s AutoTokenizer3 to load the pretrained tokenizer
in accordance with the needs.

Fig. 1. System architecture

4.3 BERT

Bidirectional Encoder Representations from Transformers (BERT) [15] pre-
trained their language models on English Wikipedia (2.5B words) and Book-
Corpus (0.8B words) [16]. The inputs are tokenized using BERT Tokenizer. It
randomly masks 15% of the input tokens to train a deep bidirectional language
model, and then to predict the masked token. This creates deep bidirectional
representations by jointly conditioning on both left and right context in all lay-
ers. It is pretrained on 2 tasks, Next Sentence Prediction (NSP) and Masked
Language Modelling (MLM).

The maximum length was set to 128, with shorter sequences padded and
longer sequences truncated. Adam algorithm with weight decay fix algorithm
[17] is used as the optimizer. We use the PyTorch implementation using the
pre-trained BERT model bert-base-uncased from Huggingface4. The learning

2 https://www.nltk.org/.
3 https://huggingface.co/transformers/model doc/auto.html#autotokenizer.
4 https://huggingface.co/transformers/pretrained models.html.

https://www.nltk.org/
https://huggingface.co/transformers/model_doc/auto.html#autotokenizer
https://huggingface.co/transformers/pretrained_models.html
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rate is set to 2e−5 with Cross-Entropy Loss as the loss function defined below:

LCE =
C∑

i

ti log(si)

Where ti and si are the ground truths for each class i in C. We use the same set
of parameters for our other experiments.

4.4 RoBERTa

A Robustly optimized BERT pretraining approach (RoBERTa) [18] follows the
architecture of BERT. RoBERTa was designed to create a dynamic mask in
which the generated masking pattern changes every time the input sequence is
fed in. This played a critical role during pretraining. The encoding used was
Byte-Pair encoding (BPE), which is a hybrid encoding between character and
word level encoding which allows easy handling of large text corpora, meaning
it relies on sub-words rather than full words. The primary step is to use the pre-
trained BERT tokenizer to first cleave the word into tokens. Then, we add the
special tokens needed for sentence classification ([CLS] at the first position and
[SEP] at the end of the sentence). After special tokens are added, the tokenizer
replaces each token with its id from the embedding table which is a component
we obtain from the pre-trained model. As this approach is task-specific, the first
vector (the one associated with the [CLS] token) is passed on to a linear layer
for classification.

4.5 SciBERT

We then tried using domain-specific variants of BERT and SciBERT [19]. SciB-
ERT is a pretrained language model developed to address the lack of large anno-
tated data in the scientific domain. This language model is based on BERT
[15]. SciBERT was trained on 1.14M scientific papers, 15% in the domain
of Computer Science and 85% in Biology. Sci-BERT consists of a custom-
made vocabulary (Sci-Vocab), primarily consisting of frequently observed words
and subwords in the scientific text which differ from those that may occur
in the general domain text [20]. We used Allenai’s5 pretrained model scib-
ert scivocab uncased hosted on huggingface’s Model interface.

4.6 Ensembling

The prior probabilities of the predicted labels are computed as shown in
Fig. 2. We combine the probabilities of all models above by the following two
approaches:

5 https://allenai.org/.

https://allenai.org/
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Fig. 2. Computing prior probabilities of the predicted labels

– Average of probabilities (E1)
Taking the unweighted average of the posterior probabilities for these models,
and the final prediction is the class with the largest averaged probability. We
use the softmax function to calculate the posterior probabilities.
The softmax function is computed as follows:

e(z)i =
ezi

∑K
j=1 e

zj

– Weighted Majority (E2)
We compute the Pearson correlation between the predicted probabilities to
calculate the weights of each model [21]. Pearson correlation computes the
linear relationship between 2 variables. This is a quantitative method to gauge
model diversity. Weighted correlation is used to calculate the resultant prob-
abilities. Then we compute the weighted average of the 3 models. One of the
main reasons to use correlation methods is to calculate the weighted average
of less correlated, but high performing models. The weights used are 0.3, 0.3
and 0.4 for BERT, RoBERTa, and SciBERT, respectively.
The Pearson’s correlation coefficient (r) between 2 variables x and y is com-
puted as follows:

r =
∑

(xi − x̄)(yi − ȳ)√∑
(xi − x̄)2

∑
(yi − ȳ)2
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Table 2. F1-score on validation set

Model F1-Score

BERT (bert-base-uncased) 0.9031

RoBERTa (roberta-base) 0.9172

SciBERT (scibert-scivocab-uncased) 0.9219

E1 0.9143

E2 0.9229

5 Results and Analysis

All models were trained on 16 GB GPU on Google Colab6 for 10 epochs. We have
developed five models, the results of which are shown in Table 2. We see that all
models retrieved fairly high results. 15% of the corpus on which SciBERT was
pretrained on belonged to the domain of Computer Science. SciVocab is a new
wordpiece vocabulary on the scientific corpus developed using the SentencePiece
library. This was employed contrary to the vocabulary released with BERT −
base. We believe these are the reasons why it outperformed both BERT and
RoBERTa. As RoBERTa uses a dynamic masking pattern which masks the data
differently, it outperforms BERT.

Table 3. F1-score of system runs on test set

Model F1-Score

SciBERT 0.9227

E1 0.9156

E2 0.9246

We experiment with an ensemble approach to check if there is any scope of
improvement in their F1 scores. Table 3 shows the system runs on the test set.
The classification report of the best system is shown in Table 4. We observe that
SciBERT performs better than the system E1. This is due to the correlation
between the models. As BERT, RoBERTa, and SciBERT are all highly reliant
on transformer blocks due to its success over recurrent neural networks [22], the
models are highly correlated. The approaches of averaging the probabilities tend
to work better if the models are less correlated with each other. However, the
system E2 performs better than the two due to the weights being taken into
consideration. E2 was the best system run on the test set.

6 https://colab.research.google.com/.

https://colab.research.google.com/
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Table 4. Classification report of the best system(E2)

Domain Precision Recall F1-score Support

DS 0.99 0.98 0.98 1194

NI 0.91 0.93 0.92 1105

CR 0.84 0.83 0.84 803

LO 0.94 0.93 0.93 1089

DC 0.94 0.93 0.94 772

SE 0.93 0.92 0.92 1210

CL 0.90 0.93 0.91 827

Accuracy 0.92 7000

Macro avg 0.92 0.92 0.92 7000

Weighted avg 0.92 0.92 0.92 7000

6 Conclusion

In this paper, we describe our methods for domain identification of scientific arti-
cles. We have presented three models out of which we achieved the best result
using an ensemble of transfer learning models. We demonstrate that ensem-
bles of transfer learning using pre-trained language models yield the highest
performance. Our work was highly inspired by the exceptional performance of
ensemble models in Kaggle competitions7. The better performance is due to the
diversification or independent nature of the independent models. We explore the
collinearity between the base models in order to compute the weights of each
base model.
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7. Gonçalves, S., Cortez, P., Moro, S.: A deep learning classifier for sentence classifica-
tion in biomedical and computer science abstracts. Neural Comput. Appl. 32(11),
6793–6807 (2019). https://doi.org/10.1007/s00521-019-04334-2

8. Gurbuz, S., Aydin, G.: Classification of scientific papers with big data technologies.
In: 2017 International Conference on Computer Science and Engineering (UBMK),
pp. 697–701 (2017). https://doi.org/10.1109/UBMK.2017.8093504

9. Liu, X., Liu, Z., Wang, G., Cai, Z., Zhang, H.: Ensemble transfer learning algo-
rithm. IEEE Access 6, 2389–2396 (2018). https://doi.org/10.1109/ACCESS.2017.
2782884
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Abstract. This paper describes neural models developed for the First
Workshop on Scope Detection of the Peer Review Articles shared task
collocated with PAKDD 2021. The aim of the task is to identify topics
or category of scientific abstracts. We investigate the use of several fine-
tuned language representation models pretrained on different large-scale
corpora. In addition, we conduct experiments on combining BERT-based
models and document topic vectors for scientific text classification. The
topic vectors are obtained using LDA topic modeling. The topic-informed
soft voting ensemble of neural networks achieved F1-score of 93.82%.

Keywords: BERT · Ensembling learning · Topic modeling · Scientific
text · Scholarly documents · SciBERT · LDA

1 Introduction

Electronic scientific archives and other scholarly document repositories are
sources of a large number of significant facts and valuable research information.
The electonic sources are rapidly expanding. They contain various and mul-
tithematic scientific work. Therefore, the systematization of stored documents
is an important task of natural language processing (NLP) and informational
retrieval.

This paper describes our system presented at the First Workshop & Shared
task on Scope Detection of the Peer Review Articles collocated with PAKDD
2021. The shared task aimed at identifying topical categories of scientific arti-
cles. Our system is an ensemble of transformer-based and topic-informed neural
models. We use both SciBERT language model and Latent Dirichlet allocation
(LDA) topic modeling to increase the quality of classification. During the final
stage of the competition, our model achieved 93.82% of the weighted F1-score.

The paper is organized as follows. A brief review of related work is given in
Sect. 2. Section 3 provides the main details related to the shared task definition
and the dataset. Section 4 contains the description of the models used. In Sect. 5,
we describe our experiments and results. Section 5 is a conclusion.
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2 Related Work

Electronic archives have considerable potential and wide opportunities for the
development of NLP methods in the field of scientific text classification [6,29],
analysis of their structure [12,32], information extraction [3], and other applica-
tions of computational linguistics for the tasks related to science and education
[41]. Thus, the methods of NLP can both help to assign a new scientific text
to one of the specified categories, and organize a search in a set of existing
documents.

There was also a related previous work on collection of scientific text corpora
for text classification [19,25,31,34,36], summarization [9,30,40], concept under-
standing [11], and citation analysis [8,13]. The organization of competitions and
the publication of shared tasks significantly contribute to the growth of interest
in the scientific field. Thus, in recent years, several competitions [4,10,35,37]
related to the analysis of scientific texts have been held.

3 Shared Task

3.1 Task Definition

The task focused on identifying topics or category of scientific articles. The
sources of data was 35000 abstracts scientific article (computer science) from
different corpora. Formally, the task is described as follows.

– Input. Given an abstract.
– Output. One of 7 predefined domains.

The official evaluation metric was the weighted-average F1-score. The par-
ticipants were allowed three submissions per team throughout the test phase.

3.2 Dataset

We use the officially provided dataset [27]. This dataset includes abstracts of
scientific articles in 7 research areas. The distribution of the data is shown in
Table 1.

As can be seen from the table above, the number of annotations in categories
is not the same. The “Sum” column shows the total number of texts for the
research area. It can be seen from the data in Table 1 that Networking and
Internet Architecture (2764 texts in the training set and 5800 texts in total)
and Computation and Language (2740 texts in the training set and 5800 texts
in total) are majority classes. The minority class is Logic in Computer Science
(1811 texts in the training set and 3800 texts in total). Thus, the number of
texts in the largest category are more than one-and-one-half times greater than
the number of texts in the smallest category.
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Table 1. Statistics of the dataset.

Category Train Validation Test Sum

Computation and Language (CL) 2740 1866 1194 5800

Cryptography and Security (CR) 2660 1835 1105 5600

Distributed and Cluster Computing (DC) 2042 1355 803 4200

Data Structures and Algorithms (DS) 2737 1774 1089 5600

Logic in Computer Science (LO) 1811 1217 772 3800

Networking and Internet Architecture (NI) 2764 1826 1210 5800

Software Engineering (SE) 2046 1327 827 4200

Total 16800 11200 7000 35000

4 Methodology

We compared several scope detection models. All these models are based on
the transformer architecture which is state-of-the art for many NLP tasks. In
addition, language models trained on specific domain datasets are often superior
in quality to models based only on general corpora for various narrowly defined
tasks (in particular, it was shown in [1,15,22,33], see also a survey [39]). Below
is a list of the evaluated models.

– BERT [7]. BERT is a language representation model presented by Google,
which stands for Bidirectional Encoder Representations from Transformers.
BERT-based models show great results in many natural language processing
tasks. In our work, we used BERT-base-uncased, which is pretrained on texts
from Wikipedia.

– RoBERTa [18]. RoBERTa is a robustly optimized BERT approach intro-
duced at Facebook. Unlike BERT, RoBERTa removes the Next Sentence Pre-
diction task from the pretraining process. RoBERTa also uses larger batch
sizes and dynamic masking so that the masked token changes while training
instead of the static masking pattern used in BERT. We experimented with
RoBERTa-large.

– SciBERT [2]. SciBERT is a BERT-based model trained on scientific texts.
The training corpus was a set of papers taken from Semantic Scholar. The
authors used the full text of the papers in training, not only abstracts. The
size of the training corpus was 1.14M papers, 3.1B tokens. SciBERT also has
its own wordpiece vocabulary (scivocab) that was built to best match the
training corpus. In our experiments, we used SciBERT-scivocab-uncased.

– PubMedBERT [16]. This model is pretrained from scratch using abstracts
from PubMed. PubMedBERT achieves state-of-the-art performance on sev-
eral biomedical NLP tasks related to biomedical language understanding.
The training corpus for this model is out of the computer science domain,
but we evaluated this model because it was trained on scientific abstracts. In
our work, we experimented with BiomedNLP-PubMedBERT-base-uncased-
abstract.



Identifying Topics of Scientific Articles with BERT 101

– Topic-informed BERT-based model. This model combines forces of
BERT-based transformers and topic modeling approaches. We were inspired
by [24] where a topic-informed BERT-based architecture (tBERT) was
applied to the task of semantic similarity detection. We made an attempt to
adapt this approach for scope detection in the scientific domain. The archi-
tecture we used is shown in Fig. 1.
As can be seen from the figure, the concatenation of the text embedding
derived from the BERT-based model and the document topic distribution
obtained with topic modeling is an input layer for the topic-informed feedfor-
ward neural network (FNN).

Fig. 1. The architecture of the topic-informed BERT-based model.

5 Experiments and Results

We conducted our experiments on Google Colab Pro (CPU: Intel(R) Xeon(R)
CPU @ 2.20 GHz; RAM: 25.51 GB; GPU: Tesla P100-PCIE-16 GB with CUDA
10.1). Each language model was fine-tuned on the training set for 3 epochs and
evaluated on the validation set. The models were optimised using AdamW [21]
with a learning rate of 2e−5 and epsilon of 1e−8, max sequence length of 256
tokens, and a batch size of 8. We implemented our models using Pytorch [23]
and Huggingface’s Transformers [38].

For the topic-informed model, we built an LDA topic model for 100 topics.
The main preprocessing steps were translating to lower case, removing punc-
tuation and digits, lemmatizing, removing extra white spaces, excluding stop
words, and combining common phrases into bigrams. We also used a random
oversampling technique that is able to effectively and low-resource work with
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class imbalance [14]. Random oversampling was applied to all categories except
the majority category in the training set(Networking and Internet Architecture,
2764 texts). The texts of the minority categories were sampled until the number
of examples in all categories was equal. Thus, the final size of the training sample
was 19343 (2764 × 7).

We used Gensim [28] and NLTK [20] Python libraries for text preprocessing
and topic modeling. The random sampling of minority class examples was imple-
mented using Imbalanced-learn [17]. The FNN was implemented using Keras
[5]. It contained two fully-connected hidden layers with 2048 and 1024 neu-
rons, respectively. The activation function for hidden layers was hyperbolic tan-
gent and for the output layer it was softmax. The cost function was categorical
crossentropy. We trained the FNN for 5 epoches.

Table 2. Model evaluation results (%).

Model F1-score (macro) Precision (macro) Recall (macro) Accuracy

BERT 91.4 91.47 91.35 91.76

RoBERTa 92.03 92.07 92.01 92.36

SciBERT 92.91 92.95 92.88 93.19

PubMedBERT 91.75 91.79 91.72 92.08

FNN (SciBERT embeddings) 92.79 92.75 92.88 93.11

FNN (SciBERT embs + document

topics)

92.99 93 92.99 93.28

Table 2 shows the evaluation results for the validation set. Note that we eval-
uated our models using F1-score with macro-averaging while the official compe-
tition metric was the weighted F1-score.

As can be seen from the table above, SciBERT showed absolutely better
results compared to other fine-tuning BERT-based models. However, the best
results on the validation set were shown by the topic-informed FNN model
trained on SciBERT embeddings and document topic vectors. It exceeded the
F1-score of SciBERT by 0.08% and the accuracy by 0.09%. For comparison, we
showed the result of the feedforward model trained only on SciBERT embed-
dings, which is lower than the results of the fine-tuning SciBERT and the topic-
informed FNN.

For final submissions1, we chose SciBERT and the topic-informed FNN
because these models showed the closest and highest results on the validation
set. Each model was trained on both original training and validation sets ran-
domly splitted into train and validation subsets in the ratio of 90:10. Next, we
used a soft voting ensemble of three SciBERT models with random seed values
(Table 3, submission 1), a soft voting ensemble of three topic-informed FNNs
(submission 2), and a soft voting ensemble of the first two models (submission
3).

1 The source code for our models is available at: https://github.com/SDPRA-2021/
shared-task/tree/main/utmn.

https://github.com/SDPRA-2021/shared-task/tree/main/utmn
https://github.com/SDPRA-2021/shared-task/tree/main/utmn
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Table 3. Final results (%).

Submission ID Model F1-score (weighted)

1 SciBERT ensemble 93.7

2 FNN (SciBERT embs + document topics) ensemble 93.54

3 SciBERT and FNN ensemble 93.82

The best result (93.82% of weighted F1-score) was achieved by the third sub-
mitted model. In contrast to the validation set, topic-informed models performed
worse than SciBERT on the test set.

6 Conclusion

In this work, we propose an approach to identifying topic of scientific articles
based on SciBERT, topic modeling, and ensembling learning. Our experiments
confirmed that adding topic modeling features can improve the quality of topical
text classification in the scientific domain. In addition, the topic-informed BERT-
based model performed better than pretrained SciBERT. However, the SciBERT
ensemble showed the higher result than the topic-informed FNN ensemble for
the test set.

The experimental results showed that our solution achieved 93.82% of the
weighted F1-score on test data. For future work, we can experiment with different
topic models and datasets as well as various ensemble architectures.
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Abstract. Many time reviewers fail to appreciate novel ideas of a
researcher and provide generic feedback. Thus, proper assignment of
reviewers based on their area of expertise is necessary. Moreover, read-
ing each and every paper from end-to-end for assigning it to a reviewer
is a tedious task. In this paper, we describe a system which our team
FideLIPI submitted in the shared task of SDPRA-2021 (https://sdpra-
2021.github.io/website/ (accessed January 25, 2021)) [14]. It comprises
four independent sub-systems capable of classifying abstracts of scientific
literature to one of the given seven classes. The first one is a RoBERTa
[10] based model built over these abstracts. Adding topic models/Latent
dirichlet allocation (LDA) [2] based features to the first model results
in the second sub-system. The third one is a sentence level RoBERTa
[10] model. The fourth one is a Logistic Regression model built using
Term Frequency Inverse Document Frequency (TF-IDF) features. We
ensemble predictions of these four sub-systems using majority voting to
develop the final system which gives a F1 score of 0.93 on the test and
validation set. This outperforms the existing State Of The Art (SOTA)
model SciBERT’s [1] in terms of F1 score on the validation set. Our
codebase is available at https://github.com/SDPRA-2021/shared-task/
tree/main/FideLIPI.

Keywords: Scientific text classification · Ensemble learning ·
Transformers

1 Introduction

Due to the ever-increasing number of research paper submissions per conference,
it has become extremely difficult to manually assign appropriate reviewers to a
paper based on their expertise. Improper assignment of reviewer leads to poor
quality of reviews. Thus, an automated system capable of determining which
category a research paper belongs to is necessary to develop. A similar shared
task has been hosted at The First Workshop & Shared Task on Scope Detection

1 https://www.pakdd2021.org/ (accessed January 25, 2021).

S. Ghosh and A. Chopra—Equal Contribution.

c© Springer Nature Switzerland AG 2021
M. Gupta and G. Ramakrishnan (Eds.): PAKDD 2021 Workshops, LNAI 12705, pp. 106–113, 2021.
https://doi.org/10.1007/978-3-030-75015-2_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-75015-2_11&domain=pdf
http://orcid.org/0000-0002-4113-0958
http://orcid.org/0000-0002-9970-8038
https://sdpra-2021.github.io/website/
https://sdpra-2021.github.io/website/
https://github.com/SDPRA-2021/shared-task/tree/main/FideLIPI
https://github.com/SDPRA-2021/shared-task/tree/main/FideLIPI
https://www.pakdd2021.org/
https://doi.org/10.1007/978-3-030-75015-2_11


Using Transformer Based Ensemble Learning to Classify Scientific Articles 107

of the Peer Review Articles (SDPRA-2021) (Collocated with the 25th Pacific-
Asia Conference on Knowledge Discovery and Data Mining1 (PAKDD-2021))
[14]. This paper narrates the approach our team FideLIPI followed while par-
ticipating in this challenge. It is structured into five main sections. This section
introduces readers to the problem that we have tried to solve, related works that
have been done previously and our contributions. The next section familiar-
izes readers with the dataset, pre-processing and feature engineering steps. The
section following it describes the system we developed and how we generated the
submissions we have made. The subsequent section discusses the experiments we
performed and their results. After that, we conclude the paper by revealing our
plans to improve the system further.

1.1 Problem Description

Given an abstract A of a scientific article, we need to assign one of the seven
classes (CL, CR, DC, DS, LO, NI, SE)2 to it.

1.2 Related Works

Beltagy et al. in their paper [1] propose SciBERT which is a language model
trained specifically for scientific articles. They outperformed the BERT [7] base
model in domains like Bio-medicine and Computer Science. In the paper [4]
Cao et al. describe how contents as well as citations can be used to classify
scientific documents. They try out different Machine Learning models like K
Nearest Neighbours, Nearest Centroid and Naive Bayes. One of the pioneering
work has been done by Ghanem et al. [8]. While participating in KDD CUP
2002 (Task 1) they proposed a novel method for extracting frequently appearing
keywords. They use these patterns as input to a Support Vector Machine (SVM)
classifier [6]. Borrajo et al. [3] studied how over-sampling, under-sampling, use of
dictionaries help in classifying scientific articles relating to bio-medicine. They
mainly dealt with three kinds of classifiers: K Nearest Neighbour, SVM and
Naive-Bayes. For evaluation, they used Precision, Recall, F-measure and Utility.
They achieved best results by using sub-sampling along with NLPBA, Protein
dictionaries and a SVM classifier [6].

1.3 Our Contributions

Our contributions are as follows:

– We have developed a system capable of assigning a class to the abstract of a
given scientific article. Our model (F1: 0.928) surpassed the existing SOTA
model SciBERT’s [1] performance (F1: 0.926) in the given validation set.

– For enhancing reproducibility and transparency, we have open-sourced the
system. It is available here3.

2 These abbreviations have been expanded in Table 1.
3 https://github.com/SDPRA-2021/shared-task/tree/main/FideLIPI.

https://github.com/SDPRA-2021/shared-task/tree/main/FideLIPI
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2 Dataset

This section narrates in details the data we are dealing with and the pre-
processing steps we followed.

2.1 Data Description

The dataset [13] for the shared task of The First Workshop and Shared Task
on Scope Detection of the Peer Review Articles (SPDRA 2021) [14] consists of
16,800 training instances, 11,200 validation instances and 7,000 test instances.
They belong to seven classes as described in Table 1.

Table 1. Data Description

Category Train Validation Test

Computation and Language (CL) 2,740 1,866 1,194

Cryptography and Security (CR) 2,660 1,835 1,105

Distributed and Cluster Computing (DC) 2,042 1,355 803

Data Structures and Algorithms (DS) 2,737 1,774 1,089

Logic in Computer Science (LO) 1,811 1,217 772

Networking and Internet Architecture (NI) 2,764 1,826 1,210

Software Engineering (SE) 2,046 1,327 827

Total 16,800 11,200 7,000

2.2 Pre-processing and Feature Engineering

For Model-1 narrated in Sect. 3.1, we keep the raw abstracts as it is and we do
not pre-process them. For Model-2, after converting the abstracts to lowercase,
removing stop words and lemmatizing them, we empirically decide to extract 50
topics using Topic Modelling (LDA) [2]. This is narrated in Sect. 3.2. We used
NLTK4 and Gensim5 libraries to achieve this. As pre-processing steps of Model-3
described in Sect. 3.3, we remove newline characters and extract sentences from
abstracts of scientific articles using Spacy6 library. For Model-4 mentioned in
Sect. 3.4, we remove stop words and create TF-IDF based features with n-grams
ranging from 1 to 4. We further ignore the terms with document frequency
strictly lesser than 0.0005. We selected these hyper-parameters through experi-
mentation. This resulted in 22,151 features.

4 https://www.nltk.org/ (accessed January 25, 2021).
5 https://radimrehurek.com/gensim/ (accessed January 25, 2021).
6 https://spacy.io/ (accessed January 25, 2021).
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3 Methodology

In this section, we describe each of the sub-systems/models which are ensembled
to create the final system. Moreover, we elucidate the process we followed to
generate each of the three submissions we have made.

NOTE: All of the hyper-parameters mentioned in this section have been
obtained through rigorous experimentation described in Sect. 4.1. The hyper-
parameters of the RoBERTa [10] models used here are mentioned in Table 3.

3.1 System Description of Model-1 (RoBERTa)

It is a RoBERTa [10] based model built on the raw text corpus of the abstract.
Its task is to predict probability of each of the given classes. We finally select
the class having maximum probability.

3.2 System Description of Model-2 (RoBERTa+LDA)

This model is similar to the one described in Sect. 3.1. It additionally takes 50
Topic Modelling (LDA) [2] based features. Additional dropout of 0.3 is imple-
mented in the classification layer of this RoBERTa [10] model.

3.3 System Description of Model-3 (RoBERTa on Sentences)

In this model, instead of considering the whole abstract as input, we split it into
individual sentences. Sentences having a number of tokens greater or equal to
ten are considered while training the RoBERTa [10] based model. While scoring
the validation set we considered only those sentences which have a number of
tokens greater or equal to six. These numbers have been obtained empirically.
To decide the final label of a given abstract, we add the logarithmic probabilities
of predictions of the individual sentences for each of the seven classes. We then,
select the class for which this value is maximum.

3.4 System Description of Model-4 (TF-IDF + Logistic Regression)

This is a simple logistic regression model built using scikit-learn7 library over
22,151 TF-IDF features. Its hyper-parameters are as follows: maximum number
of iterations = 100, penalty = l2, tolerance = 0.0001.

3.5 Submissions

As per the rules of this shared task, each team could submit at-most three sets
of predictions for the test set. Our first submission is an ensemble of all the four
models described above using majority voting technique. It has been depicted
in Fig. 1. In this technique, the class which gets the maximum number of vote
is selected as the final class. Whenever there is a tie between two classes, we
randomly choose one of them. The second and third submissions are results of
Model-2 (refer to Sect. 3.2) and Model-4 (refer to Sect. 3.4) respectively.
7 https://scikit-learn.org/ (accessed January 25, 2021).

https://scikit-learn.org/
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Fig. 1. Ensemble Model Architecture. Em = Embedding, Tm = Topic Models, FC =
Fully Connected Layer, C1 to C2 are the classes corresponding to CL, CR and so on

4 Experiments, Results and Discussion

4.1 Experimental Setup

We started with zero-shot learning [5] and pre-trained models like BERT [7],
RoBERTa [10] and T5 [12], since the transformer-based pre-trained models are
producing state-of-the-art results on most of the Natural Language Process-
ing (NLP) tasks. We used text classification module of the Simple Transformer
library8 to run the multi-class classification using the BERT [7] model. The Sim-
ple Transformer library provides an easy interface to run different NLP tasks
while using the HuggingFace [15] Transformers at the back-end. We fine-tune
the underlying pre-trained model while training it for the task. We ran classi-
fication using BERT-base [7] for 10 epochs and saved model after each epoch.
Based on the saturation of validation set performance improvement, we chose
the right epoch for both the models.

T5 [12] uses both encoder and decoder parts of the transformer. Although
both input and output of the model need to be text sequence, it can still be
used effectively for the text classification task. We utilized the T5 Model [12]
class of Simple Transformer to train a model in multi-class classification setting
using T5-base [12] pre-trained model. We used the HuggingFace [15] library
for training a classifier using the pre-trained RoBERTa [10] model. We passed
the abstracts through the RoBERTa [10] model and took the embedding of the
[CLS] token which was passed through a classification head set up to train for
multi-class classification.

We decided to perform further experimentation with the RoBERTa [10]
model since it had the best performance among the three vanilla model that
we built. We created a representation of the abstracts using TF-IDF, and LDA
[2] based topic modelling techniques. We combined the LDA [2] and TF-IDF
features with the RoBERTa [10] individually and trained two models. We could
see the slight improvement in the performance when we combined LDA [2] with
the RoBERTa [10] compared to vanilla RoBERTa [10] model. RoBERTa [10] has
a limitation of 512 tokens as input. Many of the abstracts have more than 512

8 https://simpletransformers.ai/ (accessed January 25, 2021).
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tokens. Thus, the part towards the tail of the abstract was not getting utilized for
prediction in these cases. So, we decided to train a sentence level model, where
we first tokenized the abstract into sentences using Spacy. These tokenized sen-
tences were assigned the same token as the abstract they were part of. We then
trained a classification model using this data using Simple Transformer library
with RoBERTa [10] base model. We observed that very short sentences seldom
carry enough information to be able to predict the right class just using their
constituent words. Hence, we built four models first three by not considering
a sentence that had less than 6 and 10 words and the fourth one by taking
all the sentences. We found that the model where we had taken sentences with
more than 10 words did better than all other models. While scoring these mod-
els on the validation data, we scored the individual sentence and averaged the
output probability for all the sentences from an abstract. Then, the class with
the highest average probability was assigned as the prediction for the abstract.
We experimented with the length during the predictions as well and found that
taking sentences with more than 5 words tend to perform the best. Finally, we
bench-marked our model with one an existing SOTA model which is SciBERT
[1].

4.2 Results and Discussion

The results9 we obtained are presented in Table 2. Here F1 refers to the weighted
F1 score. Details relating to models 1, 2, 3 and 4 have been mentioned in the
previous section of this paper.

The hyper-parameters corresponding to the best performing versions of
RoBERTa [10] models described in Sects. 3.1 (RoBERTa-1), 3.2 (RoBERTa-2),
3.3 (RoBERTa-3), BERT [7] model, T5 [12] model and SciBERT [1] model are
mentioned in Table 3. Max. Token is the maximum number of tokens, BS means
the batch size and η represents the learning rate.

While performing the experiments, we observed that the Logistic Regression
model takes the least amount of training time as compared to other transformer-
based models. In each of these models, we saw that the performance was worst
for the class Distributed and Cluster Computing (DC) and it was best for the
class Computation and Language (CL). On analysing Table 2 we see that the
F1 scores are 0.999 on the training set for BERT [7], Model-1, Model-3 and
the ensemble model. However, the ensemble model performs best for Validation
set (F1 = 0.928). We further observe that zero-shot learning (F1 = 0.114 on the
training set and F1 = 0.113 on the validation set) performs worse than all other
models. This is because it has not seen the training data. This also confirms that
generic models do not perform well on close-ended domain-specific tasks.

9 NOTE: The F1 scores corresponding to the test set have been provided by the
SDPRA team after evaluating three of our submissions. Since the number of sub-
missions was restricted to three, we do not have these numbers for the other models
which we have developed.



112 S. Ghosh and A. Chopra

Table 2. Performance of various models. Bold highlights the best performing models.
Underline denotes existing State Of The Art (SOTA) model.

Model Train (F1) Validation (F1) Test (F1)

Zero shot learning 0.114 0.113 –

BERT 0.999 0.898 –

T5 0.977 0.882 –

SciBERT (SOTA) 0.991 0.926 –

Model-1 (RoBERTa) 0.999 0.916 –

Model-2 (RoBERTa+LDA) 0.968 0.919 0.912

Model-3 (RoBERTa on sentences) 0.999 0.913 –

Model-4 (TF-IDF+Logistic Regression) 0.958 0.915 0.916

Ensemble (Model 1-2-3-4) 0.999 0.928 0.929

Table 3. Hyper-parameters of various models

Model Max. Token BS (Train) BS (Valid) # Epochs η Optimizer

RoBERTa-1 512 32 256 13 0.00002 ADAM [9]

RoBERTa-2 512 32 8 3 0.00002 ADAM [9]

RoBERTa-3 512 8 8 10 0.00004 AdamW [11]

BERT 512 8 8 10 0.00004 AdamW [11]

T5 512 8 8 7 0.00100 ADAM [9]

SciBERT 512 32 256 5 0.00002 ADAM [9]

5 Conclusion and Future Works

Analysing the results mentioned in the previous section, we conclude that the
individual models’ performances are comparable. We further observe that the
ensembling technique outperforms existing SOTA model SciBERT [1] on the
validation set in terms of F1.

In future, we would like to experiment by replacing the RoBERTa [10] based
embeddings with SciBERT [1] in the sub-systems mentioned in Sects. 3.1, 3.2 and
3.3. Furthermore, we want to study how replacing the majority voting method of
Sect. 3.5 with a meta classifier or a fully connected dense layer affects the overall
performance. Finally, we shall be working on reducing the model size.
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1 Objectives, Scope, and Contributions

In the last several years, AI/ML technologies have become pervasive in academia
and industry, finding its utility in newer and challenging applications. While
there has been a focus to build better, smarter and automated AI pipelines,
little work has been done to systematically understand the challenges in deter-
mining the readiness of data to be fed to this pipeline. Given a business problem,
questions whose answers are still elusive include: how does one select the right
data from a data source? Is the data collected of the appropriate quality? If not,
what cleaning techniques should be applied, and how to determine if the goals of
data cleaning are achieved? and so on. Researchers and practitioners alike have
increasingly come to the realization that the real-world utility of an ML model is
only as good as the data it has been trained on. Therefore, developing techniques
and frameworks that help us determine the readiness of data for training and
deploying machine learning models is of utmost importance.

Readiness of data for AI has gained significant attention in the recent litera-
ture. Researchers have used state-of-the-art deep learning approaches on classical
problems like missing value imputation [14,15], data cleaning and preparation
[3,5], mitigating the effect of outliers [2], fairness considerations including detec-
tion of bias [10], explainability of data and machine learning models [1] and
the ethical sharing and management of data [7]. Data quality issues can be
induced during different phases of data lifecycle starting from its acquisition
and integration itself [4]. For example, class imbalance or feature sparsity issues
in classification datasets could be a genuine property of the data source or a data
acquisition error. We believe that well established metrics are needed to evalu-
ate the readiness of data [6,8], and different metrics may be needed at different
stages of data lifecycle to enable automated data preparation modules.

The metrics should be explainable and actionable by the different personas
involved in the development of Data and AI lifecycle. For instance, there are data
stewards, data integrator, subject matter experts, business users and others who
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form an integral part of the process and work hand in hand with data scientists.
Each of these roles may require different views into the data readiness aspect [9].
For example, we need tools so that a subject matter expert can easily understand
the issues detected in the data and give suitable suggestions to add domain
knowledge, methods to add this domain knowledge seamlessly into pipeline, and
most importantly tools that can make the most of a subject matter expert’s
time, for example, showing representative samples to the SME, and applying
the knowledge to the rest of the dataset [11–13].

The goal of this workshop will be to get researchers working in the fields
of data acquisition, data labeling, data quality, data preparation and AutoML
areas to understand how the data issues, their detection and remediation will
help towards building better models. With the focus on different modalities such
as structured data, time series data, text data and graph data, this workshop
invites researchers from academia and industry to submit novel propositions for
systematically identifying and mitigating data issues for making it AI ready.

1.1 Topics of Interest

Methods of data assessment can change depending on the modality of the data.
This workshop will invite submissions for data readiness for different modalities:
structured (or tabular) data, unstructured (such as text) data, graph structured
(relational, network) data, time series data, etc. We would like to explore state-
of-the-art deep learning and AI concepts such as deep reinforcement learning,
graph neural networks, self-supervised learning, capsule networks and adversarial
learning to address the problems of data assessment and readiness. Following is
a (non-exhaustive) list of topics that are of interest to this workshop:

– Algorithms for explainable data quality detection and remediation for ML
– Automated data cleaning workflows with explanations
– Smarter data visualizations for high dimensional data
– Autolabel datasets from small labels of data
– Label noise detection, explanation and incorporating feedback
– Incorporating domain knowledge for data cleaning and data transformations
– Data privacy and encryption techniques, with impact to ML pipeline
– Outlier (or anomaly) detection and mitigation in data
– Detection of bias in data
– Handling corrupted, missing and uncertain data
– Noisy Data Evaluation and Cleaning Recommendation
– Syntactic Data Validations

2 Proposed Workshop Format and Attendees

This workshop can preferably be conducted as a half day meeting (∼3 h 30 min).
Following is a preliminary format of the workshop:
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– Opening Remarks - 10 min
– Keynote speeches/invited talks (1 talk, 60 min) – 60 min
– Paper presentation (3 papers, 20 min each) - 60 min
– Break - 15 min
– Panel Discussion - 60 min
– Conclusive remarks - 5 min

Our aim is to establish this workshop as a continuing workshop series in top
AI and data mining conferences. There were seven research papers submitted
to this workshop. Each paper got two reviews. Based on the feedback from the
reviewers, we have accepted three papers to be presented in the workshop and
to be published in the proceedings. For each accepted paper, both the reviews
were positive.

3 Expertise and Experience of the Organizing Committee

The quality assessment and readiness of data is fundamental to data mining.
However, formal study of the problem has started very recently. The organizing
committee of this workshop has good amount of experience from both academia
and industry research. We have published research papers, organized tutorials
and demos in AI and data mining conferences (such as KDD 2020, SIGMOD
2020, AAAI 2020, ECAI 2020 and BDA 2020) related to this topic. Members
of the organizing committee have experience in different AI applications and
with multiple data modalities such as structured (tabular) data, textual data,
graph structured data and time series data. Following is the list of the organizing
committee members of this workshop.

– Sambaran Bandyopadhyay, IBM Research AI (https://sites.google.com/
view/sambaranb/home)

– Hima Patel, IBM Research AI (https://www.linkedin.com/in/patelhima/?
originalSubdomain=in)

– Srikanta Bedathur, Indian Institute of Technology, Delhi (https://www.cse.
iitd.ac.in/∼srikanta/)

– Bortik Bandyopadhyay, Apple, Data Science (http://web.cse.ohio-state.edu/
∼bandyopadhyay.14)

– Sameep Mehta, IBM Research AI (https://researcher.watson.ibm.com/
researcher/view.php?person=in-sameepmehta)

– Srinivasan Parthasarathy, The Ohio State University (http://web.cse.ohio-
state.edu/∼parthasarathy.2)

– Shashank Mujumdar, IBM Research AI (https://researcher.watson.ibm.com/
researcher/view.php?person=in-shamujum)

– Nitin Gupta, IBM Research AI (https://researcher.watson.ibm.com/
researcher/view.php?person=in-ngupta47)
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Abstract. Stock exchanges are marketplaces to buy and sell securities
such as stocks, bonds and commodities. Due to their prominence, stock
exchanges are prone to a variety of attacks which can be classified as
external and internal attacks. Internal attacks aim to make profits by
manipulation of trading processes e.g., Spoofing, Quote stuffing, Layering
and others, which are the specific focus of this paper. Different types of
proprietary fraudulent activity detectors are deployed by stock exchanges
to analyze the time series data of trader’s activities or the activity of a
particular stock to flag potentially malicious transactions while human
analysts probe the flagged transactions further. The key issue faced here
is that while the number of anomalous transactions identified can run
into thousands or tens of thousands, the number of such transactions
that can realistically be probed by human analysts would be a small
fraction due to resource constraints. The issue therefore reduces to a
dynamic resource allocation problem wherein alerts that represent the
most malicious transactions need to be mapped to human analysts for
further probing across different time intervals. To address this challenge,
we encode the scenario as a Cooperative Target Observation (CTO) prob-
lem wherein the analysts (modeled as observers) perform a cooperative
observation of alerts that represent potentially malicious activity (mod-
eled as targets) and develop multiple solution approaches in order to
identify malicious activity.

1 Problem Statement

A stock exchange is a facility where stock brokers and traders can buy and sell
securities such as stocks, bonds, commodities, futures and other financial instru-
ments. Buyers and sellers submit their trade orders during the exchange operat-
ing hours abiding to the rules and regulations imposed by the exchange. Stock
exchanges maintain order book in which the buy/sell orders are anonymized
and recorded. There are different type of orders that a stock exchange provides,
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that are either instantaneously executed or retained until specific conditions are
met. The order matching system periodically tries to match buy and sell orders
and if there is a match, the trade is executed i.e., the transaction between the
traders takes place [8]. Two orders are said to be matched if one of them is a buy
order while the other is a sell order and: (a) The buying price is greater than or
equal to selling price (timestamp of the order is used as a tie breaker) and (b)
If the buying and selling volumes match, the transaction is completed between
the buyer and seller and both the orders are marked as completed and removed
from order book. (c) If the volumes do not match, one of the orders is marked
executed while the other is deemed partially executed and remains in the order
book with the new volume set to the difference between the buying and selling
volumes.

Due to their prominence as barometers of economy and the enormous amount
of wealth that gets created, lost or traded, stock exchanges face a great amount
of scrutiny and are prone to a variety of external and internal security attacks
[10,17]. While Cyber security attacks, DDoS attacks, Physical security attacks
and others are common types of external attacks [2,7,14] that aim to bring the
exchange down, internal attacks aim to make profit by manipulating the market
and trades. For purposes of this paper, we focus specifically on internal attacks
[4,9,13] such as Pump and dump, Layering, Wash Trading and others. To tackle
the different types of internal attacks, we encode the scenario as a Cooperative
Target Observation (CTO) problem and develop multiple solution approaches
wherein the analysts modeled as observers perform a cooperative observation of
this potential malicious activity (i.e., malicious trades and traders).

There are a number of players in a stock exchange including individual
traders, stock brokers, high frequency traders (HFTs) and many other financial
institutions that result in millions of transactions per day. All these transac-
tions result in two forms of structured time series data: (i) data based on each
trader’s activity across a particular stock or multiple stocks and (ii) data of
all the traders activity across a particular stock. Both the forms of the data
record high volumes of transactions and the primary focus of this paper is on
the second form of data where analyzing each trader’s activity coupled with
other traders activity across a particular stock is easier. The recorded historical
data can provide valuable information as explored for the CTO problem in [21].
However, due to the high volume of transactions, it is significantly hard for an
exchange to analyze all the order requests placed and track individual trader
activity to check and identify malicious transactions. Different types of propri-
etary fraudulent activity detectors [6,19] are deployed by stock exchanges to
flag malicious transactions. However, these detectors typically flag the potential
malicious transactions as alerts while human analysts are needed to probe these
transactions further to validate their genuineness and identify the appropriate
action to take [5]. Though, the number of alerts generated can quickly become
intractable due to resource constraints.

The problem can therefore be decoupled into the following two sub problems
to do the following:
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– Alert Generation: Detection of potentially malicious trades along with
computation of a severity score to represent the maliciousness.

– A dynamic resource allocation problem wherein alerts that represent the
most malicious trades need to be mapped to human analysts for further prob-
ing across the different time intervals.

2 Cooperative Target Observation (CTO)

Formally as defined in [15], the CTO problem is a tuple <S, O, X> where
S is a two-dimensional, bounded, enclosed spatial region, O is a team of k1
observer agents/robots with observation sensors of limited range (denoted by
sensor range) and X is a set of k2 targets. The goal is to maximize

T∑

t=0

k2∑

j=1

k1∨

i=1

aij(t), given
⋃

oi∈O

sensor range(oi) � S

where aij(t) is 1 if agent/robot oi is monitoring target xj at time t and is 0
otherwise and

∨
is the logical OR operator.

[11] presents a K-means based solution for a decentralized version of the
CTO problem, where each observer acts independently to maximize its own
observation of targets. The CTO problem is defined for a physical space with
physical location coordinates as key parameters while players in a stock exchange
operate in a behavioral space. We therefore map the CTO tuple <S, O, X>
to a behavioral space as follows:

1. S - Models the transaction space i.e., captures each and every transaction
made by all the traders operating within the exchange.

2. O - Human analysts are the observers, where the bandwidth of the analyst
corresponds to the sensor range of the observer.

3. X - Potentially malicious transactions flagged as alerts are the targets.

In behavioral space the trades by default don’t get assigned to an analyst
and hence the first step would therefore be to perform an assignment wherein
we assign the set of flagged trades to different human analysts based on their
skill set. The next step is to prioritize the assigned trades for each analyst based
on the severity score and level of match.

2.1 Generation of Alerts

A generated alert is a tuple consisting of the potentially malicious transaction
along with a severity score identified through anomaly detection. The idea of
anomaly detection is to detect abnormal data points i.e. trades which are unusual
or different from normal trades. While there can be multiple ways to model an
anomaly detector [3], we use the one class SVM (OCSVM) [12] which is a popular
technique used extensively in the anomaly detection literature. In particular, we
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train a SVM to learn a classification function that is negative for regions with
small densities of data points and positive for regions with high density of data
points. We can obtain the optimal classification function f(x) by experimenting
with two different types of kernels namely Linear and RBF kernel.

Feature Extraction: A key step to perform anomaly detection is to do feature
extraction. A transaction is a buy/sell request made by the trader at a particular
time instance. In our case the transactions occur at micro-second level. We define
a trade as a collection of transactions taking place over a particular unit of time,
say a second. We begin the process of feature extraction by acquiring pairs of
<trader, timestamp> for a trade. These pairs uniquely identify a trade made
by a trader and hence act as an index for our trades. We extract a total of
32 features for each pair of <trader, timestamp> and the further details are
omitted due to space constraints.

Severity Score: The classification function provides a classification score and
we classify a trade as non malicious if this value is above 0 and malicious if value
is below 0 (Note that the threshold value 0 can be calibrated according to the
data). The classification score acquired from classification function of OCSVM
is unbounded so we transform the score using function z, where:

z(x, θ) =
1

1 + e−(θ−f(x))

θ in the transformation function is the threshold for the classification function
f(x). The transformed value is in the range 0 to 1 and is referred to as severity
score. The larger the value, the more malicious the trade is. Therefore, the most
malicious trades are closer to 1, while non-malicious trades are closer to 0. This
severity score is then appended to the existing feature tuple for each trade. Thus,
each tuple for a trade is in the form <trade id, trader id, feature vector,
severity score, ground truth>. Collection of all the tuples is denoted by B.

2.2 Trade Level Alerts Generation

The output of alerts generation module is a batch of alerts B which is divided
into several mini batches bt∀t ∈ {1 . . . r} such that each mini batch contains T
tuples. The mini batches are ordered by their starting time and are processed
in iterations. We begin by clustering the trades of a mini batch into M clusters
(to ensure equal distribution of alerts among the analysts) based upon only the
feature vectors present in the tuple, where M denotes the number of analysts
available. To analyze the various batches of trades, we use an iterative K-means
approach which has the following steps:

1. For mini batch bt with trades starting at time t, clustering using K-means is
performed to obtain M centroids (C1

bt
. . . CM

bt
). The clustering is started with

(C1
bt−1

. . . CM
bt−1

) as cluster centers for all mini batches following first mini
batch (i.e., cluster center from previous time step).
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2. Tuples in each cluster are classified as most malicious based on a threshold
on severity scores (thresholds) and then the top tuples are chosen for further
processing by human analysts selected using algorithms discussed in the next
subsection.

3. Steps 1 and 2 are performed iteratively for each mini batch.

Note: For the first iteration i.e. for the first mini batch, the cluster centers are
randomly generated.

The K-means clustering and the process of prioritizing tuples (i.e., choosing
the most malicious tuples) are the two important steps in the process of filtering
out the non-malicious tuples. We implemented the weighted K-means based on
Mahalanobis distance between feature vectors and weighed by the severity scores
of each trade. Here, the cluster is allotted according to dist(x,Cj) × weight[x]
where x denotes the feature vector and Cj denotes the jth cluster center. The
K-means clustering was followed by three approaches to pick the top malicious
tuples. The three approaches we present below to detect the top malicious tuples,
are provided the clusters based on feature vectors as well as the severity score,
trader and ground truth associated with each trade. Following are the details of
the approaches:

1. Top-N Method: For each cluster, we first remove the tuples that have
severity value less than thresholds to ensure that we pick only those which might
be malicious. We then pick a maximum of top N tuples, from the list of tuples
sorted in descending order of severity value. This process is repeated for each
cluster during each iteration (corresponding to each mini batch bt) as part of
Step 2 of the Iterative K-means approach. Next, the top tuples from the clusters
are assigned to one of the M analysts for further analysis.

2. Eligibility Traces based Method: In the trading domain, past severity
values and occurrence of malicious trades by specific traders or in specific circum-
stances in the past, also help to identify with better accuracy the maliciousness
of a trade. Hence, we introduce the notion of eligibility traces to capture past
information during decision making which has its origin in reinforcement learn-
ing literature [20]. From the context of CTO literature, eligibility traces based
method is a new solution technique being introduced in this paper.

In this method, we initialize the values of eligibility scores and the frequency
of each trader to be zero for the first iteration. In subsequent iterations, the
eligibility scores and the frequency of appearance of each trader are updated
and reused in next iteration. The entire process of choosing N tuples from the
cluster A using eligibility traces is presented in Algorithm 1. We can also alter
v1 and v2 in the algorithm and make it favour exploitation or exploration.

3. Explore-Exploit Method: Inline with CTO solution presented in [1],
we build a explore-exploit based model to ensure that when there are iterations
where we are unable to capture malicious behaviour, we explore more with the
expectation to catch malicious behaviour (not caught by the anomaly detector).
To model this approach, we pick 70% of values based on the top-N approach as
presented above while for the remaining 30%, we randomly pick them from the
transactions not picked by top-N and have severity values above thresholds.
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Algorithm 1. Eligibility Traces based Method
Require: transaction-tuples (A) in a cluster, N - the number of tuples to be chosen
1: transaction tuples to be analyzed, H ← φ
2: for i in 1 . . . N do
3: max val ← 0; top tuple ← 0
4: for each tuple <tj , sj> in A do
5: value ← (eligibility[tj ] + freq[tj ] + 1) × sj
6: if value ≥ max val then
7: max val ← new val; top tuple ← <tj , sj>
8: end if
9: end for

10: Remove top tuple from A and add to H
11: for each trader tj do
12: if tj is the trader in top tuple then
13: eligibility[tj ] ← v1 × (eligibility[tj ] + freq[tj ] + 1) × sj
14: else
15: eligibility[tj ] ← v2 × eligibility[tj ]
16: end if
17: end for
18: end for
19: Update frequencies of each trader by number of times of their appearance in A

return H

2.3 Trader Level Alerts Generation

We map the malicious trader detection to a CTO problem, where the analyst is
the observer trying to analyze the traders (i.e. targets) in the domain. Output
of alerts generation module is a trade-tuple for each trade which we divide into
batches of tuples corresponding to T trades as earlier.

Eligibility Score: Since eligibility scores are a measure of eligibility of a trader
to be subjected to further analysis, we use these scores to rank the traders in
the order of their maliciousness instead of performing a trade level analysis.
The eligibility scores obtained over several mini-batches (bts) are used for this
purpose, where the traders with higher scores are ranked higher i.e., trader with
highest eligibility score is ranked One.

Average Rank: In each iteration, we order the traders based on their eligibility
scores and allot them ranks. These ranks are recorded for every iteration. At the
end of last iteration, we take an average of the recorded ranks for each trader.
This results in an order of priority for human analysts.

3 Experiments

3.1 Data Generation

We used a proprietary data generation software owned by a private firm to gener-
ate synthetic trading data. The data generator was capable of generating trading
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Table 1. Datasets

Datasets Transactions Total
trades

Non
malicious
trades

Malicious
trades

Time
(hrs)

Number
of
attacks

Type of
attacks

Dataset 1 100000 37646 28033 9613 7 1 L

Dataset 2 100000 18575 16667 1908 3 1 PnD

Dataset 3 100000 84676 78464 6212 19 1 WT

Dataset 4 100000 53261 48222 5039 9 2 PnD + WT

Dataset 5 100000 39142 33672 5470 6 3 PnD + WT + L

Table 2. Performance of alert generator

Datasets ν γ Threshold Recallag Precisionag Accuracy

Linear rbf Linear rbf Linear rbf Linear rbf Linear rbf Linear rbf

Dataset 1 0.03 0.03 1 0.1 0.00019 6.65 97 95 77 65 80 65

Dataset 2 0.03 0.03 1 0.1 0.0001 5.56 94 96 36 36 36 35

Dataset 3 0.03 0.03 1 0.1 0.00019 39.0 90 95 27 34 28 47

Dataset 4 0.03 0.03 1 0.1 0.00027 14.65 94 98 36 54 39 55

Dataset 5 0.03 0.03 1 0.1 0.00024 8.6 95 99 53 54 52 54

data for stocks from different institutions and could be configured to inject a vari-
ety of - three different attack types (or combinations of those). Along with the
attack types other configurable parameters include number of malicious and
non-malicious traders, the time interval for which malicious trading
data is to be generated and the total volume of transactions between
the traders. The generator outputs two datasets - one dataset contains all the
transactions while the other contains the list of malicious transactions.

3.2 Attack Types

We generate data featuring the three different attacks types, namely Layering
(L), Wash Trading (WT) and Pump and dump (PnD).

1. Layering: Layering [18] is the act of placing multiple visible non-bonafide
orders with the intent of creating a false impression of supply or demand.

2. Wash Trading: A wash trade [18] is a form of market manipulation in which
an investor simultaneously sells and buys the same financial instruments to
create misleading, artificial activity in the marketplace.

3. Pump and dump: Pump and dump [18] is a scheme that attempts to boost
the price of a stock through recommendations based on false, misleading or
greatly exaggerated statements.

Datasets: We performed our experiments on 5 different datasets: The first three
datasets are single attack datasets with the above mentioned attacks. The fourth
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dataset includes Pump and dump and Wash Trade attacks, while the fifth dataset
comprises of all three i.e., Pump and dump, Wash Trade and Layering.

Each dataset contains approximately 100K buy/sell transactions made over
a period of several hours. Details of each dataset are presented in Table 1. The
number of malicious transactions are much smaller than the number of non
malicious ones. One unit of time is set to 1 s and the transactions occur at a
micro second level which map to several thousands of trades.

3.3 Parameters for Alerts Generation Module

The large batch B is fed as input to the alerts generation module. Anomaly
detection process is initiated to compute severity score and proceeds as follows:

1. Training: The process of distinguishing malicious and non-malicious
trades begins with training the OCSVM. The batch B is split into non-malicious
and malicious trades (using ground truth provided by the data generator which
has the list of transactions marked malicious). We train our OCSVM on 80% of
the non malicious trades. The following parameters affect how well our trained
OCSVM will perform: (a) the type of kernel - linear or gaussian (rbf) (b) the
regularization parameter ν (c) the parameter γ

We train using both the linear and rbf kernels and perform Grid search [16]
to identify optimal values for parameters ν and γ for both the scenarios. The
values for the parameters are considered optimal when the value for Recallag

is high, where Recallag for alert generator is defined as the ratio of malicious
trades identified out of all malicious trades in the given batch B. The parameters
obtained for such setting catch most of the malicious trades even if we err on
side of being cautious i.e. non-malicious trade getting classified as malicious. The
search space for γ is [2−4, 24] while search space for ν is selected as [0.01, 0.8] with
step size 0.01. The resulting metrics such as Recallag, precisionag and Accuracy
for alert generator have been stored in Table 2.

2. Testing: We prepare our test data by taking 20% of the non malicious data
i.e. data not used for training and combine it with entire of the malicious data.
We measure performance of the detector on the test data by plotting Recallag

vs false positive rate i.e. the Receiver Operator Characteristics (ROC) curve as
shown in Fig. 1a. We define the false positive rate as the ratio of non malicious
trades misclassified as malicious amongst all trades classified as malicious. We
determine threshold for our classifier based on corresponding highest area under
the curve and recall combination values. We observe that rbf kernel performs
better than linear kernel for most datasets (Table 2).

3.4 Malicious Trader Identification

The following parameters were provided to the algorithm: (a) Number of trades
to be picked (default 5) (b) Number of clusters (default 5) and (c) Severity
Threshold (default 0.5).

We measure the outcome of trade selection on the basis of recall and precision
values. The eligibility traces algorithm has performed better than all the other
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Fig. 1.

approaches in terms of Recalldra. However, it performs poorly on Precisiondra

which is acceptable as we are able to catch most malicious trades. There is a
trade off between Precisiondra and Recalldra, which can be demonstrated by
plotting Recalldra and Precisiondra vs severity threshold, evident in Fig. 1b.

We use three datasets for malicious Trader identification results. The Trader
dataset 1 has four out of seven traders as malicious, while dataset 2 has two out
of seven traders as malicious. The third dataset however has 5 out of 100 traders
as malicious. Each trader dataset has trades with multiple (3) type of attacks
similar to dataset 5 (Table 1). As shown in Table 4, the eligibility traces algorithm
provided the best results over all datasets. We build upon trades identified by
the algorithm to identify the most malicious traders based on their eligibility.
For each mini batch bt we rank the malicious traders using eligibility and take
their average rank across all the mini batches. The parameters (values) set as v1
= 0.25 and v2 = 0.9 support exploration in the eligibility traces algorithm. The
same algorithm can be altered to support exploitation by setting values v1 > 1.0
and v2 closer to 0. In Table 4, we compare results of these two approaches on
different datasets. We introduce another accuracy metric(η) which follows the
formula

η =

(
1 −

m∑

i=1

|pri − tri|
total number of traders

)
× 100

where pr, tr represent average predicted rank and true rank respectively and m
is the number of malicious traders.

Summary of Results: The results for trade based algorithms on multiple
attack dataset are included in Table 3. We find that the eligibility traces algo-
rithm outperforms the other two variants. We also observe that by varying the
M and N , the precision and recall values follow an inverse relationship. This
relationship is shown in Fig. 1b, where each point represents precision and recall
for the pair of number of analysts and number of traders. As the number of
traders and number of trades picked in each bt are increased, recall goes low and
precision goes high. It is observed that parameters supporting exploration work
better when more malicious traders are involved in trading while parameters
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supporting exploitation work better in datasets with less number of malicious
traders. We confirm this finding with the results achieved on Trader dataset 3.

Table 3. Trade based results on Dataset 5 (N = 8, M = 8)

Algorithm Anomalies
(dataset)

Potentially
anomalous

Correctly
identified

False
negatives

False
positives

Recall
(Rdra)

Precision
(Pdra)

Top-n 5470 15739 1824 3646 13915 33 12

Eligibility 5470 22955 4055 1415 18900 74 18

Explore-Exploit 5470 16164 1927 3543 14237 35 12

Table 4. Trader based results on Dataset 5 (N = 5, M = 5)

Dataset Malicious traders Explore score (η) Exploit score (η)

Dataset 1 4 85.71 71.44

Dataset 2 4 71.44 100

Dataset 3 4 36 94

4 Conclusions and Future Work

Aim of this paper is to improve monitoring of malicious activity in a stock
exchange. To address this challenge, we encoded the scenario as a Cooperative
Target Observation (CTO) problem and then introduced three different solution
approaches to perform better observation of malicious trades and subsequently
malicious traders. From the context of CTO literature, Eligibility Traces based
method is a new solution approach being introduced in this paper. We also
developed a simple alerts generation module that uses OCSVM for testing the
performance of our solution. Our results show that: (a) There is a trade-off
between recall and precision and we try to maximize recall in order to optimize
the capture of malicious traders and trades. (b) Eligibility Traces based method
works best achieving both higher recall and precision compared to the other
methods for CTO. (c) While single attack types are easier to handle, it becomes
tougher to identify malicious traders/trades as more attack types get involved.
However, we are able to identify accurately, nearly all the malicious traders across
all datasets. As part of future work, given the open nature of a marketplace
such as stock exchange, we plan to investigate Reinforcement Learning based
approaches to perform dynamic resource allocation.
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Abstract. Data readiness analysis consists of methods that profile data
and flag quality issues to determine the AI readiness of a given dataset.
Such methods are being increasingly used to understand, inspect and
correct anomalies in data such that their impact on downstream machine
learning is limited. This often requires a human in the loop for validation
and application of remedial actions. In this paper we describe a tool to
assist data workers in this task by providing rich explanations to results
obtained through data readiness analysis. The aim is to allow interactive
visual inspection and debugging of data issues to enhance interpretability
as well as facilitate informed remediation actions by humans in the loop.

Keywords: Data readiness · Data quality · Visual analytics ·
Explainability · Interactive data debugging · Human-in-the-loop

1 Introduction

Good quality data is a prerequisite for building efficient machine learning models.
Anomalies or inconsistencies in training data can severely impact model com-
plexity as well as accuracy. This issue is more crucial as data is being created and
ingested from various sources, in different formats at a remarkable velocity. As a
result, data remains susceptible to errors or irregularities that may be introduced
during collection, aggregation or annotation stages. This necessitates profiling
and assessment of data to understand its suitability for machine learning tasks.
We refer to the set of various data profiling, quality assessment operations and
the associated remediations as Data Readiness Analysis to imply the readiness
of a given dataset before it enters an AI pipeline. Figure 1 shows the position-
ing of data readiness assessment in a typical machine learning workflow and the
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interaction of various personas during this process. The primary objective of
conducting readiness analysis on raw data is to get an estimate of data quality
issues upfront so that data workers like data stewards, data scientists, subject
matter experts, or machine learning scientists can get relevant data insights and
take remedial actions to rectify any issues. The figure illustrates how raw data
after ingestion is analysed for quality checks involving human review, as required,
before entering a machine learning pipeline.

In addition to the typical data validation checks like correlation detection,
missing values detection, presence of duplicates, flagging of outliers, and check-
ing for format inconsistencies, data readiness analysis includes more advanced
data profiling operations relevant to machine learning contexts like checking for
class imbalance, identification of mislabelled samples, collinearity checks, pres-
ence of discriminatory features, occurrence of bias and detection of overlapping
points. Such an assessment is accompanied with appropriate remediations or
transformations to be performed on data to rectify the issues identified. This
often involves a human in the loop in the form of a subject matter expert, a
data steward, or a data scientist who has to understand, validate or apply suit-
able modifications. Human supervision is desirable for carrying out such data
modifications over entirely automatic remediations of any required edits.

Fig. 1. Data readiness analysis in a typical machine learning pipeline.

This is because data is a critical asset to any organization, and any changes
or transformations that may impact its characteristics or utility need to be well-
tracked and inspected. The human effort required for validating the data reme-
dial operations is easily the most expensive, tedious and time-consuming factor
in the data readiness workflow. Efforts to make this task easier and faster can
drastically reduce the cost and time expected for data preparation. Data own-
ers and practitioners ought to be provided with meaningful insights into the
output of the data readiness evaluation. This is even more applicable for high
dimensional and predominantly numerical datasets where only table views may
not be so intuitive. It should be the responsibility of data readiness analysis
to help users understand and inspect any data issues prevalent or detected by
the underlying analysis techniques and describe the reasoning behind the deci-
sions or insights provided. One way to achieve this is to include meaningful and
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appropriate explanations of results for end-user review. Explaining the logic and
functioning of underlying methods to the users brings transparency and builds
trust. Similarly, when users are able to understand and explore the results of data
readiness analysis, they are empowered to take more informed decisions regard-
ing application of remedial or suggested actions. This improves their trust and
perception of the analysis performed and eventually ensures that data reme-
diation is conducted in a more reliable and less error-prone manner. Offering
such kind of interpretability is consistent with the agenda of Explainable Arti-
ficial Intelligence (XAI) that seeks to generate explanations and describe the
reasoning behind machine-learning decisions and predictions to support user
understanding and comprehension [8]. There is compelling evidence to indicate
the effectiveness of user interactivity with AI-systems [1] as well as the use of
visual analytics in driving and aiding such interactions [5].

Inspired by this critical line of work and realizing a similar gap in the data
preparation phase of the AI pipeline, we are building an explainability frame-
work to enable Data-Debugging through Interactive Visual Explanations as a
supplement to our efforts in data assessment and readiness analysis [6]. As data
readiness is an umbrella term we use to refer to all operations related to data
profiling, cleaning and quality assessment we review relevant literature in the
following Sect. 2 for setting the right context. However, our focus is mainly on
quality operations and remediations relevant to machine learning tasks which
is why our framework is distinct in terms of the data assessment dimensions
included and user operations permitted. We describe this framework in Sect. 3.

2 Related Work

Various commercial tools exist that give powerful visualizations of common data
issues like outliers, missing values, duplicates, etc. Tableau and Microsoft Power
BI are some of the most widely adopted visualization tools in the industry. They
are easy to use with their drag and drop functionalities and cloud support but
tend to have overlapping features. They primarily depend on users to pick or
generate optimal parameters for visual discovery and interpretations.

Tools such as Wrangler and OpenRefine offer customizable data transforma-
tions further aiding in the data mining process. Wrangler offers an interactive
system for creating data transformations. It combines direct manipulation of
visualized data with automatic inference of relevant transforms, enabling ana-
lysts to iteratively explore the space of applicable operations and preview their
effects [7]. OpenRefine prides itself for turning messy data into usable, clean
data. Users can explore data to see the big picture, clean and transform data,
and reconcile data with various web services [4]. While OpenRefine cleans data,
Wrangler provides means to reorganize data in order to create easy to understand
views. However, both the systems lack at providing any data quality parameters
or their explanations and once again depend on the user to drive their own ML
processes to generate and interpret the views.

Google facets is yet another effort towards putting across a holistic picture
of data at different granularities but lacks at providing data manipulation tools
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to gain further insights. Tensorflow Embedding Projector moves a step forward
as it offers an advanced tool for interactive visualization and analysis of high-
dimensional data using ML techniques such as UMAP, TSNE and PCA. It
provides multiple dimensions of interpretation: Exploring local neighborhoods,
Viewing global geometry and finding clusters and Finding meaningful “direc-
tions” but once again does not go beyond providing structural insights of the
data distribution [11].

We don’t find much related work where systems generate views geared
towards explaining data quality issues specific to ML use-cases like label noise,
class overlap, etc. and providing useful interpretations for the same. Tools like
explAIner [12] and TELEGAM [5] that combine interactive and visual analytics
capabilities for explainable and interpretable analysis of machine learning mod-
els, serve as a motivating example for our work which is a novel effort in the
data readiness analysis space. We anticipate that such a tool will improve the
interpretability of quality metrics and make the functioning transparent.

3 Data-Debugging Through Interactive Visual
Explanations

In this section we introduce an actionable framework for data debugging that
allows inspection of results obtained through data readiness assessment using
interactive visual explanations. Even though we consider structured or tabu-
lar data as a use case here, the principles are scalable to other data formats
like unstructured or time-series data-types. The main objective here is to pro-
vide human understandable explanations in an integrated manner. We combine
elements of visual, textual and tabular data views to create comprehensive expla-
nations of the readiness outputs. The explanations are provided at two levels -
a global level explanation to summarise the results of each dimension or metric,
and an instance level local explanation to allow inspection of individual data
points. The two levels are provided to cater to the requirements and expertise
of the target end user and their specific needs goals.

Both visual and textual aids are used to design supporting explanations so
that it is easier for users to explore and understand the data issues flagged
during data readiness analysis. Using visualization techniques is a quick and
intuitive way of communicating results and illustrating complex information.
Human beings can process visual information faster and more easily which is
why data visualization has been traditionally been a powerful means of uncover-
ing insights from data. Charts and maps of varying complexities are commonly
available in commercial data analysis tools. These tools generally have some
form of a dashboard view customized to relevant data analytics for the intended
audience. Incorporating visualizations in the readiness explanations is therefore
an obvious choice. However, without a supplementary narration, solely graph-
ical or visual displays are open to subjective interpretation. It is possible for
end-users, especially novices, to derive unintended or incorrect data insights
from unaided visual displays. To facilitate accurate understanding, we therefore
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provide accompanying textual explanations in natural language. The purpose
is to explicitly call out the intended insight objectively and leave no room for
misunderstanding or deception. Moreover, combination of visualization and ver-
balization techniques has been found to be a powerful strategy in explainable
ML [10] which is why we are confident of applying the same concept to the data
readiness domain.

We also provide a mapping of the visualization to the actual records in a
tabular format. This has two purposes. One, is to facilitate an integrated view
of the data with the visualization so that the end-user retains the context of
the data space. Two, is to assist in decision-making with respect to relevant
remediations by permitting a scrutiny of actual feature distributions reflected
through the tabular data view. This is important when data is plotted into a
lower-dimensional space for better viewing but the corresponding remedial action
needs a careful consideration of the actual feature values. Figure 2 illustrates the
expected sequence of user interactions when analysing results through this tool.

Fig. 2. Sequence of steps a user may go through during interaction with the tool

Overall, we believe that providing a comprehensive explanation of data readi-
ness analysis should include multiple modalities so that users get a complete per-
spective on the data issues detected. We anticipate the following, not exhaustive,
use-cases for such a tool support:

– Data scientists can use the tool to explore data quality issues related to
statistical properties of data and get more detailed insights rather than just
aggregate numbers.

– Machine learning engineers can preview data issues relevant to their model
building and implementation goals that can further aid them in deciding on
pre-processing steps or model parameters.

– Domain experts/subject matter experts can analyse the results to take more
informed decisions related to corrections/validations as needed.

– Legal or compliance experts can understand and report on aspects like data
privacy or use of personal information using metrics that detect bias or use
of PI.

– Non-technical users like data owners can understand various quality dimen-
sions of their data in a transparent manner through simple interactions with
the tool.
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In the following section, we use label purity as an exemplar metric to illus-
trate the benefit of using effective explanations for remediation of noisy labels
in training data using a prototype implementation of our proposed tool.

4 Example: Label Purity

4.1 What Is Label Purity

Label noise is a complex yet important problem associated with annotated data
used for training machine learning models [3,9]. Real-world data often contains
noisy labels or inconsistent annotations that can have negative consequences
when learning a classifier. The source of this noise can be attributed to imperfect
evidence, patterns that may be confused with the patterns of interest, perceptual
errors or even biological artifacts [3]. The cause is mostly human error resulting
from incomplete information, encoding errors, or subjective variability on the
right label. Irrespective of the source of noise in data, it is established that label
noise decreases the accuracy of predictions, increases model complexity and may
require additional training data for building an efficient model.

In our data readiness framework, Label Purity [6] is a metric that quantifies
the occurrence of label noise in a given dataset. It does so by detecting label
errors in the prediction class and computing a score between 0 and 1 to indicate
the magnitude of label noise, where 1 indicates no noise is present in data.
The metric also provides suggested labels for each data sample flagged as noisy.
Although the suggested labels can be applied automatically, it is preferred and
recommended to obtain due review and validation by subject matter experts or
data owners. This is because remediation of noisy data involves modification of
the original dataset and requires a great degree of confidence and trust in the
algorithms’ prediction of suggested labels. Putting humans in the loop therefore
adds to the robustness and reliability of the process. However this process of
reviewing, verification and approval of problematic samples is tedious and time-
consuming. The two main reasons making this an expensive exercise are false
positives flagged by the algorithm and a lack of effective explanations [2]. We
consider Data-Debugging through Interactive Visual Explanations as a tool to
assist in this task and optimise the productivity of human involvement.

Fig. 3. Label purity results
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Fig. 4. Building explanations for label purity results

4.2 Explanation

In order to rectify noisy labels identified by the label purity metric, a subject
matter expert is taken into the feedback loop. This is to ensure that corrections
and modifications if any are reliable and trustworthy. The expert not only needs
to inspect the results carefully but also understand them so that appropriate
validations or corrections are applied in an informed manner. This is a largely
manual process and currently there is no easy way for a subject matter expert to
review the noisy samples and their predicted labels. This problem is magnified
when the number of noisy samples in large.

This is an apt use case for our tool where a powerful interface is given to
the human expert for analyzing results, reviewing predictions and applying rel-
evant remediation’s. Figure 3 shows the first level of summary results obtained
after running the label purity metric. It shows a score corresponding to amount
of noise detected in data, an explanation of how the score was arrived at and
also a recommendation to run the relevant remediation metric. Figure 4 shows
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an instantiation of how the elements of visualization and data record view are
combined to give the user a comprehensive view of the Label Purity results and
permitted actions in a prototype implementation. The idea is to help human
experts or even data practitioners to navigate the results in the context of actual
data examples. In this figure, data is plotted in a lower dimensional space, specif-
ically a tSNE plot, and noisy samples are highlighted using the star glyph in the
visualization.

Fig. 5. Instance Level Explanations

There is a one to one mapping between the visualization and data records to
present an instance level local explanation to allow inspection of individual data
points. Selecting a noisy data point, transforms both the tabular and graphical
view to showcase corresponding nearest neighbors(10 in this case) accompanied
by textual explanation as shown in Fig. 5. For the selected sample, the textual
explanation in natural language is generated using the template Statement +
Evidence. The statement is a reiteration of the noisy label and the predicted
label. The evidence is compiled using neighborhood analysis to explain the rea-
soning behind the predicted label.

If the global view is insufficient to make the decision, the expert can further
investigate the supporting evidence of each detected instance by selecting one
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Fig. 6. Neighborhood comparisons

of the neighbors presented in the instance level visualization as shown in Fig. 6.
Doing so populates the tabular space accompanying the visualization to high-
light the similarities and differences in features of the selected neighbor from the
instance being investigated. This helps the decision-making process by under-
standing which features bring the instance in question closer to entries of other
classes and if the suggestion by the framework is acceptable. If convinced, the
user can accept the proposed change in the global view for remediation purposes.

Thus, the tool aids the user in navigating the metric results at various levels
of granularity using global and local explanations based on user interactions. We
anticipate that this combination of visual, textual and data views will reduce the
cognitive load for users and the effort required in reviewing. Even though this
use case is based on real insights from data practitioners we do aim to get more
feedback into the actual design and implementation of the interface through
proper user studies in future work.

5 Summary and Future Work

Addressing data quality issues before it enters an ML pipeline allows taking
remedial actions to reduce model building efforts and turn-around times. Data
Readiness Assessment refers to the various data profiling and quality estimation
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metrics that measure the quality of data in a systematic and objective manner.
These metrics quantify the data issues while also suggesting remedial actions
to rectify anomalies. Various data workers or personas are involved in this data
quality assessment pipeline depending on the level and type of human interven-
tion required. We propose to integrate and optimize human in the loop assess-
ment through interactive visual explanations. Data-Debugging through Inter-
active Visual Explanations is a framework that enables interactive debugging
and inspection of data issues through visual and textual explanations. We have
described the proposed implementation using the example of label purity as a
metric for label noise detection. We plan to validate our design assumptions
through proper user studies and also extend this work to other metrics like class
imbalance, overlap, correlation, and other metrics relevant for machine learning
tasks.
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Abstract. Cold start knowledge base population (KBP) is the problem
of populating a knowledge base from unstructured documents. While
neural networks have led to improvements in the different tasks that
are part of KBP, the overall F1 of the end-to-end system remains quite
low. This problem is more acute in personal knowledge bases, which
present additional challenges with regard to data protection, fairness
and privacy. In this work, we use data augmentation to populate a more
complete personal knowledge base from the TACRED dataset. We then
use explainability techniques and representative set sampling to show
that the augmented knowledge base is more fair and diverse as well.

Keywords: Data augmentation · Fairness · Personal knowledge base

1 Introduction

The NIST TAC Knowledge Base Population (KBP) challenges introduced the
cold start knowledge base population problem. The problem involves several
tasks that go into populating a knowledge base from unstructured documents.
Figure 1 shows a typical pipeline that includes entity recognition, entity classi-
fication, entity resolution, relation extraction, and slot filling.

As [20] showed while introducing the TACRED dataset, this problem remains
largely unsolved, with the end-to-end system achieving only 26.7 F1, which is
not sufficient for real world applications. This is even so when tasks like relation
extraction have achieved 74.8 F1 [6].

There have been efforts to understand the low overall F1 in the TACRED
dataset. [1] investigated the harder samples in the TACRED dataset and con-
cluded that some of the labels need to be re-labeled. Our work examines the
TACRED dataset from a different perspective. We populate a personal knowl-
edge base from the TACRED dataset and investigate the diversity of the pro-
tected attributes like gender, ethnicity, location and religion.
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(a) Personal Knowledge Base Population (b) Personal Knowledge Base

Fig. 1. Our goal is to populate a Personal Knowledge Base from TACRED dataset

Constructing a property graph of people like in Fig. 1b, from unstructured
documents like emails in an organization, news articles, personal conversations
etc. is a significantly harder problem than populating general purpose world
knowledge bases. This is because, without densely populated node attributes,
tasks like entity resolution and link prediction become harder.

While populating a personal knowledge base, we have to strive to avoid bias in
the training data on gender, age, ethnicity, location, religion, sexual orientation
among other attributes. While there are methods available to detect bias in
models, eliminating bias in the training data helps business intelligence and other
analytics applications as well. We propose data augmentation as the solution to
these different challenges.

Data augmentation is the process of increasing the diversity in the training
data without necessarily having to acquire more data. In this work, we show how
the popular TACRED Dataset can be made more diverse by addressing the low
recall in extracting protected attributes. Our motivation is to have more features
to train Graph Neural Networks, while also increasing the overall diversity of
the populated Personal Knowledge Base.

After augmenting the data used for knowledge base population, we need
to be able to show that the resulting graph is more diverse and fair. We use
explainability techniques to observe the effect of augmentation on the Link Pre-
diction task. This is to ensure that the predictions are not unduly dependent on
protected attributes. Another technique to observe the improvement in diver-
sity is to sample the data and visually observe the samples. We propose using
representative set sampling for this validation.

2 Related Work

Knowledge Base Population (KBP) has been a fairly well researched problem.
The KBP Track at TAC [11] that were held between 2010 and 2017 led to
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significant advances in KBP. Recently [14] have introduced a benchmark dataset
for the KBP problem. In this work though we focus more on the Personal Data
in the Knowledge Base, given our goal to make the KBP process fair.

[3] introduced the concept of Personal Knowledge Graphs. In this paper,
we describe a system to extract personal knowledge graph from the TACRED
relation extraction dataset. We treat this as an acceptable proxy for real world
enterprise documents like emails, internal wiki pages, organization charts which
cannot be used for research because of privacy reasons.

[4] introduced a AI Fairness toolkit called AIF360 which provides a number
of algorithms for detecting and mitigating bias against protected attributes like
gender, age, ethnicity, location, sexual orientation and few others. [9] proposed
a method using counter factual data to improve fairness.

[17] introduced the idea of Anchors as Explanations, which builds upon their
earlier LIME solution [16]. The key idea here is to show only few important
features (anchors) rather than showing the pros and cons of several or all features.

[10] introduced GraphLIME, which as the name indicates is a version of LIME
for Graph Neural Networks. They compared their solution with GNN Explainer
[18] which follows a subgraph approach to explain predicted links. [19] proposed
a model level explanation solution using reinforcement learning. In this work,
we have used Anchors along with LIME [16] and SHAP [13] for the fairness
analysis. For other kinds of explanations, a graph based explainability solution
will be more suitable.

3 Data Augmentation

Any system that assigns a label to a span of text can be called an annotator.
For data augmentation task, we have used SystemT [5], OpenIE [2] and custom
regex based annotators. We’ll now briefly explain annotations using SystemT
and refer to [2] for details on the OpenIE annotations.

(a) Personal Data Annotators based on SystemT (b) TACRED Person relations

Fig. 2. Data augmentation
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As shown in Fig. 2a we can define generic patterns to identify Subject, Object
and Predicates. We can also annotate individual attributes like name of a person,
school, place of residence, academic degree by populating dictionaries for each
of those attributes. This approach suffices in our particular case, because we are
trying to augment the attributes and relations that are already present in the
TACRED dataset. If we were to annotate from scratch, we may have to consider
other sophisticated approaches. SystemT does not take the context of the entity
mentions while assigning labels and hence is more suited to coarse grained entity
types rather than finer types. However, labels for name, email address, location,
website do not suffer much from this lack of context.

Once we have additional annotators, we need to be able to evaluate them
and select only the correct labels or the ones presumed to be correctly labelled.
We have used the Snorkel [15] system which uses data programming approach
and requires only a small amount of manual annotations.

As can be seen in Table 1, our annotators (combining SystemT, OpenIE and
custom labeling functions) perform reasonably well in annotating features but
less well in annotating new relations.

We compared annotations from our labeling functions with the original anno-
tations in TACRED. We manually verified around 1000 attributes and relations
in the augmented dataset. In Table 2, as an example, we show the detailed perfor-
mance of each set of labeling functions on one attribute (org) and one relation
(employee of). The original TACRED annotations continue to agree with our
manual observations to a large extent. We discuss the overall performance of the
KBP evaluation in Sect. 4.

As shown in Fig. 3, we were able to improve the number of attributes and rela-
tions substantially with a relatively modest effort of writing labelling functions.
We annotated gender and ideology which were not in the original annotations
for the specific requirements of this work to measure fairness.

We note here that using language models, and neural models described in
[7], we can further improve annotations. However, we now move on to analysing
the effect of these annotations, since our focus here is to demonstrate the effect
of data augmentation on fairness and not just to improve F1 on this particular
TACRED dataset.

Table 1. Snorkel Labeling functions analysis on TACRED relations

Class Coverage Overlaps Conflicts Correct Incorrect EmpAcc

employee of 0.200 0.200 0.200 333 424 0.440

org 1.000 0.200 0.200 2501 1280 0.661

spouse 0.174 0.174 0.174 289 370 0.438

siblings 0.252 0.157 0.157 43 26 0.623

wife 0.274 0.274 0.157 46 29 0.613
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Table 2. Comparison of annotations by different labeling functions

Class Annotator Coverage Overlap Conflict Correct Incorrect EmpAcc

org tacred 0.219 0.169 0.100 271 58 0.824

org custom 0.200 0.199 0.093 118 182 0.393

org openie 0.031 0.025 0.019 9 37 0.196

org systemt 0.200 0.199 0.093 114 186 0.380

employee tacred 0.220 0.143 0.066 287 43 0.870

employee custom 0.215 0.199 0.087 101 222 0.313

employee openie 0.091 0.081 0.076 31 106 0.226

employee systemt 0.215 0.198 0.104 68 255 0.211

4 KBP Evaluation

In this section, use the evaluation method in the TAC KBP 2015 cold start slot
filling task [8]. This method involves evaluating entities called hop-0 and hop-1.
These are manually selected by random search for people and their relations in
the corpus data. Hop-0 generally involves the person to person relation and hop-
1 consists of person to attributes relations. The evaluation is done by comparing
the precision and recall in the extracted triples with the manually annotated
ground truth. Figure 3 shows the improvement in extracting select attributes
and relations.

(a) Node attributes (b) Relation types

Fig. 3. A sample of the augmentation on attributes and relations

As shown in Table 3 recall of our augmented dataset is 0.518 is better than
that of TACRED baseline recall. In particular, we observe that the recall of
protected attributes before augmentation is only around 0.095 whereas the recall
of protected attributes after augmentation is around 0.99.
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Table 3. Comparison of baseline and augmented annotations using our manual ground
truth on TACRED dataset

Metric TACRED TACRED+

Precision Recall F1 Precision Recall F1

hop0 0.449 0.307 0.365 0.643 0.553 0.595

hop1 0.429 0.429 0.256 0.615 0.482 0.541

hop-all 0.439 0.368 0.311 0.629 0.518 0.568

5 Fairness Analysis

For fairness analysis, we train a random forest model to predict whether a person
will have more than one link. The assumption here is that a singleton node or
being a peripheral node is less desirable and hence we check if this happens
to minority groups. This trivial classifier perhaps suffices to demonstrate if the
prediction is based on protected variables. More complex predictions can be used
to analyze more sensitive predictions in real world applications.

As shown in Table 4, Position Aware Graph Neural Network performs better
than Graph Convolutional Networks in all three of our experiments. We first
evaluate Link Prediction performance on the original TACRED dataset and
then repeat on the augmented TACRED* dataset.

We conduct experiments keeping the minimum size of subgraphs (connected
components) at 5 and 10. Given the sparse nature of the original graph, there
were no subgraphs of size more than 5 in the TACRED dataset. While the data
augmentation did not significantly improve performance on small subgraphs, it
enabled link prediction by producing larger subgraphs. On the larger subgraphs
the GCN has 0.57 ROC AUC which is more reasonable.

While the performance of the graph neural models can be further improved,
we believe our experiments show that popular datasets like TACRED can be
made suitable for training GNNs. Without such augmentation, training an
attributed GNN made not even be feasible on many datasets.

Table 4. Link Prediction models performance on TACRED and the augmented
TACRED Datasets. There were no subgraphs of size 10 in the original dataset.

Dataset Model Min subgraph size 5 Min subgraph size 10

ROC AUC Std. Dev. ROC AUC Std. Dev.

TACRED GCN 0.25 0.25 – –

P-GNN 0.50 0.00 – –

TACRED+ GCN 0.23 0.14 0.50 0.11

P-GNN 0.46 0.037 0.57 0.01
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Next we analyze the features. We use LIME [16] to rank the features that
influence the predictions of the random forest classifier which is trained on the
output of the PGNN model. This post-hoc explainability using an interpretable
model remains popular in the literature, since self-explainable models are still
not mature.

(a) Feature Importance analysis using LIME

(b) Feature Importance analysis using
SHAP values

(c) Feature Importance analysis using An-
chors only on features

Fig. 4. Fairness analysis using LIME, SHAP and Anchors

In Fig. 4a, blue bars represent the features that are not contributing to the
prediction and the orange bars show the features that are contributing to the
prediction. We observe that features such as organization, family relations are
main attribute to predict whether a new person added to the Knowledge Base
is going to be linked to any other person in the graph.

While LIME is used to analyze individual predictions, use SHAP [13] to
analyze the model level interpretations. As shown in Fig. 4b, predicting whether
a node will be a singleton or leaf node, seems to be predominantly dependent on
edges (as expected) and features like city, org and less on sensitive attributes.
However, using the Anchors [17] explainability method, we see some examples
where gender is an important feature. We believe data augmentation followed
by human evaluation using the above explainability techniques, and iterating on
this could be the best approach to ensure fairness in personal knowledge graph
population.
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6 Representative Set Sampling

Now we present our second approach to measure the diversity of the augmented
dataset. We propose that sampling the dataset before and after augmentation
could show the increase in diversity, if any.

One simple approach to sampling could be random sampling where we select
samples at random. There can be other deterministic approaches like select every
kth entity in the dataset and inspect them etc. But, there are some issues asso-
ciated with such simple approaches.

– Redundancy: If we assume that the entities are generated form a probabil-
ity distribution P, then it is more likely that random sampling would yield
samples with patterns around the mean/mode etc. Hence the samples in the
subset would mostly convey redundant information.

– Coverage: Because random sampling yields samples with patterns around
the mean/mode, we are more likely to ignore data patterns with lesser prob-
abilities in the subset. Hence to have a better coverage, we would want the
samples to be representatives of most of the patterns in the dataset.

Hence we develop a sampling algorithm that reduces the redundancy and
increase coverage of patterns among the samples that are selected. The desider-
ata for the sampling algorithm are as follows:

– Select at least one sample which represents the most frequent pattern in the
dataset. This ensures coverage of the dataset.

– No two patterns selected in the subset should be similar by more than a
threshold θ. This avoids redundant patterns in the subset.

Our sampling algorithm is inspired from matrix sketching [12], which is a
linear time algorithm to find the most frequent patterns in the dataset. More
formally, given a matrix A ∈ Rn×m, the algorithm finds a smaller sketch matrix
B ∈ Rl×m such that l << n and ATA ≈ BTB. Here we can observe that the
matrix B tries to capture most of the variance in A. In other words, each row
of B represents a frequent direction in A and also because B is obtained by
performing SV D on rows of A, each row of B is orthogonal to other rows of B.

Our intuition is that, once we get the frequent directions of A, we can easily
select data points along that direction and thereby select samples representing
the frequent patterns in the dataset. The sampling algorithm expects the input
to be in numerical form only. We convert each categorical attribute to one hot
embedding and normalize each numerical column to be between [0, 1] and feed
it as input to the algorithm. We drop other text attributes. Hence, input to the
sampling algorithm is a matrix A that is scaled for numerical attributes and
one-hot embedded for categorical attributes respectively.

The results of the representative set sampling are shown in Fig. 5a. The
algorithm selected a total of 26 and 222 data points respectively from the baseline
TACRED dataset and our augmented dataset.
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(a) Sampling before augmentation (b) Sampling after augmentation

Fig. 5. TSNE projections of the dataset with blue dots denoting the points in the
dataset and red dots denoting the representative samples. The more diverse the dataset,
more samples will be needed to adequately represent the dataset.

7 Conclusion

Using different labelling functions and the Snorkel data programming approach,
we showed how data augmentation improves the overall diversity of a personal
knowledge base populated from the TACRED dataset. We then performed a
detailed fairness analysis and representative set sampling on the augmented
dataset. Our work seems to show that data augmentation can help train models
with reasonable confidence that they are not biased against minority groups.
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Abstract. Domains such as energy management rely heavily on dash-
boards and other related interfaces to manage the infrastructure and
resources. The users of this domain use dashboards to manage the data
and extensively perform periodic analysis to save energy and cost. Cre-
ating multiple dashboards for visualization of data is not user-friendly
from a design perspective. This motivates the need of a single interface
through which users can do data exploration, visualization and sum-
marizing. Combining this with features such as anomaly detection can
identify various issues and assist in day to day monitoring of an energy
management center.

In this paper, we present ROC (Resource Optimization Center) Bot, a
novel data exploration tool with a natural language interface. ROC Bot
leverages recent advances in deep models to make query understanding
more robust in the following ways: First, ROC Bot uses a deep model
to translate natural language statements to SQL, making the translation
process more robust to paraphrasing and other linguistic variations. Sec-
ond, to support the users in automatically summarizing data, ROC Bot
provides a machine learning model that helps in writing natural looking
summaries in any given tabular data.

Keywords: Automation · Deep learning · Conversational systems

1 Introduction

Huge amount of data is stored and is being accessed on a daily basis in large
corporations. This emerging chunk of information has lead to solutions which
have taken up the market space and have gained a wide popularity. Organisations
create bulky and time consuming interfaces to manage the data, processes and
other activities. These interfaces provide assistance to the user in accomplishing
their tasks but often require time to be adapted.

Providing users with dashboards pose challenges based on the familiarity and
the user experience leveraged. This causes users to follow a lot of procedures in
order to accomplish minor tasks as well. Dashboards provide the users with an
interface to interact with the databases by using some programmed procedures.
c© Springer Nature Switzerland AG 2021
M. Gupta and G. Ramakrishnan (Eds.): PAKDD 2021 Workshops, LNAI 12705, pp. 155–167, 2021.
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The dashboards need to be programmed again to achieve new features. There
are multiple activities in a corporate environment which are to be done manu-
ally and manuals are prepared to accomplish them. All the activities mentioned
previously provide challenges and consume more time than necessary. To over-
come this problem, we present our solution that eliminates the need of multiple
screens and dashboards and takes care of the necessary activities with minimal
intervention.

We are providing a smoother and easier way of minimizing the use of multiple
screens. We have implemented a single conversational interface which takes care
of all these challenges and also provides an ease to the end user by eliminating
the need of dashboards which consume more time and effort. To connect and
access data from a database we have implemented a pipeline of deep learning
models which convert the natural language sentences to database queries. An AI
engine is responsible for the data analysis, optimization and data summarizing.
This engine handles activities and prompts the users for input in real time. Since
the interface is conversational intervention is done only when necessary.

Contributions: In this paper, we introduce ROC-Bot, a conversational interface
that provides a robust and easy-to-use natural language (NL) interface with the
purpose of improving and enhancing the expressiveness and flexibility of human-
data-interaction. Different from existing approaches, ROC-Bot leverages deep
neural network models as the core of its natural language interface system. In
the following, we outline the key features of ROC-Bot:

Robust NL Query Mapping: We propose a novel NL to database query
mapping framework based on a sequence-to-sequence recurrent neural network
model that can perform efficient queries on knowledge graphs. Our notion of
model robustness is defined as the effectiveness of the ML model to map linguis-
tically varying utterances to finite predefined relational database operations. For
example, there are numerous ways in which a query can be asked in a natural lan-
guage, such as “show all buildings where energy consumption is below average;
show below average energy consumption buildings”.

A key challenge hereby is to curate a comprehensive training set for the
model. While existing approaches for machine translation require a manually
annotated training set, we implement a novel synthetic generation approach that
uses only the database schema with minimal annotation as input and generates
a large collection of pairs of natural language queries and their corresponding
database query statements.

Auto-completion: We provide real-time auto completion and query sugges-
tions to help users who may be unfamiliar with the database schema or the
supported query features. This helps to improve translation accuracy by leading
the user towards less ambiguous queries. Consider a scenario in which a user is
exploring an energy management database and starting to type “show me the
energy” – at this point, the system suggests possible completions such as con-
sumption, utilization, or wastage to make the user aware of the different options
she has, given the specific database context. At the core of the auto-completion
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feature is a language model based on the same sequence-to-sequence architecture
and trained on the same synthetic training set as the query translator

Auto-summarization: The problem of generating textual summaries from
structured tabular data is finding prominent applications in automating busi-
ness procedures that currently rely on manual report/summary generation. Prior
approaches to summary generation have identified two key sub-tasks i) struc-
tured content selection and ii) summary generation. A glaring limitation of prior
solutions is that all numeric data in the tables is encoded via text embeddings.
However, textual embeddings cannot reliably encode information about numeric
concepts and relationships. Moreover, since every numeric value has a unique
embedding, generalizing to unseen numeric values in test data becomes chal-
lenging. In this paper, we propose to address this problem by incorporating
numerical information for different tabular fields and allowing the system to
learn correlations between the rank of a numeric value and the probability of
its inclusion in the resulting summary. We propose a novel architecture that
employs a combination of an LSTM and a pointer network for content selection
and an LSTM based encoder decoder for summary generation.

2 Related Work

There are a lot of conversational AI based personal assistant tools already in
market for the end users. Some of these tools are designed for open-domain
conversations e.g. Cortana, Siri, Alexa and Google Now [2,13]. On the other
hand there are also tools where focus is on supporting interactive data assis-
tance e.g. Microsoft Power BI [8]. However, there are still limitations of the
existing solutions in terms of natural language based conversational capabilities
while supporting data assistance. There are still various open issues in terms
of semantic understanding and context-awareness of users’ queries. Most impor-
tant task for building a NL based data assistant is to generate structural query
language (SQL) queries from natural language. Answering a natural language
question about a database table requires modeling complex interactions between
the columns of the table and the question. Jedeja et al. presents four different
perspectives namely user experience, information retrieval, linguistic and artifi-
cial intelligence for the evaluation of conversational AI systems [4].

The study of translating natural language into SQL queries has a long his-
tory. Popescu et al. introduce Precise NLI, a semantic parsing based theoretical
framework for building reliable natural language interfaces [11]. This approach
relies on high quality grammar and is not suitable for tasks that require gener-
alization to new schema. Recent works consider deep learning as the main tech-
nique. There are many recent works that tackle the problem of building natural
language interfaces to relational databases using deep learning [1,6,9,16–20].
Zhong et al. [20] propose Seq2SQL approach that uses reinforcement learning
to break down NL semantic parsing task to several sub-modules or sub-SQL
incorporating execution rewards. Yavuz et al. introduce DialSQL, a dialogue
based structured query generation framework that leverages human intelligence
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to boost the performance of existing algorithms via user interaction. The flexi-
bility of our approach enables us to easily apply sketches to a new domain. Our
framework also does not require large corpus of NL sentences as training input.

3 ROC Bot: Virtual Command Centre for Energy
Management

ROC Bot is designed as a set of intelligent suite of AI tools designed to help
business analysts in getting insights about data in a user friendly way. Instead
of meandering through the database for a small detail, ROC Bot provides an
interface where business analysts just need to type their query in Natural Lan-
guage (English) and system will present the results. ROC Bot supports context
understanding by precisely capturing user’s intent and responding appropriately.

More often, business analysts have a range of queries that they perform to get
data insights. Sometimes they just need a one line answer for their questions such
as “What is phone number of Julia”. Sometimes it might be some aggregation
query e.g. “How many employees are hired in 2018” and in some cases they
might be interested in visualizing the information in the form of charts e.g. “Show
me the acceptance rate of EMNLP over last ten years”. Therefore, ROC Bot is
designed to handle all these variations of NL queries. It supports a conversational
interface that business analysts can use and get their information in fraction of
seconds. It makes quick, efficient, and easy interactions with data. Depending
on the nature of query, ROC Bot can also respond with appropriate visualized
interpretation of the data in the form of Pie Charts, Graphs etc.

We propose an architecture where a database query is formed from a natural
language sentence with the help of an intermediate form i.e. query sketch. Our
system comprises of two parts: a) Mechanism to generate an intermediate form
(Query Sketch) given a NL sentence and b) Approach of transforming a sketch
to database query.

3.1 Deep Learning Based Framework for Query Sketch Generation

In order to generate the query sketch, we have a pipeline of multiple sequence
tagging deep neural networks. Our architecture consists of a bidirectional LSTM
network along with a CRF (conditional random field) output layer. In our archi-
tecture framework, the sequence of word embedding is given as input to a bidi-
rectional LSTM. Instead of using the softmax output from this layer, we use a
CRF Layer yielding the final predictions for every word. We use ELMO embed-
ding that are computed on top of two-layer bidirectional language models with
character convolutions as a linear function of the internal network states [10].
The character-level embedding have been found useful for specific tasks and
to handle the out-of-vocabulary problem. The character-level representation is
then concatenated with a word-level representation and feed into the Bidirec-
tional LSTM as input. The intent is to identify the parts in the sentence which
are relevant. We annotate a NL query as follows. {What is the employee id of
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Fig. 1. Models for NL to Query generation

John} is annotated as {0 0 0 A A 0 B} (See Figs. 2 and 3 for reference schema
and example sequence respectively) (Fig. 1).

This example shows that there are two concepts employee id and John
marked as A and B respectively. The same token is used for the concepts which
consist of more than one word e.g. employee id consists of two words, so we mark
them with token ‘A’. We follow this representation in our models. This approach
makes our system database agnostic and even with comparatively less amount
of training data we are able to extract the information out of the sentence. Since
models are dependent on each other, we will explain each of them with the help
of an example: How many employees work in project ROC Bot?

Predicate Finder Model. This model finds the target concepts (predicates)
P from the NL sentence. In case of database query language, predicate refers to
the SELECT part of the query. Once predicates are identified, it becomes easier to
extract entities from the remaining sentence. The input to the model is a vector
form representation of NL sentence. For example, a natural language sentence,
{How many employees work in project ROC Bot} is annotated as {0 0 A 0 0 B
0}. In this example employees and project are predicates.

Entity Discovery Model. This model aims to find the values/entities in
the sentence. The output from predicate model is taken and reformed as: {How
many <predicate> work in <predicate> ROC Bot}. The predicates are replaced
with <predicate> token.



160 R. Tiwari et al.

What is the emp id of John

0 0 0 a a 0 b

Input Sequence

Output Sequence

Fig. 2. Example of Sequence tagging for an Input Sequence. Output Sequence shows
tag for predicate part.

We assume that structured data for the domain is present in Apache-Solr.
Thereafter, we discover the entities in the reformed sentence using Lucene. This
is explained as follows. Firstly, the part-of-speech tags are extracted from the
input. Thereafter, we ignore part-of-speech tags which are stop words. Now,
using a sliding window we prepare N-grams from the remaining string. For each
N-gram, we do a search using Apache Lucene. N-grams which correspond to
an entity in the data and having the highest score are picked. For the above
mentioned example, remaining string would be: work ROC Bot. Hence, ROC
Bot is picked as an entity.

Type Level Finder. This model identifies the type of concepts (predicates
and values) at the node or table level. For example, employee id belongs to
Employee node and Employee is a PERSON, so the type of employee id is
PERSON.

If a concept is present in more than one table, type information helps in the
process of disambiguation. For example, consider following sentences:

– What is the employee id of Washington?
– List all the stores in Washington.

Here, in first example Washington refers to the name of a person, whereas in
second example it is the name of a location. In such cases, this model is useful to
disambiguate that in first example the node level type is PERSON and in second
example it is LOCATION. This helps in making the overall framework database
agnostic. In this model, all the entities in input are marked with tag <value>.
For example, natural language sentence, {How many employees work in project
<value>} is annotated as {0 0 person 0 0 project project}.

Attribute Level Type Finder. This model identifies the attribute type of
concepts (predicates and values). For example, let’s take two sentences:

– What is the employee id of May?
– List all employees hired in May?

In these examples, May is present in the same table Employee, but refers
to different attributes. The attribute type information model here can easily
distinguish based on the nature of query that in first example, May is the name
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Employee

Parent 
Project

Project
Research 

Area

Research 
Group

Part_of

Has_Project
Child_of

Fig. 3. Schema example of enterprise data

of a person and in second example it is date. The attribute type information
in combination with node type information helps in increasing the accuracy. In
this model, all the entities in input are marked with tag <value>. For example,
{How many employees work in project <value>} is annotated as: {0 0 name 0
0 name name}.

Predicate Value Finder. In some queries predicate value bindings are
already present. For example, let’s take two examples:

– How many employees work in ROC Bot?
– How many employees work in project ROC Bot?

In first example, there is no information about the concept ROC Bot, but the
second example describes that ROC Bot is some project. This model binds the
predicate, in this example project to the value or entity ROC Bot. We replace
the predicates with tag <predicate> and entities with tag <value>. {How many
<predicate> work in <predicate> <value>} is annotated as: {0 0 0 0 0 A A}.
The tokens at index 5 and 6 are binded as [Project ] ?? [ROC Bot ]. “??” slot will
be filled with an operator that we illustrate in next model.

Generating Database Query from Sketch. The process of generating the
query is independent of underlying database i.e. the same approach can be used
for generating queries across databases. We demonstrate this concept using two
popular relational database query languages: SQL (structured query language)
and CQL (cipher query language).

Provided with a sketch S, we generate a database query Q. As explained
earlier, sketch contains information about all the required predicates L, i.e. the
list of attributes/columns that need to be extracted from Table T. This compo-
nent will give a new relation that only contains the columns in L. This operation
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is projection (Π) in relation algebra. The sketch has also information about all
conditions ϕ which gives us a new relation that contains only those rows satis-
fying ϕ in T. This is the selection (σ) operation of relation algebra. To generate
the query following set of operations are executed over the sketch:

The next step is to find all the unique tables (U) involved in a given sketch
S. If the length(U) > 1, we find the shortest path passing through all the unique
tables. We assume that there is a path if the foreign key relationship exists
between tables. This step will give us join (��) operation of relation algebra.
Operator and aggregation information are already present in the sketch S. Now,
combining these, we compute the final relation (R). Using R, we finally compute
the DB specific query. For example, a natural language sentence {“How many
employees in each project”} leads to following database query:

Πcount(employee id),g(project name)

(Employeepid fk ��pid Project)

3.2 Analytics, Automation and Anomaly Detection

Our solution also provides the ability to perform analytics as well as plugged
in automated tasks to reduce effort, time and cost involved. The organisation
required the real time analysis of data to optimise the energy units and cost. Our
solution made it possible with ease as the automated activities are being done
by the solution and the end users are prompted on completion or requirement
of any input. The analytics and automation part is directly connected with the
common conversational interface and communicates using the same with users.

The major analysis was with the information which is changing over time.
There are energy parameters such as equipment units which have to be mon-
itored on the basis of the occupancy of people in a particular accommodation
area. This monitoring when done with conventional methods require some screen
to be viewed constantly and then to take proactive measures in order to opti-
mise power. Using the proposed framework, this issue was eliminated and users
can just log into the main interface and the system automatically analyses the
parameters in real time. This brought a significant saving in terms of power and
cost.

Anomaly detection is a basic requirement in the modern era of analytical
solutions. There is an influx of information which pertains to a definitive pattern.
In the case of an anomaly it is necessary that it needs to be corrected, fixed and
be alerted to the user. Streams of power units, occupancy information, running
patterns and a lot more are existent in the energy management domain and
having an anomaly detector churns out a great deal of benefit for the user.

3.3 Summarization

A classic problem in natural-language generation (NLG) involves taking struc-
tured data, such as a table, as input, and producing text that fluently and
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Table 1. Table and Summary from HR domain

Employee ID Employee name Age Gender Salary

1001 Kartik 20 M 10000

1002 Michael 25 M 20000

1003 Peter 30 M 30000

1004 Raj 35 F 40000

With order model Summary: There are total 4 employ-
ees. Average age of employee is 27.5. There are 3 males
and 1 female. Highest salary is 40000. Lowest salary
is 10000. Average salary is 25000.
Without order model Summary: There are total 4
employees. Average age of employee is 27.5. There are
3 males and 1 female. Highest salary is 40000. Lowest
salary is 10000. Average salary is 25000.

succinctly narrates this data as output [5,7,12,15]. The solution to this problem
comprises of two important tasks: 1) selecting a subset of the data to report,
also called content selection and 2) generation of a natural language summary
using this subset. We propose an approach that captures the numeric informa-
tion available in the table along with the entity information. Consequently, we
show that our model generalizes to new entities better than other state of the
art models.

Step 1: Record Selection & Ordering Encoding Numeric Entities. Pre-
vious works encode all numeric data in the tables via text embeddings. However,
textual embeddings cannot reliably encode information about numeric concepts
and relationships. Moreover, since every numeric value has a unique embedding,
generalizing to unseen numeric values in test data becomes challenging. To over-
come this we introduce ranks for all the entities based on their points. This
ensures that the “points” information is encoded. This also helps in handling
unseen entities in the test data. A new unseen entity in the test data has a rep-
resentation according the numeric information such as points, rebounds, assists
etc. Along with entity information, this information is important and plays a
role in deciding if a particular fact has to be there in generated summary or
not, unlike in prior models. For example, a player scoring maximum points will
always be there in the generated summaries. This model ensures that player
scoring maximum points will always have a place in the generated summary.

Record Embeddings. Building on prior work, we integrate rank information
and use an embedding layer for every feature to obtain a vector representation.
The final representation is a concatenation of individual feature embeddings.

rj = (Wr[rj,1; rj,2; rj,3; rj,4; rj,5]) (1)

where [; ] indicates vector concatenation, Wr ∈ R
n5n
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Record Ordering. Generally, summaries are reported in a particular order.
First, the winning team is reported, then the loosing team, and then the winning
team’s best player and so on. To better capture such structure, we introduce a
new field “rank” with the help of which we can order entities according to the
way they should be transcribed. To enable this, we use a novel LSTM based
pointer network. The LSTM model helps in modeling the sequence information
when we pass the input content in a particular order.

The embeddings generated in Sect. 3.3 are fed into a Bi-LSTM encoder and a
pointer network decoder which generates ordered indices of the selected records.

Step 2: Summary Generation. For summary generation, we use the encoder-
decoder architecture with an attention mechanism. The model takes the record
selection output and trains a new model without re-using the embeddings learnt
during stage 1. Also we do not want to overload the summary generation model
with rank information. The purpose of rank information was just to provide us
the optimal set of ordered records for summary generation. We found that reusing
the embeddings from the selection stage only added noise to the generation. Our
summary generation model is trained to maximize log likelihood of gold output
text y given the selected records r from phase-1. Example of summaries are
shown in Table 1 and Table 2.

max
∑

r,y∈D

log p(y|r) (2)

4 Results and Discussion

We conducted our experiments on an Intel Xeon(R) computer with E5-2697
v2 CPU and 64GB memory, running Ubuntu 14.04. We evaluated ROC Bot on

Table 2. Table and Summary from Clinical domain

Employee ID Employee name Age Gender Salary

1001 Kartik 20 M 10000

1002 Michael 25 M 20000

1003 Peter 30 M 30000

1004 Raj 35 F 40000

With order model Summary: There are total 4 employ-
ees. Average age of employee is 27.5. There are 3 males
and 1 female. Highest salary is 40000. Lowest salary
is 10000. Average salary is 25000.
Without order model Summary: There are total 4
employees. Average age of employee is 27.5. There are
3 males and 1 female. Highest salary is 40000. Lowest
salary is 10000. Average salary is 25000.
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Table 3. Data sets and their statistics

Data set # Tables # Columns Train. set Test set

Ent. Data set-1 5 42 1700 300

Ent. Data set-2 3 70 1700 300

WikiSQL 24241 1542564 56355 15878

three real-world data sets, out of which two are our internal enterprise data sets
(See Table 3). First data set is related to employees in a large software services
company and their allocations. Our second internal data set is about a large
pharmaceutical company’s stores and employee’s information.1 Our third data
set for experimental evaluation is widely used WikiSQL dataset. Ent. Dataset-1
& 2, composed of following type of queries: factoid, self joins, group by, sorting,
and aggregations. WikiSQL data set is composed of factoid, aggregation. Queries
in WikiSQL were only over single columns.

Note that, in order to generate the intermediate form(sketch), all models are
not necessary. The predicate, value, aggregation & operator models are sufficient
to generate the sketch. The type, attribute and PV binding models are just used
to improve the accuracy. As seen in Table 4, ROC Bot has shown a very good
performance for Ent. Data set-1 & 2. Recent works have reported approx. 80%
accuracy on WikiSQL data set [3,14]. Our results also demonstrate similar results
with simple network architecture. Our entity discovery model was based on the
Lucene search. It could be further improved by combining Lucene search with
deep learning based entity extraction. Interestingly, for evaluating Ent. Data Set-
2, we just used the same model that was trained on Ent. Data Set-1. We can see
that almost similar results were achieved on the latter data set demonstrating
the transfer learning capabilities of our ML models.

Table 4. Accuracy across models for all datasets

Ent. Data Set-1 Ent. Data Set-2 WikiSQL

Predicate Acc. 94.6 93.9 91.4

Value Acc. 94.56 92 88.2

Type Acc. 84 82.86 NA

Attribute Acc. 80 78.2 NA

PV Binding Acc. 92.57 92.34 NA

Aggr. & Operator Acc. 93.1 93.4 92

Overall Sketch Acc. 86.64 84.74 72.1

Overall Exec. Acc. 91.78 87.3 75.24

1 These data sets are available for download and public use at https://github.com/
nlpteam19/ROCBot.

https://github.com/nlpteam19/ROCBot
https://github.com/nlpteam19/ROCBot
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5 Conclusion and Future Work

We proposed ROC Bot as a novel framework for performing natural language
question answering over BI data. It has capabilities to connect multiple dash-
boards and provide a single view of the data. The user interface can be used even
by naive users who are not familiar with database management. The tangible
needs are ease of use in data analytics, insights & reporting. For energy man-
agement, such type of capabilities is very important. At the moment the main
limitation of ROC Bot is the lack of coverage to explain results to the user and
ways to correct the queries if the translation was inaccurate. We plan to add a
explanation framework in ROC Bot that would be able to explain the outcomes.

Our approach is based on deep learning using multiple sequence tagging net-
works and knowledge graph that uses minimal training data and supports data
assistance across multiple domains. Our framework captures the user context
and provides a robust conversational interface for getting insights in enterprise
data. In future, we plan to explore and evaluate multi-tasking capabilities i.e.
having an intermediate representation and supporting a range of other tasks.
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Abstract. Digitization of scanned Piping and Instrumentation dia-
grams (P&ID), widely used in manufacturing or mechanical industries
such as oil and gas over several decades, has become a critical bottle-
neck in dynamic inventory management and creation of smart P&IDs
that are compatible with the latest CAD tools. Historically, P&ID sheets
have been manually generated at the design stage, before being scanned
and stored as PDFs. Current digitization initiatives involve manual pro-
cessing and are consequently very time consuming, labour intensive and
error-prone. Thanks to advances in image processing, machine and deep
learning techniques there is an emerging body of work on P&ID digiti-
zation. However, existing solutions face several challenges owing to the
variation in the scale, size and noise in the P&IDs, the sheer complex-
ity and crowdedness within the drawings, domain knowledge required
to interpret the drawings and the very minute visual differences among
symbols. This motivates our current solution called Digitize-PID which
comprises of an end-to-end pipeline for detection of core components
from P&IDs like pipes, symbols and textual information, followed by
their association with each other and eventually, the validation and cor-
rection of output data based on inherent domain knowledge. A novel and
efficient kernel-based line detection and a two-step method for detection
of complex symbols based on a fine-grained deep recognition technique is
presented in the paper. In addition, we have created an annotated syn-
thetic dataset, Dataset-P&ID, of 500 P&IDs by incorporating different
types of noise and complex symbols which is made available for public
use (currently there exists no public P&ID dataset). We evaluate our
proposed method on this synthetic dataset and a real-world anonymized
private dataset of 12 P&ID sheets. Results show that Digitize-PID out-
performs the existing state-of-the-art for P&ID digitization.

1 Introduction

A Piping and Instrumentation Diagram (P&ID) is a standardized schematic
illustration used in the process engineering industry to record mechanical equip-
ment, piping, instrumentation and control devices employed in the physical
implementation of a process. P&IDs are created at the design stage of the
process, stored in an image or PDF format and play an important role in the

c© Springer Nature Switzerland AG 2021
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maintenance and modification stage of the physical process flow. Over the years,
there are millions of PID sheets that have been manually generated, scanned and
stored as images. The valuable information trapped in these images needs to be
unlocked and integrated with modern smart P&ID systems. This digitization is
necessary to facilitate easy reuse of data and design, automate mundane tasks,
maintain inventory, reduce time, increase efficiency and productivity. Currently,
P&ID sheets are manually processed by engineers which is a very burdensome,
time consuming and error-prone task. There is a very high cognitive load involved
in manual digitization due to the minor variations in symbols, scale, size and
noise within the sheets, in addition to the crowdedness of text, symbols and
line. There is also significant domain knowledge involved in determining line
changes and associating text with lines and symbols. Extraction and analysis of
textual information, pipelines, and symbols as graphic objects and shapes are
the key tasks for interpreting P&ID sheets. We exploit the recent advances in
deep learning/machine learning for these tasks.

Several approaches have been proposed for digitizing P&ID sheets or similar
documents. This includes conversion of scanned engineering drawings into 3D
representation CAD files [10], symbol recognition [3] and classification [1], and
shape representation [17]. Ishii et al. [8] presented work towards reading hand
drawn piping and instrument diagram where lines, symbols and characters are
separated hierarchically from the vectorized representation. In another paper by
Gellaboina et al. [7], an iterative learning approach based on hopfield neural
networks was presented to detect symbols in P&ID sheets.

Over the last decade, researchers have applied dynamic programming,
machine learning, deep learning and pattern recognition to automate the detec-
tion of lines, text, shapes from PDFs and/or scanned images. Nazemi et al. [13]
presented a method for detecting and extracting mathematical expressions,
alphanumeric symbols to generate MathML of the scanned documents. A thor-
ough review of prior methods and a general framework for the digitization of
complex engineering diagrams was proposed by Moreno-Garcia et al. [12]. Fu et
al. [6] described a visual recognition approach by leveraging CNNs for symbol
recognition and methods like multi-scale sliding window and connected compo-
nent analysis for automatic localization. A semi-automatic and heuristic based
approach for symbol localization is proposed by Elyan et al. [4] which utilizes
machine learning models like Random Forests, Support Vector Machines (SVM),
and CNNs. Kang et al. [9] proposed a two-fold method comprising of extraction of
relevant components from P&IDs followed by a recognition step that compares
the input sheet at various angles with the objects registered in the database.
Very recently, Rahul et al. [14] proposed a novel end-to-end approach based on
a combination of low-level vision techniques and deep learning networks like
CTPN [15] and FCN [11] for digital interpretation of P&ID sheets by yield-
ing the process flow in a tree format. The shortcoming of approaches proposed
in [14] is that it utilizes a hough transform for detecting lines which is parameter-
dependent and does not perform well on noisy P&IDs. Moreover, it uses CTPN
for text detection which is not able to identify vertical text components present
in P&IDs.
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Fig. 1. An overview of Digitize-PID which consists of 3 sequential modules with their
corresponding sub-modules: Detection, Comprehension and Reconciliation.

Although significant efforts have been made to improve the performance of
automatic methods for conversion of P&IDs into digital drawing, but perfect
automatic recognition is still not achievable [12]. To this end, we propose an
end-to-end pipeline called Digitize-PID which leverages computer-vision tech-
niques and deep learning methods to first detect various components of interest
such as lines, graphic symbols and textual information; followed by their aggre-
gation and association with each other; and finally, validation and correction of
the extracted output data based on domain rules. We describe a robust kernel-
based approach for line detection which works well even in noisy environments.
Additionally, a two-step process for detecting complex symbols having minute
differences in visual structure is presented which utilizes a deep learning based
network for symbol localization and fine-grained classification. We evaluate the
effectiveness of our proposed solution on a real-world dataset of 12 P&ID sheets
and show impressive results. Note that while 12 may seem like a small number,
each P&ID sheet is a very high resolution image with hundreds of visual and
textual components. Since, there exists no publicly available dataset for P&ID
sheets, we synthesize our own synthetic dataset named Dataset-P&ID1. We also
benchmark this dataset using Digitize-PID and make it publicly available for
accelerating community advances in this field. To summarize, our key contribu-
tions in this paper are:

– We propose Digitize-PID, an end-to-end novel and robust pipeline for digi-
tizing P&ID sheets by leveraging computer vision and deep learning.

– Digitize-PID combines novel image-processing techniques for hard low-level
vision problems such as line detection, dashed line detection, corner detection
and a deep learning pipeline for symbol detection and recognition.

1 https://drive.google.com/drive/folders/1Br09 gOKkHsxBOZxH9ojxrnJaxHn333P.

https://drive.google.com/drive/folders/1Br09_gOKkHsxBOZxH9ojxrnJaxHn333P
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– We create a synthetic dataset of P&ID sheets called Dataset-P&ID consisting
of 500 P&ID sheets with corresponding annotations for training and evalua-
tion purposes. The dataset is released online for public use.

– We benchmark our proposed solution Digitize-PID on two datasets: a real-
world dataset of 12 P&IDs and a synthetic Dataset of 100 P&IDs, and present
the results in Sect. 4.

– We also compared the performance of Digitize-PID against prior state-of-the-
art methods by Rahul et al. [14] and outperformed it.

The remaining sections of the paper are structured as follows: Sect. 2
describes the problem statement and discusses about the detection, comprehen-
sion, and reconciliation steps of our proposed pipeline. Section 3 provides details
about the synthetic dataset that we have generated for training and evaluation
purposes. This is followed by experimental details and results in Sect. 4. Finally,
we conclude the paper in Sect. 5.

2 Proposed Method: Digitize-PID

In this paper, the task is to automate the process of P&ID digitization to con-
vert the scanned legacy P&ID sheets into a structured format. The proposed
method should be capable of identifying different industrial components such
as symbols, pipes along with their labeled text and neighbouring symbols. The
proposed pipeline Digitize-PID takes an input P&ID image and outputs a .csv
file consisting of two separate tables listing - (1) different instances of symbols
with their mapped text labels and connected pipelines; and (2) containing the
list of inter-connectivity between different pipelines representing a graph.

Digitize-PID consists of three high level steps: Detection, Comprehension
and Reconciliation, as shown in Fig. 1. The Detection step involves extraction of
different components from P&ID sheets such as text, lines and symbols which
are essential to execute the subsequent steps in the pipeline. The Comprehension
step consists of logically aggregating the different components detected in the
previous stage, for example, the graph generation module takes basic features like
lines, symbols and textual information as input and associates the appropriate
symbols and text to lines. Finally, the Reconciliation step comprises of applying
different domain/business rules and final corrections/tweaks on the output data
of the comprehension stage. Next, we present a detailed description of these 3
steps in the following sub-sections.

2.1 Detection

The detection module comprises of the following sub-modules, as shown in Fig. 2,
which are independent and executed in parallel.

– Text Extraction module: P&ID sheets contain text for labeling different
components and specifying different parameters of pipelines. We perform text
extraction via a 2-step process which involves dividing a P&ID image into
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Fig. 2. Figure illustrating different sub-modules of the Detection step of Digitize-PID
over a sample P&ID sheet (a small image-patch is zoomed for visual clarity).

multiple fixed-sized overlapping patches. These patches are processed using a
Character Region Awareness for Text Detection (CRAFT) [2] network, which
predicts bounding boxes (Bbox) for text regions. CRAFT works robustly
even for vertically aligned texts. The overlapping Bboxes across overlapping
patches are merged using IOU metric which helps to localize the text with
high accuracy and effectively reduces the cases of missing texts. These merged
Bboxes are projected on the input P&ID sheet and text-patches are extracted.
These patches contain single-lined texts read using Tesseract.

– Line Extraction module: A P&ID sheet utilizes a network of different
types of lines to denote connections between different components, which
collectively represent the desired process flow. In Digitize-PID method, we
perform line detection using filters based on a structuring element matrix. In
the pixel representation, a line can be defined as set of continuous adjacent
points in a particular orientation (line orientation). Thus, even an infinites-
imal segment of a line can be seen as a basic building block for the entire
line. A structuring element is defined as a binary matrix of a fixed dimension
(m × n), in which all active regions denote the filtering line’s infinitesimal
segment. However, for practical purposes, we do not choose an infinitesimal
segment for a structuring element matrix, rather we choose a size greater than
the line width and as a function of image spatial resolution, so as to avoid
noise and scaling effects in line detection.
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Formally, lets assume a binary image A as an integer grid Z d of dimension
d (here d = 2), and B is the line structuring element belonging to the same set
Z d. We first perform erosion on A using B , as given in Eq. 1. As a result, we
filter out all the elements not resembling B . Next, the filtered regions in the
image are restored by performing a dilation operation, as given in Eq. 2, using
the same structuring element B .

Aerode = min(x′ ,y′ ):B(x′ ,y′ ) �=0A(x + x
′
, y + y

′
) (1)

Adilate = max(x′ ,y′ ):B(x′ ,y′ ) �=0A
erode(x + x

′
, y + y

′
) (2)

conv(P ) =
{ n∑

i=1

λipi
∣∣

n∑
i=1

λi = 1 ∧ ∀i ∈ {
1, .., n

}
: λi ≥ 0 ∧ pi ∈ P

}
(3)

Subsequently, the pixels obtained in the activated regions generate different
contours over line regions. Each contour formed over set P , containing n pixel
points, is bounded by a convex hull conv(P ). The convex hull conv(P ), as defined
in Eq. 3, is the intersection of all convex supersets of P [16], which ensures a tight
bound over the convex contour of the line. Finally, the two extreme end points
from the set conv(P ) are computed, along the orientation of the structuring
element and are treated as end points of the detected line.

Dashed Line detection: Here, we are focusing on Dashed Lines present in P&IDs
which are a series of line segments separated by equal distance, as shown in
Fig. 2. We leverage the collinearity and consistency properties of dashed lines for
detection. There are two thresholds that we use for segment-length and distance
between consecutive line-segments (gaps) which are determined based on the
average value for the line cluster having the least mean segment-length and gap.
The cases of jumps in the series are very often noticeable in P&ID sheets which
lead to inconsistency in gaps between segments of dashed lines. This consistency
is retained by applying a rule for filtering out contiguous jumps (three or more).
The detected series are then merged to form the continuous chain. The only
candidates for merging are the series of segments with opposite orientation and
in close proximity with each other which are obtained using the DBSCAN [5]
algorithm.

– Basic Shape extraction module: Among various symbols used in P&ID
sheets, certain symbols are composed of primitive shapes, such as rectangles
and circles (Fig. 3). Some of these symbols are differentiated via the texts
written inside them. One such basic shape is a circle which are detected by
applying Hough transforms across different overlapping image patches fol-
lowed by their aggregation.

– Complex Shape extraction module: P&ID sheets also contain very com-
plex symbols whose structures have very minute inter-class differences and
are difficult to interpret and derive via traditional image-processing. These
symbols are detected using a 2-step process which consists of a deep learning
pipeline for symbol localization followed by fine-grained recognition. As evi-
dent in Fig. 3, most of the complex symbols have very similar shape, thus it
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Fig. 3. Figure showing a set of 32 different symbols used for Dataset-P&ID. Symbol1 to
Symbol25 are complex symbols as they are structurally very similar and are detected
using a Complex Shape Extraction module. Remaining Symbol26 to Symbol32 are
detected using the Basic Shape Extraction module.

is preferable to create a common class for all such symbols for symbol local-
ization. For this, we have trained an FCN [11] based semantic segmentation
model which is used to localize all such symbols. We apply this FCN model
to obtain region-proposals for symbols which are subsequently fed as input
to a TBMSL-Net [18] network trained for fine-grained symbol classification.

2.2 Comprehension

Now, we describe how we derive many essential properties of P&IDs by using the
appropriate logical combination of text, symbols and lines obtained previously.

– Graph generation: The interactions between different components of P&ID
are represented by a web of lines that can be interpreted as a weighted graph
structure. The graph representation assumes that the components are vertices
and the connecting lines between components are edges. The connecting edges
are of varying shapes, which can be decomposed into a combination of multi-
ple straight lines of arbitrary lengths which enables us to create a graph with
all straight line edges. For graph generation, we utilize the line information
extracted in the detection step to filter out the lines with length smaller than
the resolution-dependent threshold(α). Similarly, we remove the lines over-
lapping with regions of texts/symbols. The remaining lines (let’s say n) are
taken as edges, and the two end-points of each line are taken as vertices. This
creates n separate graphs, each having 2 vertices. Thus, the junction centers
having k lines will have k vertices, occurring in close proximity, and another
k vertices pointing away in different directions. These neighbouring vertices
at the junction points can be interpreted as separate clusters such that for
each cluster, distance of its respective vertices from its mean (i.e., mean of
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vertices) would not exceed the line threshold value ηα (where 0 < η < 1).
After optimizing cluster centers with respect to the vertices, we replace the
cluster vertices with their respective cluster centers, thus aggregating the sep-
arate single-edged graphs to form a common graph.
After the graph structure is created, we assign labels to the edges. Generally,
the edges labels are filtered out from the detected text using regular expres-
sions provided by domain experts or manually by visual inspection. After
the relevant labels are extracted, they are localized to corresponding graph
edges which have the minimum euclidean distance. Finally, these labels on
the edges are propagated using Breadth First Search, to the adjoining edges
(computed for edges from left to right) with the additional stopping condition
of not propagating over label-assigned edges.

– Basic Shape Symbol detection: For extracting rectangular shapes, we use
the vertex sampling method to obtain candidate vertices of possible rectan-
gular regions, which are later verified as rectangles via their geometric prop-
erties. The vertex points are obtained by applying the morphological AND
operator over the images of vertical and horizontal lines. Further verification
of rectangle shapes is done by using the pixel values to satisfy the presence of
edges across vertices. Finally, shapes which are different combinations of lines,
circles and squares are logically assembled and localized. For cases where mul-
tiple symbols have the same shape, we use the embedded-text to differentiate
them. These texts circumscribed by the symbols also represent their labels.

– Data Aggregation: In this step, different components which include tex-
tual, graphical and symbolic information (including both complex and simple
symbols) are aggregated such that each detected symbol is mapped to its
label, graph nodes, and a separate identification ID is assigned. This helps to
create a database of P&ID symbols with their respective properties. Symbol
mapping with graph vertices is done by using the nearest neighbour with
Euclidean distance as metric. However, a similar approach cannot be used for
text boxes as they are of arbitrary length and texts found using the mean
will not necessarily be closest. Thus, k-nearest neighbors are computed to get
k nearest text boxes corresponding to each symbol. Among these k words,
either the regex provided by domain experts are used, or else consistency in
the pattern of labels is optimized over all the symbols. The symbol labels
pattern which are consistent over other symbol instances in P&ID sheet are
finally assigned to the symbol.

2.3 Reconciliation

The digitized data obtained from Comprehension step, are the final output of our
proposed method. However, to address any errors/failure, we use the reconcilia-
tion step which validates and performs corrections according to domain/business
rules. For example, in some arbitrary case, if the particular symbol’s label has a
static common name over the entire sheet, then the obtained associated text has
to be re-validated and overwritten. Multiple iterations involving reconciliation
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steps can dramatically improve the accuracy of the proposed method even in the
customized business scenarios.

3 Dataset

Since, there exists no publicly available dataset for P&ID sheets, we have gener-
ated our own synthetic dataset named Dataset-P&ID for training and evaluation
purposes. Dataset-P&ID consists of 500 annotated P&ID sheets with a 4:1 train-
test ratio and is made publicly available for the benefit of research community.
It includes 32 different symbols, as given in Fig. 3, uniformly plotted over dif-
ferent graph structures which have been generated to mimic real world P&ID
sheets as we have introduced different types of noise such as pixelation, blurring,
salt and pepper noise in the generated sheets. The labels are assigned to sym-
bols and pipelines maintaining the standards followed for real world P&ID. The

Table 1. Table showing performance of Symbol Recognition on Dataset-P&ID.
(Bottom-right) Figure showing the confusion matrix of complex symbols detected
using proposed deep learning pipeline on Dataset-P&ID.

(a) Complex Symbols

Symbol Precision Recall F1-score
1 0.932 0.882 0.906
2 0.968 0.968 0.968
3 0.965 0.847 0.902
4 0.974 0.904 0.938
5 0.986 0.973 0.979
6 0.978 0.967 0.972
7 0.971 0.911 0.940
8 0.823 0.963 0.888
9 0.772 0.986 0.866
10 0.974 0.958 0.966
11 0.741 0.991 0.848
12 0.875 0.793 0.832
13 0.972 0.938 0.955
14 0.916 0.961 0.938
15 0.947 0.997 0.971
16 0.979 0.941 0.960
17 0.813 0.979 0.888
18 0.946 0.993 0.969
19 0.946 0.724 0.820
20 0.962 0.929 0.945
21 0.876 0.988 0.929
22 0.936 0.946 0.941
23 0.881 0.956 0.917
24 0.977 0.965 0.971
25 0.927 0.743 0.825

(b) Basic Shape Symbols

Symbol Precision Recall F1-score
26 0.893 0.937 0.914
27 0.864 0.903 0.883
28 0.961 0.975 0.968
29 0.977 0.984 0.980
30 0.890 0.912 0.901
31 0.904 0.892 0.898
32 0.923 0.948 0.935
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ground-truth of the dataset consists of spatial information of symbols along with
associated text labels and their connected pipeline. We provide sets of horizontal
and vertical lines with their coordinates and a separate list containing all the
texts present in P&ID sheets along with their spatial position.

4 Experimental Results and Discussions

Here, we present the system configuration used for conducting experiments fol-
lowed by the performance evaluation of Digitize-P&ID. The performance is eval-
uated based on Recall, Precision and F1-score for different symbols taken over
the test-split. A correct prediction of a symbol includes precise localization of
symbol with IOU > 0.75, symbol class and its associated text-label. Similarly,
the output graph is evaluated based on the accuracy of correct adjacency list.
However, the validation of graph-creation depends on domain information and
is performed as part of the reconciliation step.

(a) Setup: We have validated and refined our proposed pipeline via repeated
experiments to identify optimal parameters. To begin with, we resize the
images to have width of 7168 pixels while maintaining the aspect-ratio. In
the detection module, for text detection we split the image into multiple
square patches of dimension 800 pixels such that there is an overlap of 50%
with their adjacent patches. The common text regions are segregated and
read by using Tesseract with line configuration. The same process is also
applied on the image by rotating it to capture missing vertical text. Next,
we process the entire image at once for line detection. As mentioned earlier,
the choice of kernel length is taken as 0.1% of the maximum image resolu-
tion. Similarly, in the Basic shape extraction module, the choice of range
of radius for hough circle detection is also taken between 0.05% and 0.01%
of maximum image resolution. Further, in case of complex shape detection,
the image is processed at patch level with patches of size 400px. The output
of the FCN model is filtered with threshold probability of 0.8. Finally, the
recognition threshold of TBMSL-Net is taken as 0.9 for identifying a sym-
bol from a region-of-interest of image. In the comprehension step, the graph
is generated as explained earlier, with the DBSCAN threshold of 50 and
the neighbour threshold of 2. The pipeline labels are spread across different
pipelines using the Breadth first search algorithm. In data aggregation, we
use the standard approach of connecting the nearest line entity. However for
texts, we used 5 nearest neighbours, followed by the mapping in accordance
with the symbol label rule provided in the reconciliation step. In the absence
of such rules, the nearest label texts following the pattern is determined as
the associated texts.

(b) Results & Discussion: We first present the overall performance of symbol
detection with correct associations on synthetic Dataset-P&ID in Table 1a
and Table (1b) for the complex and basic shape symbols, respectively. We
also show the confusion matrix to demonstrate the robustness of our pro-
posed complex symbol detection module on the synthetic dataset. We use
the nearest associated text to resolve the conflict of multiple symbols.
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Table 2. Comparison of Digitize-P&ID with prior-art [14] on 12 real-world P&IDs

Symbols Precision Recall F1-score

[14] Ours [14] Ours [14] Ours

Bl-V 0.925 0.963 0.936 0.986 0.931 0.974

Ck-V 0.941 0.968 0.969 0.988 0.955 0.978

Ch-sl 1.000 0.990 0.893 0.946 0.944 0.967

Cr-V 1.000 1.000 0.989 0.973 0.995 0.986

Con 1.000 0.975 0.905 0.940 0.950 0.957

F-Con 0.976 0.976 0.837 0.905 0.901 0.939

Gt-V-nc 0.766 0.864 1.000 1.000 0.867 0.927

Gb-V 0.888 0.913 0.941 0.946 0.914 0.929

Ins 1.000 1.000 0.985 0.964 0.992 0.982

GB-V-nc 1.000 1.000 0.929 0.936 0.963 0.967

Others 0.955 0.973 1.000 0.990 0.970 0.981

Next, we compare our results with Rahul et.al [14]. The symbol detec-
tion accuracy is compared on the same set of symbols, used in [14], on the
12 real P&ID sheets dataset as given in Table 2. It shows that the F1-score
of complex symbol detection module of Digitize-PID is better than prior
art [14]. Please note that the experiment is conducted with all the sym-
bols, but the network is only trained to identify the concerned symbols and
the remaining symbols are grouped into an ‘others’ class. We also illustrate
that our proposed structuring element based line detection is more robust
than the hough line detection used in [14], as shown in Fig. 4. Finally, we
present the performance of text detection and recognition on our dataset
in Table 3a. The IOU threshold value is used to find texts having signifi-
cant overlap with ground truth which are used for further recognition. Since
the text-labels contain very critical information, we consider a prediction to
be correct only when there is an exact match with the ground-truth label.
Table 3b shows the accuracy for line detection, for both complete (99.34%)
and dashed (82.91%) lines.

Table 3. Performance of Digitize-PID on synthetic Dataset-P&ID

(a) Performance of Text Detection
and Recognition module

IOU AccDet AccRec

<0.9 87.18% 79.21%

(b) Performance of Dashed and
Complete Line Detection module

Type Correct Accuracy

Complete 90774/91416 99.34%

Dashed 20620/24848 82.91%
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Fig. 4. Left image shows our structuring element based line-detection output and
Right image shows hough line-detection [14] output.

5 Conclusion

In this paper, we have proposed a complete automated pipeline for extract-
ing relevant information from P&IDs, which are commonly used across several
industry verticals for depicting a formal process flow. The proposed pipeline,
named Digitize-PID utilizes a combination of state-of-the-art methods for text
recognition, robust line detection using morphological operations and a two-step
deep-learning based pipeline for fine-grained symbol detection and recognition.
Finally, we combine all the extracted information in a graph and organize the
extracted data into database-compatible tables. In addition to this, we have
synthesized a dataset for P&IDs (Dataset-P&ID) along with their ground-truth
annotations which is made public for validation by other researchers.

References

1. Ablameyko, S., Uchida, S.: Recognition of engineering drawing entities: review of
approaches. Int. J. Image Graph. 7, 709–733 (2007)

2. Baek, Y., Lee, B., Han, D., Yun, S., Lee, H.: Character region awareness for text
detection (CRAFT). In: Conference on Computer Vision and Pattern Recognition
(CVPR) (2019). https://arxiv.org/abs/1904.01941

3. Cordella, L., Vento, M.: Symbol recognition in documents: a collection of tech-
niques? IJDAR 3, 73–88 (2000). https://doi.org/10.1007/s100320000036

4. Elyan, E., Garcia, C.M., Jayne, C.: Symbols classification in engineering drawings.
In: 2018 International Joint Conference on Neural Networks (IJCNN), pp. 1–8
(2018). https://doi.org/10.1109/IJCNN.2018.8489087

5. Ester, M., Kriegel, H.P., Sander, J., Xu, X.: A density-based algorithm for discov-
ering clusters in large spatial databases with noise. In: Proceedings of the Second
International Conference on Knowledge Discovery and Data Mining. KDD 1996,
pp. 226–231. AAAI Press (1996)

6. Fu, L., Kara, L.: From engineering diagrams to engineering models: visual recog-
nition and applications. Comput. Aided Des. 43, 278–292 (2011). https://doi.org/
10.1016/j.cad.2010.12.011

7. Gellaboina, M., Venkoparao, V.: Graphic symbol recognition using auto associative
neural network model, pp. 297–301 (2009). https://doi.org/10.1109/ICAPR.2009.
45

https://arxiv.org/abs/1904.01941
https://doi.org/10.1007/s100320000036
https://doi.org/10.1109/IJCNN.2018.8489087
https://doi.org/10.1016/j.cad.2010.12.011
https://doi.org/10.1016/j.cad.2010.12.011
https://doi.org/10.1109/ICAPR.2009.45
https://doi.org/10.1109/ICAPR.2009.45


180 S. Paliwal et al.

8. Ishii, M., Ito, Y., Yamamoto, M., Harada, H., Iwasaki, M.: An automatic recog-
nition system for piping and instrument diagrams. Syst. Comput. Jpn. 20, 32–46
(2007). https://doi.org/10.1002/scj.4690200304

9. Kang, S.O., Lee, E.B., Baek, H.K.: A digitization and conversion tool for imaged
drawings to intelligent piping and instrumentation diagrams (P&ID). Energies 12,
2593 (2019). https://doi.org/10.3390/en12132593

10. Kanungo, T., Haralick, R.M., Dori, D.: Understanding engineering drawings: a
survey

11. Long, J., Shelhamer, E., Darrell, T.: Fully convolutional networks for semantic
segmentation. CoRR abs/1411.4038 (2014). http://arxiv.org/abs/1411.4038
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