
Lecture Notes in Mathematics 2290

Mark Pollicott
Sandro Vaienti   Editors

Thermodynamic 
Formalism
CIRM Jean-Morlet Chair, Fall 2019



Lecture Notes in Mathematics

Volume 2290

Editors-in-Chief

Jean-Michel Morel, CMLA, ENS, Cachan, France

Bernard Teissier, IMJ-PRG, Paris, France

Series Editors

Karin Baur, University of Leeds, Leeds, UK

Michel Brion, UGA, Grenoble, France

Camillo De Lellis, IAS, Princeton, NJ, USA

Alessio Figalli, ETH Zurich, Zurich, Switzerland

Annette Huber, Albert Ludwig University, Freiburg, Germany

Davar Khoshnevisan, The University of Utah, Salt Lake City, UT, USA

Ioannis Kontoyiannis, University of Cambridge, Cambridge, UK

Angela Kunoth, University of Cologne, Cologne, Germany

Ariane Mézard, IMJ-PRG, Paris, France

Mark Podolskij, University of Luxembourg, Esch-sur-Alzette, Luxembourg

Sylvia Serfaty, NYU Courant, New York, NY, USA

Gabriele Vezzosi, UniFI, Florence, Italy

Anna Wienhard, Ruprecht Karl University, Heidelberg, Germany

More information about this series at http://www.springer.com/series/304

http://www.springer.com/series/304




Mark Pollicott • Sandro Vaienti
Editors

Thermodynamic Formalism
CIRM Jean-Morlet Chair, Fall 2019



Editors
Mark Pollicott
Department of Mathematics
Warwick University
Coventry, UK

Sandro Vaienti
Institute de Mathématiques de Toulon
Toulon, France
Centre de Physique Théorique de Luminy
Marseille, France

ISSN 0075-8434 ISSN 1617-9692 (electronic)
Lecture Notes in Mathematics
ISBN 978-3-030-74862-3 ISBN 978-3-030-74863-0 (eBook)
https://doi.org/10.1007/978-3-030-74863-0

Mathematics Subject Classification: 37D35, 37C35

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature Switzerland
AG 2021
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG.
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-74863-0


Il semble que la perfection soit atteinte non
quand il n’y a plus rien à ajouter, mais quand
il n’y a plus rien à retrancher

–Antoine de Saint-Exupéry - (Terre des
Hommes, 1939)



Foreword

Bulk matter usually appears to us as solid, liquid, or gas. And some states of bulk
matter can be characterized as equilibrium states. These states have features—like
temperature—which have no obvious interpretation in terms of classical mechanics.
A macroscopic theory of equilibrium states has been developed, involving some-
what obscure new quantities like entropy. This macroscopic theory of equilibrium
states is called thermodynamics.

At the end of the nineteenth century, the underlying microscopic mechanical
structure of thermodynamics was revealed by Maxwell, Boltzmann, and Gibbs:
statistical mechanics was created. It turned out that the microscopic definition of
equilibrium states involves a statistical superposition of many configurations of
particles (the volume of these configurations being related to entropy).

While the physics of statistical mechanics was clear to its founding fathers, it
must be realized that the mathematics available to them was extremely deficient
compared to what is available to us. They lacked measure theory, and the basic
ergodic theory necessary for the understanding of dynamical systems. When
these became available, the extreme mathematical richness underlying statistical
mechanics became progressively visible: the thermodynamic formalism was born.

An important element in the thermodynamic formalism is the concept of Gibbs
state. This is a mathematically local version of equilibrium states. As seen by
Sinai, Gibbs states on a one-dimensional lattice correspond to probability measures
of great interest for an important class of dynamical systems (those which are
uniformly hyperbolic). There is thus an unexpected relation between statistical
mechanics and smooth dynamics: this has many consequences. The present set of
lectures will present some aspects of the unification brought by the thermodynamic
formalism to different domains of mathematics and physics.

Bures-sur-Yvette, France David Ruelle
January 2021
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Preface

During the latter half of 2019, CIRM hosted a semester on Thermodynamic
Formalism: Applications to Probability, Geometry and Fractals (Formalisme ther-
modynamique : applications aux probabilités, à la géométrie et aux fractales). This
was under the auspices of the Jean Morlet chair programme, where the Jean Morlet
chair holder was Mark Pollicott (Warwick University) and the local coordinator
was Sandro Vaienti (University of Toulon and CPT Marseille). Luminy provided a
backdrop of great natural beauty for the diverse scientific activities. This volume
arose from minicourse notes, surveys and research articles that were a consequence
of the research workshop, summer school and conference and other scientific
activities that took place between 1st of July 2019 and the 31st of December 2019.

The name of the semester was inspired by the title of the highly influential
book Thermodynamic Formalism, by David Ruelle. The programme began with
a summer school on Thermodynamic Formalism: Modern Techniques in Smooth
Ergodic Theory (Formalisme thermodynamique : Techniques modernes en théorie
ergodique) organized by Mark Pollicott and Sandro Vaienti, which had a stimulating
mixture of short lecture courses and individual keynote speakers. The aim of the
school was to introduce participants to some of the current themes and ideas within
the broad panorama of thermodynamic formalism and, in particular, its applications
to geometry, probability theory and ergodic theory, dynamical systems, fractals,
and number theory. At the end of the semester, there was a large conference
on Thermodynamic Formalism: Dynamical Systems, Statistical Properties and
their Applications Formalisme thermodynamique : Systèmes dynamiques, propriétés
statistiques et leur applications. The scientific and organizing committee consisted
of: Matthew Nicol (University of Houston), Mark Pollicott, Serge Troubetzkoy
(Aix-Marseille University), and Sandro Vaienti. This conference brought together
experts in thermodynamic formalism and specialists in related areas to review
the current state of the subject and its myriad applications. The conference was
enlivened by coinciding with a national rail strike. In addition, there was a more
focused small research workshop Thermodynamic Formalism: Ergodic Theory
and Validated Numerics Formalisme thermodynamique : Théorie ergodique et
validation numérique, which further added to the diversity of the topics.

ix



x Preface

We now briefly describe the contents of this volume. We have grouped the
chapters according to sub-areas of the subject even though they share a common use
of “thermodynamic ideas” (including specification, Gibbs measures or equilibrium
states and transfer operators).

Part I deals with two of the basic tools in the area: specification and expansive-
ness. The substantial survey by Climenhaga and Thompson on Bowen’s specifica-
tion property and its generalizations illustrates the role of this classical technique
to show uniqueness of equilibrium measures. The chapter by Troubetzkoy and
Varandas further explores the interrelationship between expansiveness and other
familiar dynamical properties.

Part II contains a chapter dedicated to thermodynamical formalism in the context
of low dimensional systems, an area where this approach has proved fruitful. The
chapter by Mayer and Urbanski gives an exposition of these ideas in the context of
complex holomorphic maps.

Part III contains chapters on probability and ergodic theory. Conze’s survey
illustrates the connections with classical ergodic theory, cocycles and recurrence.
In a similar spirit, the chapter by Pène and Saussol describes with visits to small
sets. On the other hand, the chapter by Dragicevic and Hafouta deals with stronger
statistical properties and invariance principles, and that of Ngo and Peigne deals
with random walks.

The theme of Part IV is the application of thermodynamic ideas to geometry.
The chapter by Broise-Alamichel, Parkkonen and Paulin on the rate of mixing for
equilibrium states in negative curvature and trees corresponds to a lecture course
given by the third author. The chapter by Aimino and Pollicott deals with translation
surfaces, and the chapters by Kao and Pollicott and Sharp deal with the pressure
metric on moduli spaces.

Finally, Part V contains chapters on fractal geometry. The first is illustrated by
the chapters by Falconer, Fraser and Simon. Falconer’s chapter addresses different
notions of dimension (box dimension, Hausdorff dimension and, now, intermediate
dimension). The chapter by Feng and Simon deals with iterated function schemes
and dimension estimates. Finally, the chapter of Fraser focuses on one of the
motivating examples in this area: The Bedford-McMullen carpet. Finally, Matheus’
chapter explores visible parts of fractal sets.

Acknowledgments We are grateful to the director and staff at CIRM for their help and support
throughout the programme. The semester received generous core funding by CIRM and the
University of Aix-Marseilles. There was additional funding from the city of Marseille, the two
Marseille laboratories I2M and CPT, CNRS-Peps, Labex Archimede, Labex Carmin, FRUMAM,
and ANR grants. Specific activities benefited from gratefully received targeted support from the
Clay Institute, the US National Science Foundation, the UK Engineering and Physical Sciences
Research Council, and the European Mathematical Society.

Kenilworth, UK Mark Pollicott
Marseille, France Sandro Vaienti
January 2021
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Part I
Specifications and Expansiveness



Chapter 1
Beyond Bowen’s Specification Property

Vaughn Climenhaga and Daniel J. Thompson

Abstract A classical result in thermodynamic formalism is that for uniformly
hyperbolic systems, every Hölder continuous potential has a unique equilibrium
state. One proof of this fact is due to Rufus Bowen and uses the fact that such
systems satisfy expansivity and specification properties. In these notes, we survey
recent progress that uses generalizations of these properties to extend Bowen’s
arguments beyond uniform hyperbolicity, including applications to partially hyper-
bolic systems and geodesic flows beyond negative curvature. We include a new
criterion for uniqueness of equilibrium states for partially hyperbolic systems with
1-dimensional center.

1.1 Introduction

We survey recent progress in the study of existence and uniqueness of measures of
maximal entropy and equilibrium states in settings beyond uniform hyperbolicity
using weakened versions of specification and expansivity. Our focus is a long-
running joint project initiated by the authors in [1], and extended in a series of
papers including [2, 3]. This approach is based on the fundamental insights of Rufus
Bowen in the 1970s [4, 5], who identified and formalized three properties enjoyed
by uniformly hyperbolic systems that serve as foundations for the equilibrium state
theory: these properties are specification, expansivity, and a regularity condition
now known as the Bowen property. We relax all three of these properties in order
to study systems exhibiting various types of non-uniform structure. These notes
start by recalling the basic mechanisms of Bowen, and then gradually build up
in generality, introducing the ideas needed to move to non-uniform versions of

V. Climenhaga
Department of Mathematics, University of Houston, Houston, TX, USA
e-mail: climenha@math.uh.edu

D. J. Thompson (�)
Department of Mathematics, Ohio State University, Columbus, OH, USA
e-mail: thompson@math.osu.edu

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
M. Pollicott, S. Vaienti (eds.), Thermodynamic Formalism, Lecture Notes
in Mathematics 2290, https://doi.org/10.1007/978-3-030-74863-0_1
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4 V. Climenhaga and D. J. Thompson

Bowen’s hypotheses. The generality is motivated by, and illustrated by, examples:
we discuss applications in symbolic dynamics, to certain partially hyperbolic
systems, and to wide classes of geodesic flows with non-uniform hyperbolicity.
This survey has its roots in the authors’ 6-part minicourse at the Dynamics Beyond
Uniform Hyperbolicity conference at CIRM in May 2019.

Section 1.2 describes Bowen’s result for MMEs and the simplest case of our
generalization. It begins by recalling the basic ideas of thermodynamic formalism
(Sect. 1.2.1) and outlining Bowen’s original argument in the simplest case: the mea-
sure of maximal entropy (MME) for a shift space with specification (Sect. 1.2.2). In
Sect. 1.2.3, we introduce the main idea of our approach, the use of decompositions
to quantify the idea of “obstructions to specification”, and we give an application to
β-shifts. Moving beyond the symbolic case requires the notion of expansivity, and
in Sect. 1.2.4 we discuss the role this plays in Bowen’s argument.

Section 1.3 develops our general results for discrete-time systems. The notion
of “obstructions to expansivity” is introduced in Sect. 1.3.1, and an application to
partial hyperbolicity (the Mañé example) is described in Sect. 1.3.2. Combining the
notions of obstructions to specification and expansivity leads to the general result for
MMEs in discrete-time in Sect. 1.3.3, which is applied in Sect. 1.3.4 to the broader
class of partially hyperbolic diffeomorphisms with one-dimensional center. The
extension to equilibrium states for nonzero potential functions is given in Sect. 1.3.5.

Section 1.4 is devoted to equilibrium states for geodesic flows, with particular
emphasis on the case of non-positive curvature, which is one of the most widely
studied examples of a non-uniformly hyperbolic flow. After recalling some geomet-
ric background in Sect. 1.4.1, we give an introduction in Sect. 1.4.2 to the ideas in
the paper [3], including the main “pressure gap” criterion for uniqueness, and how to
decompose the space of orbit segments using a function λ that measures curvature of
horospheres. We also outline recent results for manifolds without conjugate points
and CAT(−1) spaces. In Sect. 1.4.3, we discuss how to improve ergodicity of the
equilibrium states in non-positive curvature to the much stronger Kolmogorov K-
property. Finally, in Sect. 1.4.4, we describe our proof of Knieper’s “entropy gap”
for geodesic flow on a rank 1 non-positive curvature manifold.

To illustrate the broad utility of the specification-based approach to uniqueness,
we mention the following applications of the machinery we describe, which go well
beyond what we are able to discuss in detail in this survey.

• Measures of maximal entropy for symbolic examples: β-shifts, S-gap shifts, and
their factors [1]; certain shifts of quasi-finite type [6]; S-limited shifts [7]; shifts
with “one-sided almost specification” [8]; (−β)-shifts [9];

• Equilibrium states for symbolic examples: β-shifts in [10], their factors in [6, 11]
(in particular, [11] studies general conditions under which the “pressure gap”
condition holds); S-gap shifts in [12]; certain α-β shifts [13]; applications to
Manneville–Pomeau and related interval maps [10].
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• Diffeomorphisms beyond uniform hyperbolicity: Bonatti–Viana examples [14];
Mañé examples [15]; Katok examples [16]; certain partially hyperbolic attractors
[17].

• Geodesic flows: non-positive curvature [3]; no focal points [18, 19]; no conjugate
points [20]; CAT(−1) geodesic flows [21].

We also mention two related results: the machinery we describe has recently been
used to prove “denseness of intermediate pressures” [22]; an approach to uniqueness
(and non-uniqueness) for equilibrium states using various weak specification prop-
erties has been developed by Pavlov [23, 24] for symbolic and expansive systems.

The current literature in the field is vibrant and continually growing. The scope
of this article is restricted to the specification approach to equilibrium states, and we
largely do not address the literature beyond that. Other uses for the specification
property that we do not discuss include large deviations properties, multifractal
analysis, and universality constructions; see e.g. [25–31] (among many others).
Different variants of the specification property are sometimes more appropriate for
these arguments; various definitions are surveyed in [32, 33].

We stress that we do not address the use of other techniques to study existence
and uniqueness of equilibrium states. These approaches include transfer operator
techniques, Margulis-type constructions, symbolic dynamics, and the Patterson-
Sullivan approach. We suggest the following recent references as a starting point
to delve into the literature: [34–39]. Classic references include [40–42].

We also do not discuss the large and important area of statistical properties
for equilibrium states. If f is a C1+α Anosov diffeomorphism (or if X is an
Axiom A attractor) then the unique equilibrium state for the geometric potential
ϕ(x) = − log | detDf |Eu(x)| is the physically relevant Sinai–Ruelle–Bowen (SRB)
measure. This provides important motivation and application for thermodynamic
formalism, and this general setting is one of the major approaches to studying the
statistical properties of the SRB measure. References include [40, 41, 43–48].

We sometimes adopt a conversational writing style. We hope that the informal
style will be helpful for current purposes; we invite the reader to look at our original
papers, particularly [1–3] for a more precise account.

1.2 Main Ideas: Uniqueness of the Measure of Maximal
Entropy

We introduce our main ideas in the case of a discrete-time dynamical system (X, f ).
In this section, we often consider the case when (X, f ) is a shift space. We also
consider the general topological dynamics setting where X is a compact metric
space and f : X → X is continuous. In many of our examples of interest, X is
a smooth manifold and f is a diffeomorphism.
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1.2.1 Entropy and Thermodynamic Formalism

For a probability vector p = (p1, . . . , pN ) ∈ [0, 1]N , where
∑
pi = 1, the entropy

of p is H(p) =∑
i −pi logpi . The following is an elementary exercise:

• maxpH(p) = logN ;
• H(p) = logN ⇔ pi = 1

N
for all i ⇔ pi = pj for all i, j .

These general principles lie at the heart of thermodynamic formalism for uniformly
hyperbolic dynamical systems, with ‘probability vector’ replaced by ‘invariant
probability measure’:

• there is a function called ‘entropy’ that we wish to maximize;
• it is maximized at a unique measure (variational principle and uniqueness);
• that measure is characterized by an equidistribution (Gibbs) property.

Now we recall the formal definitions, referring to [49–52] for further details and
properties.

Let X be a compact metric space and f : X → X a continuous map. This gives
a discrete-time topological dynamical system (X, f ). Let Mf (X) denote the space
of Borel f -invariant probability measures on X.

When f exhibits some hyperbolic behavior, Mf (X) is typically extremely
large—an infinite-dimensional simplex—and it becomes important to identify cer-
tain “distinguished measures” in Mf (X). This includes SRB measures, measures
of maximal entropy, and more generally, equilibrium measures.

Definition 1.2.1.1 (Measure-Theoretic Kolmogorov–Sinai Entropy) Fix μ ∈
Mf (X). Given a countable partition α of X into Borel sets, write

Hμ(α) :=
∑

A∈α
−μ(A) logμ(A) =

∫

− logμ(α(x)) dμ(x)

for the static entropy of α, where we write α(x) for the element of α containing x.
One can interpretHμ(α) as the expected amount of information gained by observing
which partition element a point x ∈ X lies in. Given j ≤ k, the corresponding
dynamical refinement of α records which elements of α the iterates f jx, . . . , f kx
lie in:

αkj =
k∨

i=j
f−iα ⇔ αkj (x) =

k⋂

i=j
f−i (α(f ix)).

A standard short argument shows that

Hμ(α
n+m−1
0 ) ≤ Hμ(αn−1

0 )+Hμ(αn+m−1
n ) = Hμ(αn−1

0 )+Hμ(α0+m−1
0 ),
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so that the sequence cn = Hμ(α
n−1
0 ) is subadditive: cn+m ≤ cn + cm. Thus, by

Fekete’s lemma [53], lim cn
n

exists, and equals inf cn
n

. We can therefore define the
dynamical entropy of α with respect to f to be

hμ(f, α) := lim
n→∞

1

n
Hμ(α

n−1
0 ) = inf

n∈N
1

n
Hμ(α

n−1
0 ).

The measure-theoretic (Kolmogorov–Sinai) entropy of (X, f,μ) is

hμ(f ) = supα hμ(f, α),

where the supremum is taken over all partitions α as above for which Hμ(α) <∞.

The variational principle [50, Theorem 8.6] states that

sup
μ∈Mf (X)

hμ(f ) = htop(X, f ),

where htop(X, f ) is the topological entropy of f : X → X, which we will define
more carefully below (Definition 1.2.4.2). Now we define a central object in our
study.

Definition 1.2.1.2 (MMEs) A measure μ ∈ Mf (X) is a measure of maximal
entropy (MME) for (X, f ) if hμ(f ) = htop(X, f ); equivalently, if hν(f ) ≤ hμ(f )
for every ν ∈Mf (X).

The following theorem on uniformly hyperbolic systems is classical.

Theorem 1.2.1.1 (Existence and Uniqueness) Suppose one of the following is
true.

1. (X, f = σ) is a transitive shift of finite type (SFT).
2. f : M → M is a C1 diffeomorphism and X ⊂ M is a compact f -invariant

topologically transitive locally maximal hyperbolic set.1

Then there exists a unique measure of maximal entropy μ for (X, f ).

Remark 1.1 The unique MME can be thought of as the ‘most complex’ invariant
measure for a system, and often encodes dynamically relevant information such as
the distribution and asymptotic behavior of the set of periodic points.

1In particular, this holds if X = M is compact and f is a transitive Anosov diffeomorphism.
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1.2.2 Bowen’s Original Argument: The Symbolic Case

1.2.2.1 The Specification Property in a Shift Space

Following Bowen [5], we outline a proof of Theorem 1.2.1.1 in the first case, when
(X, σ) is a transitive SFT. The original construction of the MME in this setting is
due to Parry and uses the transition matrix. Bowen’s proof works for a broader class
of systems, which we now describe.

Fix a finite setA (the alphabet), let σ : AN → AN be the shift map σ(x1x2 . . . ) =
x2x3 . . . , and let X ⊂ AN be closed and σ -invariant: σ(X) = X. Here AN (and
hence X) is equipped with the metric d(x, y) = 2−min{n:xn �=yn}. We refer to X as
a one-sided shift space. One could just as well consider two-sided shift spaces by
replacing N with Z (and using |n| in the definition of d); all the results below would
be the same, with natural modifications to the proofs. Note that so far we do not
assume that X is an SFT or anything of the sort.

Given x ∈ AN and i < j , we write x[i,j ] = xixi+1 · · · xj for the word that
appears in positions i through j . We use similar notation to denote subwords of a
word w ∈ A∗ := ⋃

n A
n. Given w ∈ An, we write |w| = n for the length of the

word, and [w] = {x ∈ X : x[1,n] = w} for the cylinder it determines in X. We write

Ln := {w ∈ An : [w] �= ∅}, L :=
⋃

n≥0

Ln,

and refer to L as the language of X.

Definition 1.2.2.1 The topological entropy of X is htop(X) = limn→∞ 1
n

log #Ln.
We often write h(X) for brevity. The limit exists by Fekete’s lemma using the fact
that log #Ln is subadditive, which we prove in Lemma 1.2.2.1 below.

It is a simple exercise to verify that every transitive SFT has the following
property: there is τ ∈ N such that for every v,w ∈ L there is u ∈ L with |u| ≤ τ
such that vuw ∈ L. Iterating this, we see that

for every w1, . . . , wk ∈ L there are u1, . . . , uk−1 ∈ L
such that |ui | ≤ τ for all i, and w1u1w2u2 · · · uk−1wk ∈ L.

(1.2.2.1)

We say that a shift space whose language satisfies (1.2.2.1) has the specification
property. There are a number of different variants of specification in the literature:2

for example, one might ask that the connecting words ui ∈ L satisfy |ui | = τ ,

2The terminology in the literature for these different variants (weak specification, almost specifica-
tion, almost weak specification, transitive orbit gluing, etc.) is not always consistent, and we make
no attempt to survey or standardize it here. To keep our terminology as simple as possible, we just
use the word specification for the version of the definition which is our main focus. In places where
a different variant is considered, we take care to emphasize this.
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which implies topological mixing, not just transitivity (this stronger property holds
for mixing SFTs). The version in (1.2.2.1) is sufficient for the uniqueness argument,
which is the main goal of these notes.3

Theorem 1.2.2.1 (Shift Spaces with Specification) Let (X, σ) be a shift space
with the specification property. Then there is a unique measure of maximal entropy
on X.

In the remainder of this section, we outline the two main steps in the proof of
Theorem 1.2.2.1: proving uniqueness using a Gibbs property (Sect. 1.2.2.2), and
building a measure with the Gibbs property using specification (Sect. 1.2.2.3).4

Remark 1.2 As mentioned above, the original proof that a transitive SFT has a
unique MME is due to Parry [56]. Parry constructed the MME using eigendata
of the transition matrix for the SFT, and proved uniqueness by showing that any
MME must be a Markov measure, then showing that there is only one MME among
Markov measures.

A different proof of uniqueness in the SFT case was given by Adler and Weiss,
who gave a more flexible argument based on showing that if μ is the Parry measure,
then every ν ⊥ μmust have smaller entropy. The argument is described in [57], with
full details in [58]. A key step in the proof is to consider an arbitrary set E ⊂ X and
relateμ(E) to the number of n-cylinders intersectingE. In extending the uniqueness
result to sofic shifts (factors of SFTs), Weiss [59] clarified the crucial role of what
we refer to below as the “lower Gibbs bound” in carrying out this step. This is
essentially the proof of uniqueness that we use in all the results in this survey.

The crucial difference between Theorem 1.2.2.1 and the results of Parry, Adler,
and Weiss is the construction of the MME using the specification property rather
than eigendata of a matrix. This is due to Bowen, as is the further generalization to
non-symbolic systems and equilibrium states for non-zero potentials [5]. Thus we
often refer informally to the proof below as “Bowen’s argument”.

1.2.2.2 The Lower Gibbs Bound as the Mechanism for Uniqueness

It follows from the Shannon–McMillan–Breiman theorem that if μ is an ergodic
shift-invariant measure, then for μ-a.e. x we have

−1

n
logμ[x[1,n]] → hμ(σ) as n→∞.

3For other purposes, and especially in the absence of any expansivity property, the difference
between ≤ τ and = τ can be quite substantial, see for example [54, 55].
4The notes at https://vaughnclimenhaga.wordpress.com/2020/06/23/specification-and-the-
measure-of-maximal-entropy/ give a slightly more detailed version of this proof.

https://vaughnclimenhaga.wordpress.com/2020/06/23/specification-and-the-measure-of-maximal-entropy/
https://vaughnclimenhaga.wordpress.com/2020/06/23/specification-and-the-measure-of-maximal-entropy/
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This can be rewritten as

1

n
log

(μ[x[1,n]]
e−nhμ(σ )

)
→ 0 for μ-a.e. x.

In other words, for μ-typical x, the measure μ[x[1,n]] decays like e−nhμ(σ ) in the
sense that μ[x[1,n]]/e−nhμ(σ ) is “subexponential in n”. The mechanism for unique-
ness in the Parry–Adler–Weiss–Bowen argument is to produce an ergodic measure
for which this subexponential growth is strengthened to uniform boundedness5 and
applies for all x.

The next proposition makes this Gibbs property precise and explain how
uniqueness follows; then in Sect. 1.2.2.3 we describe how to construct such a
measure. The following argument appears in [59, Lemma 2] (see also [57, 58]);
see [60] for a version that works in the nonsymbolic setting, which we will describe
in Sect. 1.2.4.4 below.

Proposition 1.1 Let X ⊂ AN be a shift space and μ an ergodic σ -invariant
measure on X. Suppose that there are K,h > 0 such that for every x ∈ X and
n ∈ N, we have the Gibbs bounds

K−1e−nh ≤ μ[x[1,n]] ≤ Ke−nh. (1.2.2.2)

Then h = hμ(σ) = htop(X, σ), and μ is the unique MME for (X, σ).

Proof First observe that by the Shannon–McMillan–Breiman theorem, the upper
bound in (1.2.2.2) gives hμ(σ) ≥ h, while the lower bound gives hμ(σ) ≤ h.6

Moreover, summing (1.2.2.2) over all words in Ln gives K−1enh ≤ #Ln ≤ Kenh,
so htop(X, σ) = h.

The remainder of the proof is devoted to using the lower bound to show that

hν(σ ) < h = hμ(σ) for all ν ∈Mσ (X) with ν �= μ. (1.2.2.3)

This will show that μ is the unique MME.
Given ν ∈Mσ (X), the Lebesgue decomposition theorem gives ν = tν1 + (1 −

t)ν2 for some t ∈ [0, 1] and ν1, ν2 ∈ Mf (X) with ν1 ⊥ μ and ν2  μ. By
ergodicity, ν2 = μ, and thus if ν �= μwe must have t > 0. Since hν(σ ) = thν1(σ )+
(1− t)hν2(σ ) and hν2(σ ) = hμ(σ) ≤ h, we see that to prove (1.2.2.3), it suffices to
prove that hν(σ ) < h whenever ν ⊥ μ.

5We will encounter this general principle multiple times: many of our proofs rely on obtaining uni-
form bounds (away from 0 and∞) for quantities that a priori can grow or decay subexponentially.
6This requires ergodicity of μ; one can also give a short argument directly from the definition of
hμ(σ ) that does not need ergodicity.
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Writing α for the (generating) partition into 1-cylinders, we see that for any ν ∈
Mσ (X) we have

nhν(σ ) = hν(σn) = hν(σn, αn−1
0 ) ≤ Hν(αn−1

0 )

=
∑

w∈Ln
−ν[w] log ν[w]. (1.2.2.4)

When ν ⊥ μ, there is a Borel set D ⊂ X such that μ(D) = 1 and ν(D) = 0. Since
cylinders generate the σ -algebra, there is D ⊂ L(X) such that μ(Dn) → 1 and
ν(Dn) → 0, where μ(Dn) := μ

(⋃
w∈Dn [w]

)
. We break the sum in (1.2.2.4) into

two pieces, one over Dn and one over Dcn = Ln \Dn. Observe that

∑

w∈Dn
−ν[w] log ν[w] =

∑

w∈Dn
−ν[w]

(
log

ν[w]
ν(Dn) + log ν(Dn)

)

=
(
ν(Dn)

∑

w∈Dn
− ν[w]
ν(Dn) log

ν[w]
ν(Dn)

)
− ν(Dn) log ν(Dn)

≤ (ν(Dn) log #Dn)+ 1,

where the last line uses the fact that
∑k
i=1−pi logpi ≤ log k whenever pi ≥ 0,∑

pi = 1, as well as the fact that −t log t ≤ 1 for all t ∈ [0, 1]. A similar
computation holds for Dcn, and together with (1.2.2.4) this gives

nhν(σ ) ≤ 2+ ν(Dn) log #Dn + ν(Dcn) log #Dcn. (1.2.2.5)

Using (1.2.2.2) and summing over Dn gives

μ(Dn) =
∑

w∈Dn
μ[w] ≥ K−1e−nh#Dn ⇒ #Dn ≤ Kenhμ(Dn),

and similarly for Dcn, so (1.2.2.5) gives

nhν(σ ) ≤ 2+ ν(Dn)
(

logK + nh+ logμ(Dn)
)

+ ν(Dcn)
(

logK + nh+ logμ(Dcn)
)

= 2+ logK + nh+ ν(Dn) logμ(Dn)+ ν(Dcn) logμ(Dcn).

Rewriting this as

n(hν(σ )− h) ≤ 2+ logK + ν(Dn) logμ(Dn)+ ν(Dcn) logμ(Dcn),
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we see that the right-hand side goes to −∞ as n → ∞, since ν(Dn) → 0 and
μ(Dn) → 1, so the left-hand side must be negative for large enough n, which
implies that hν(σ ) < h and completes the proof. ��

1.2.2.3 Building a Gibbs Measure

Now the question becomes how to build an ergodic measure satisfying the lower
Gibbs bound. There is a standard construction of an MME for a shift space, which
proceeds as follows: let νn be any measure onX such that νn[w] = 1/#Ln for every
w ∈ Ln, and then consider the measures

μn := 1

n

n−1∑

k=0

σk∗ νn =
1

n

n−1∑

k=0

νn ◦ σ−k. (1.2.2.6)

A general argument (which appears in the proof of the variational principle, see for
example [50, Theorem 8.6]) shows that any weak* limit point of the sequence μn is
an MME. If the shift space satisfies the specification property, one can prove more.

Proposition 1.2 Let (X, σ) be a shift space with the specification property, let μn
be given by (1.2.2.6), and suppose that μnj → μ in the weak* topology. Then μ is
σ -invariant, ergodic, and there is K ≥ 1 such that μ satisfies the following Gibbs
property:

K−1e−nhtop(X) ≤ μ[w] ≤ Ke−nhtop(X) for all w ∈ Ln.

Combining Propositions 1.1 and 1.2 shows that there is a unique MME μ, which is
the weak* limit of the sequence μn from (1.2.2.6). Thus to prove Theorem 1.2.2.1
it suffices to prove Proposition 1.2. We omit the full proof, and highlight only the
most important part of the associated counting estimates.

Lemma 1.2.2.1 Let (X, σ) be a shift space with the specification property, with
gap size τ . Then for every n ∈ N, we have

enhtop(X) ≤ #Ln ≤ Qenhtop(X), where Q = (τ + 1)eτhtop(X). (1.2.2.7)

Proof For everym,n ∈ N, there is an injective map Lm+n → Lm ×Ln defined by
w �→ (w[1,m], w[m+1,m+n]), so #Lm+n ≤ #Lm#Ln. Iterating this gives

#Lkn ≤ (#Ln)k ⇒ 1

kn
log #Lkn ≤ 1

n
log #Ln,

and sending k →∞ we get htop(X) ≤ 1
n

log #Ln for all n, which proves the lower
bound. For the upper bound we observe that specification gives a map Lm ×Ln→
Lm+n+τ defined by mapping (v,w) to vuwu′, where u = u(v,w) ∈ L with |u| ≤ τ
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Fig. 1.1 Estimating
νn(σ

−k[w])

is the ‘gluing word’ provided by the specification property, and u′ is any word of
length τ − |u| that can legally follow vuw. This map may not be injective because
w can appear in different positions, but each word in Lm+n can have at most (τ +1)
preimages, since v,w are completely determined by vuwu′ and the length of u. This
shows that

#Lm+n+τ ≥ 1

τ + 1
#Lm#Ln ⇒ #Lk(n+τ ) ≥

( #Ln
τ + 1

)k
.

Taking logs and dividing by k(n+ τ ) gives

1

k(n+ τ )#Lk(n+τ ) ≥
1

n+ τ
(

log #Ln − log(τ + 1)
)
.

Sending k → ∞ and rearranging gives log #Ln ≤ log(τ + 1) + (n + τ )htop(X).
Taking an exponential proves the upper bound. ��

With Lemma 1.2.2.1 in hand, the idea of Proposition 1.2 is to first prove the
bounds on μ[w] by estimating, for each n � |w| and k ∈ {1, . . . , n − |w|},
the number of words u ∈ Ln for which w appears in position k; see Fig. 1.1. By
considering the subwords of u lying before and after w, one sees that there are at
most (#Lk)(#Ln−k−|w|) such words, as in the proof of Lemma 1.2.2.1, and thus the
bounds from that lemma give

νn(σ
−k[w]) ≤ (#Lk)(#Ln−k−|w|)

#Ln

≤ Qe
khtop(X)Qe(n−k−|w|)htop(X)

enhtop(X)
= Q2e−|w|htop(X,σ );

averaging over k gives the upper Gibbs bound, and the lower Gibbs bound follows
from a similar estimate that uses the specification property.

Next, one can use similar arguments to produce c > 0 such that, for each pair
of words v,w, there are arbitrarily large j ∈ N such that μ([v] ∩ σ−j [w]) ≥
cμ[v]μ[w]; this is once again done by counting the number of long words that
have v,w in the appropriate positions.

Since any measurable sets V andW can be approximated by unions of cylinders,
one can use this to prove that limn μ(V ∩ σ−nW) ≥ cμ(V )μ(W). Considering the
case when V = W is σ -invariant demonstrates that μ is ergodic.
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1.2.3 Relaxing Specification: Decompositions of the Language

1.2.3.1 Decompositions

There are many shift spaces that can be shown to have a unique MME despite
not having the specification property; see Sect. 1.2.3.2 below for the example
that motivated the present work. We want to consider shift spaces for which the
specification property holds if we restrict our attention to “good words”, and will
see that the uniqueness result in Theorem 1.2.2.1 can be extended to this setting
provided the collection of “good words” is “large enough” in an appropriate sense.

To make this more precise, let X be a shift space on a finite alphabet, and L its
language. We consider the following more general version of (1.2.2.1).

Definition 1.2.3.1 A collection of words G ⊂ L has specification if there exists τ ∈
N such that for every finite set of words w1, . . . , wk ∈ G, there are u1, . . . , uk−1 ∈
L with |ui | ≤ τ such that w1u1w2u2 · · · uk−1wk ∈ L.

The only difference between this definition and (1.2.2.1) is that here we only
require the gluing property to hold for words in G, not for all words.

Remark 1.3 In particular, G has specification if there is τ ∈ N such that for every
v,w ∈ G, there is u ∈ L with |u| ≤ τ and vuw ∈ G, because iterating this
property gives the one stated above. The property above, which is sufficient for our
uniqueness results, is a priori more general because the concatenated word is not
required to lie in G.

Now we need a way to say that a collection G on which specification holds is
sufficiently large.

Definition 1.2.3.2 A decomposition of the language L consists of three collections
of words Cp,G,Cs ⊂ L with the property that

for every w ∈ L, there are up ∈ Cp, v ∈ G, us ∈ Cs such that w = upvus.

Given a decomposition of L, we also consider for each M ∈ N the collection of
words

GM := {upvus ∈ L : up ∈ Cp, v ∈ G, us ∈ Cs, |up|, |us | ≤ M}.

If each GM has specification, then the set Cp ∪Cs can be thought of as the set of
obstructions to the specification property.

Definition 1.2.3.3 The entropy of a collection of words C ⊂ L is

h(C) = lim
n→∞

1

n
log #Cn.
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Theorem 1.2.3.1 (Uniqueness Using a Decomposition [1]) LetX be a shift space
on a finite alphabet, and suppose that the language L of X admits a decomposition
CpGCs such that

(I) every collection GM has specification, and
(II) h(Cp ∪ Cs ) < h(X).
Then (X, σ) has a unique MME μ.

Remark 1.4 Note thatL =⋃
M∈N GM ; the sets GM play a similar role to the regular

level sets that appear in Pesin theory.7 The gap size τ appearing in the specification
property for GM is allowed to depend on M , just as the constants appearing in the
definition of hyperbolicity are allowed to depend on which regular level set a point
lies in. Similarly, for the unique MME μ one can prove that limM→∞ μ(GM) = 1,
which mirrors a standard result for hyperbolic measures and Pesin sets.

Remark 1.5 In fact we do not quite need every w ∈ L to admit a decomposition as
in definition 1.2.3.2. It is enough to haveCp,G,Cs ⊂ L such that h(L\(CpGCs )) <
h(X), in addition to the conditions above [6].

We outline the proof of Theorem 1.2.3.1. The idea is to mimic Bowen’s proof
using Propositions 1.1 and 1.2 by completing the following steps.

1. Prove uniform counting bounds as in Lemma 1.2.2.1.
2. Use these to establish the following non-uniform Gibbs property for any limit

point μ of the sequence of measures in (1.2.2.6): there are constantsK,KM ≥ 1
such that for allM ∈ N and w ∈ GM

K−1
M e

−|w|htop(X) ≤ μ[w] ≤ Ke−|w|htop(X). (1.2.3.1)

We emphasize that the Gibbs property is non-uniform in the sense that the lower
Gibbs constant depends on M .8 The upper bound that we will obtain from our
hypotheses is uniform inM . On a fixed GM , we have uniform Gibbs estimates.

3. Give a similar argument for ergodicity, and then prove that the non-uniform lower
Gibbs bound in (1.2.3.1) still gives uniqueness as in Proposition 1.1.

Once the uniform counting bounds are established, the proof of (1.2.3.1) follows the
same approach as before. We do not discuss the third step at this level of generality
except to emphasize that it follows the approach given in Proposition 1.1.

7Since GM corresponds to a collection of orbit segments rather than a subset of the space, the most
accurate analogy might be to think of GM as corresponding to orbit segments that start and end in
a given regular level set.
8The constant KM increases exponentially with the transition time in the specification property for
GM , so we do not expect any explicit relationship between M and KM in general. Examples of
S-gap shifts (see Remark 1.9) can be easily constructed to make the constants K−1

M decay fast.



16 V. Climenhaga and D. J. Thompson

For the counting bounds in the first step, we start by observing that the bound
#Ln ≥ enhtop(X) did not require any hypotheses on the symbolic space X and thus
continues to hold. The argument for the upper bound in Lemma 1.2.2.1 can be easily
adapted to show that there is a constantQ such that #Gn ≤ Qenhtop(X) for all n. Then
the desired upper bound for #Ln is a consequence of the following.

Lemma 1.2.3.1 For any r ∈ (0, 1), there isM such that #GMn ≥ r#Ln for all n.

Proof Let ai = #(Cpi ∪ Csi )e−ihtop(X), so that in particular
∑
ai <∞ by (II). Since

any w ∈ Ln can be written as w = upvus for some u ∈ Cpi , v ∈ Gj , and w ∈ Csk
with i + j + k = n, we have

#Ln ≤ #GMn +
∑

i+j+k=n
max(i,k)>M

(#Cpi )(#Gj )(#Csk) ≤ #GMn +
∑

i+j+k=n
max(i,k)>M

aiakQe
nhtop(X),

where the second inequality uses the upper bound #Gj ≤ Qejhtop(X). Since
∑
ai <

∞, there isM such that

∑

i+j+k=n
max(i,k)>M

aiakQe
nhtop(X) < (1− r)enhtop(X) ≤ (1− r)#Ln,

where the second inequality uses the lower bound #Ln ≥ enhtop(X). Combining these
estimates gives #Ln ≤ #GMn + (1− r)#Ln, which proves the lemma. ��

The same specification argument that gives the upper bound on #Gn gives a
corresponding upper bound on GMn (with a different constant), and thus we deduce
the following consequence of Lemma 1.2.3.1.

Corollary 1.2.3.1 There are constants a,A > 0 andM ∈ N such that

enhtop(X) ≤ #Ln ≤ Aenhtop(X) and #GMn ≥ aenhtop(X) for all n ∈ N.

Remark 1.6 In fact, the proof of Lemma 1.2.3.1 can easily be adapted to show a
stronger result: given any γ > 0 and r ∈ (0, 1), there is M such that if Dn ⊂ Ln
has #Dn ≥ γ enhtop(X), then #(Dn∩GMn ) ≥ r#Dn. These types of estimates are what
lie behind the claim in Remark 1.4 that the (non-uniform) Gibbs property implies
μ(GM)→ 1 asM →∞.

1.2.3.2 An Example: Beta Shifts

Given a real number β > 1, the corresponding β-transformation f : [0, 1)→ [0, 1)
is f (x) = βx (mod 1). Let A = {0, 1, . . . , �β� − 1}; then every x ∈ [0, 1) admits
a coding y = π(x) ∈ AN defined by yn = �βf n−1(x)�, and we have π ◦ f =
σ ◦ π , where σ : AN → AN is the left shift. Observe that π(x)n = a if and only if
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I0 I1 I2 I (21)f (I (21))f 2(I (21))

Fig. 1.2 Coding a β-transformation

f n−1(x) ∈ Ia , where the intervals Ia are as shown in Fig. 1.2.9 Given n ∈ N and
w ∈ An, let

I (w) :=
n⋂

k=1

f−(k−1)(Iwk )

be the interval in [0, 1) containing all points x for which the first n iterates are coded
by w. The figure shows an example for which f n(I (w)) is not the whole interval
[0, 1); it is worth checking some other examples and seeing if you can tell for which
words f n(I (w)) is equal to the whole interval. Observe that if β is an integer then
this is true for every word.

Definition 1.2.3.4 The β-shift Xβ is the closure of the image of π , and is σ -
invariant. Equivalently, Xβ is the shift space whose language L is the set of all
w ∈ A∗ such that I (w) �= ∅; thus y ∈ AN is in Xβ if and only if I (y1 · · · yn) �= ∅
for all n ∈ N.

For further background on the β-shifts, see [61–63]. We summarize the proper-
ties relevant for our purposes.

Write� for the lexicographic order onAN and observe that π is order-preserving.
Let z = limx↗1 π(x) denote the supremum of Xβ in this ordering. It will be
convenient to extend � to A∗, writing v � w if for n = min(|v|, |w|) we have
v[1,n] � w[1,n].
Remark 1.7 Observe that on A∗ ∪ AN, � is only a pre-order, because there are
v �= w such that v � w and w � v; this occurs whenever one of v,w is a prefix of
the other.

9Formally, Ia = {x ∈ [0, 1) : �βx� = a}, so Ia = [ aβ , 1) if a = �β� − 1, and [ a
β
, a+1
β
) otherwise.
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0

Fig. 1.3 A graph representation of Xβ

The β-shift can be described in terms of the lexicographic ordering, or in terms
of the following countable-state graph:

• the vertex set is N0 = {0, 1, 2, 3, . . . };
• the vertex n has 1+ zn+1 outgoing edges, labeled with {0, 1, . . . , zn+1}; the edge

labeled zn+1 goes to n+ 1, and the rest go to the ‘base’ vertex 0.

Figure 1.3 shows (part of) the graph when z = 2102001 . . . , as in Fig. 1.2.

Proposition 1.3 Given n ∈ N and w ∈ An, the following are equivalent.

1. I (w) �= ∅ (which is equivalent to w ∈ L(Xβ) by definition).
2. w[j,n] � z for every 1 ≤ j ≤ n.
3. w labels the edges of a path on the graph that starts at the base vertex 0.

Idea of Proof Using induction, check that the following are equivalent for every
n ∈ N, 0 ≤ k ≤ n, and w ∈ An.
1. f n(I (w)) = f k(I (z[1,k]), where we write I (z[1,0]) := [0, 1).
2. w[j,n] � z for every 1 ≤ j ≤ n, and k is maximal such that w[n−k+1,n] = z[1,k].
3. w labels the edges of a path on the graph that starts at the base vertex 0 and ends

at the vertex k.

Corollary 1.2.3.2 Given x ∈ AN, the following are equivalent.

1. x ∈ Xβ .
2. σn(x) � z for every n.
3. x labels the edges of an infinite path of the graph starting at the vertex 0.

Exercise 1.1 Prove that Xβ has the specification property if and only if z does not
contain arbitrarily long strings of 0s.

In fact, Schmeling showed [64] that for Lebesgue-a.e. β > 1, the β-shiftXβ does
not have the specification property. Nevertheless, every β-shift has a unique MME.
This was originally proved by Hofbauer [65] and Walters [66] using techniques not
based on specification. Theorem 1.2.3.1 gives an alternate proof: writing G for the
set of words that label a path starting and ending at the base vertex, and Cs for the
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set or words that label a path starting at the base vertex and never returning to it,
one quickly deduces the following.

• GCs is a decomposition of L.
• GM is the set of words labeling a path starting at the base vertex and ending

somewhere in the first M vertices; writing τ for the maximum graph distance
from such a vertex to the base vertex, GM has specification with gap size τ .

• #Csn = 1 for every n, and thus h(Cs ) = 0 < htop(Xβ) = logβ.

This verifies the conditions of Theorem 1.2.3.1 and thus provides another proof of
uniqueness of the MME.

Remark 1.8 Because the earlier proofs of uniqueness did not pass to subshift factors
of β-shifts, it was for several years an open problem (posed by Klaus Thomsen)
whether such factors still had a unique MME. The inclusion of this problem in
Mike Boyle’s article “Open problems in symbolic dynamics” [67] was our original
motivation for studying uniqueness using non-uniform versions of the specification
property, which led us to formulate the conditions in Theorem 1.2.3.1; these can be
shown to pass to factors, providing a positive answer to Thomsen’s question [1].

Remark 1.9 Theorem 1.2.3.1 can be applied to other symbolic examples as well,
including S-gap shifts [1]. The S-gap shifts are a family of subshifts of {0, 1}Z
defined by the property that the number of 0’s that appear between any two 1’s is
an element of a prescribed set S ⊂ Z. A specific example is the prime gap shift,
where S is taken to be the prime numbers. The theorem also admits an extension
to equilibrium states for nonzero potential functions along the lines described in
Sect. 1.3.5 below, which has been applied to β-shifts [10], S-gap shifts [12], shifts
of quasi-finite type [6], and α-β shifts (which code x �→ α + βx (mod 1)) [13].

1.2.3.3 Periodic Points

It is often the case that one can prove a stronger version of specification, for example,
when X is a mixing SFT.

Definition 1.2.3.5 Say that G ⊂ L has periodic strong specification if there exists
τ ∈ N such that for all w1, . . . , wk ∈ G, there are u1, . . . , uk ∈ Lτ such that
v := w1u1 · · ·wkuk ∈ L, and moreover x = vvvvv · · · ∈ X.

There are two strengthenings of specification, in the sense of (1.2.2.1), here: first,
we assume that the gap size is equal to τ , not just ≤ τ , and second, we assume that
the “glued word” can be extended periodically after adding τ more symbols.

If we replace specification in Theorem 1.2.3.1 with periodic strong specification
for each GM , then the counting estimates in Lemma 1.2.2.1 immediately lead to the
following estimates on the number of periodic points: writing Pern = {x ∈ X :
σnx = x}, we have

C−1enhtop(X) ≤ #Pern ≤ Cenhtop(X).
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Using this fact and the construction of the unique MME given just before Proposi-
tion 1.2, one can also conclude that the unique MME μ is the limiting distribution
of periodic orbits in the following sense:

1

#Pern

∑

x∈Pern

δx
weak*−−−→ μ as n→∞.

This argument holds true in the classical Theorem 1.2.2.1, and for β-shifts. It also
extends beyond the symbolic setting, and a natural analogue of the argument holds
for regular closed geodesics on rank one non-positive curvature manifolds.

1.2.4 Beyond Shift Spaces: Expansivity in Bowen’s Argument

Now we move to the non-symbolic setting and describe how Bowen’s approach
works for a continuous map on a compact metric space. In particular, his assump-
tions apply to and were inspired by the case when X is a transitive locally maximal
hyperbolic set for a diffeomorphism f . First we recall some basic definitions.

1.2.4.1 Topological Entropy

Definition 1.2.4.1 Given n ∈ N, the nth dynamical metric on X is

dn(x, y) := max{d(f kx, f ky) : 0 ≤ k < n}. (1.2.4.1)

The Bowen ball of order n and radius ε > 0 centered at x ∈ X is

Bn(x, ε) := {y ∈ X : dn(x, y) < ε}. (1.2.4.2)

A set E ⊂ X is called (n, ε)-separated if dn(x, y) > ε for all x, y ∈ E with x �= y;
equivalently, if y /∈ Bn(x, ε) for all such x, y.

We define entropy in a more general way than is standard, reflecting our focus on
the space of finite-length orbit segments X × N as the relevant object of study;
this replaces the language L that we used in the symbolic setting. We interpret
(x, n) ∈ X × N as representing the orbit segment (x, f x, f 2x, . . . , f n−1x). Then
the analogy is that a cylinder [w] for a word in the language corresponds to a Bowen
ball Bn(x, ε) associated to an orbit segment (x, n) ∈ X × N. Given a collection of
orbit segments D ⊂ X × N, for each n ∈ N we write

Dn := {x ∈ X : (x, n) ∈ D}

for the collection of points that begin a length-n orbit segment in D.
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Definition 1.2.4.2 (Topological Entropy) Given a collection of orbit segments
D ⊂ X × N, for each ε > 0 and n ∈ N we write

(D, ε, n) := max{#E : E ⊂ Dn is (n, ε)-separated}.

The entropy of D at scale ε > 0 is

h(D, ε) := lim
n→∞

1

n
log(D, ε, n),

and the entropy of D is

h(D) := lim
ε→0

h(D, ε).

When D = Y × N for some Y ⊂ X, we write (Y, ε, n) = (Y × N, ε, n),
htop(Y, ε) = h(Y × N, ε) and htop(Y ) = limε→0 htop(Y, ε). In particular, when
D = X × N we write htop(X, f ) = htop(X) = h(X × N) for the topological
entropy of f : X→ X.

When different orbit segments in D are given weights according to their ergodic
sum w.r.t. a given potential ϕ, we obtain a notion of topological pressure, which we
will discuss in Sect. 1.3.5.

Theorem 1.2.4.1 (Variational Principle) Let X be a compact metric space and
f : X→ X a continuous map. Then

htop(X, f ) = sup
μ∈Mf (X)

hμ(f ).

The following construction forms one half of the proof of the variational
principle.

Proposition 1.4 (Building a Measure of Almost Maximal Entropy) With X, f
as above, fix ε > 0, and for each n ∈ N, let En ⊂ X be an (n, ε)-separated set.
Consider the Borel probability measures

νn := 1

#En

∑

x∈En
δx, μn := 1

n

n−1∑

k=0

f k∗ νn =
1

n

n−1∑

k=0

νn ◦ f−k. (1.2.4.3)

Let μnj be any subsequence that converges in the weak*-topology to a limiting
measure μ. Then μ ∈Mf (X) and

hμ(f ) ≥ lim
j→∞

1

nj
log #Enj .
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In particular, for every δ > 0 there exists μ ∈ Mf (X) such that hμ(f ) ≥
htop(X, f, δ).

Proof See [50, Theorem 8.6]. ��
Corollary 1.2.4.1 Let X, f be as above, and suppose that there is δ > 0 such that
htop(X, f, δ) = htop(X, f ). Then there exists a measure of maximal entropy for
(X, f ). Indeed, given any sequence {En ⊂ X}∞n=1 of maximal (n, δ)-separated sets,
every weak*-limit point of the sequence μn from (1.2.4.3) is an MME.

In our applications, it will often be relatively easy to verify that htop(X, f, δ) =
htop(X, f ) for some δ > 0, and so Corollary 1.2.4.1 establishes existence of a
measure of maximal entropy. Thus the real challenge is to prove uniqueness, and
this will be our focus.

1.2.4.2 Expansivity

In Bowen’s general result, the assumption that X is a shift space is replaced by the
following condition.

Definition 1.2.4.3 (Expansivity) Given x ∈ X and ε > 0, let

�+ε (x) := {y ∈ X : d(f ny, f nx) < ε for all n ≥ 0} =
⋂

n∈N
Bn(x, ε)

be the forward infinite Bowen ball. If f is invertible, let

�−ε (x) := {y ∈ X : d(f ny, f nx) < ε for all n ≥ 0}

be the backward infinite Bowen ball, and let

�ε(x) := �+ε (x) ∩ �−ε (x) = {y ∈ X : d(f ny, f nx) < ε for all n ∈ Z}

be the bi-infinite Bowen ball. The system (X, f ) is positively expansive at scale
ε > 0 if �+ε (x) = {x} for all x ∈ X, and (two-sided) expansive at scale ε > 0 if
�ε(x) = {x}. The system is (positively) expansive if there exists ε > 0 such that it
is (positively) expansive at scale ε.

It is an easy exercise to check that one-sided shift spaces are positively expansive.
A system (X, f ) is uniformly expanding if there are ε, λ > 0 such that d(fy, f x) ≥
eλd(y, x) whenever x, y ∈ X have d(x, y) < ε. Iterating this property gives
diamBn(x, ε) ≤ εe−λn for all n, and thus �+ε (x) = {x}, so (X, f ) is positively
expansive.

Two-sided shift spaces can easily be checked to be (two-sided) expansive, and
we also have the following.
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Proposition 1.5 If X is a hyperbolic set for a diffeomorphism f , then (X, f ) is
expansive.

Sketch of Proof Choose ε > 0 small enough that given any x, y ∈ X with
d(x, y) < ε, the local leaves Ws(x) and Wu(y) intersect in a unique point [x, y]
(we do not require that this point is in X). Write

du(x, y) = d(x, [x, y]) and ds(x, y) = d(y, [x, y]).

Passing to an adapted metric if necessary, hyperbolicity gives λ > 0 such that

du(f nx, f ny) ≥ eλndu(x, y) if d(f kx, f ky) < ε for all 0 ≤ k ≤ n, (1.2.4.4)

ds(f−nx, f−ny) ≥ eλnds(x, y) if d(f−kx, f−ky) < ε for all 0 ≤ k ≤ n.
(1.2.4.5)

In particular, if y ∈ �ε(x) then du(f nx, f ny) is uniformly bounded for all n, so
du(x, y) = 0, and similarly for ds , which implies that x = [x, y] = y.

One important consequence of expansivity is the following.

Proposition 1.6 If (X, f ) is expansive at scale ε, then htop(X, f, ε) = htop(X, f ).

Two Proof Ideas We outline two proofs in the positively expansive case.
One argument uses a compactness argument to show that for every 0 < δ < ε,

there is N ∈ N such that BN(x, ε) ⊂ B(x, δ) for all x ∈ X. This implies that
Bn+N(x, ε) ⊂ Bn(x, δ) for all x, and then one can show that the definition of
topological entropy via (n, ε)-separated sets gives the same value at δ as at ε.

Another method, which is better for our purposes, is to observe that since ε-
expansivity gives

⋂
n Bn(x, ε) = {x} for all x, one can easily show that for every

ν ∈Mf (X), we have:

if β is a partition with dn-diameter< ε, then β is generating for (f n, ν).

Given a maximal (n, ε)-separated set En, we can choose a partition βn such that
each element of βn is contained in Bn(x, ε) for some x ∈ En, so βn has exactly #En
elements. Then we have

hμ(f ) = 1

n
hμ(f

n) = 1

n
hμ(f

n, βn) ≤ 1

n
Hμ(βn) ≤ 1

n
log #En. (1.2.4.6)

Sending n → ∞ gives hμ(f ) ≤ htop(X, f, ε), and taking a supremum over all
μ ∈Mf (X) proves that htop(X, f, ε) = htop(X, f ).
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≤ τ ≤ τ

Fig. 1.4 Bookkeeping in the specification property

1.2.4.3 Specification

The following formulation of the specification property is given for a collection of
orbit segments D ⊂ X × N, and thus is not quite the classical one, but reduces
to (a version of) the classical definition when we take D = X × N. Observe that
when X is a shift space and we associate to each (x, n) the word x[1,n] ∈ L(X), the
following agrees with the definition from (1.2.2.1).

Definition 1.2.4.4 (Specification) A collection of orbit segments D ⊂ X × N has
the specification property at scale δ > 0 if there exists τ ∈ N (the gap size or
transition time) such that for every (x1, n1), . . . , (xk, nk) ∈ D, there exist 0 = T1 <

T2 < · · · < Tk ∈ N and y ∈ X such that

f Ti (y) ∈ Bni (xi, δ) and Ti − (Ti−1 + ni−1) ∈ [0, τ ] for all 1 ≤ i ≤ k,

see Fig. 1.4. That is, starting from time Ti the orbit of y shadows the orbit of xi , and
moreover, writing si = Ti + ni for the time at which this shadowing ends, we have

si ≤ Ti+1 ≤ si + τ for all 1 ≤ i < k.

We say that D has the specification property if the above holds for every δ > 0.
We say that (X, f ) has the specification property if X ×N does. We say that D has
periodic specification if y can be chosen to be periodic with period in [sk, sk + τ ].

First we explain how specification (for the whole system) is established in the
uniformly hyperbolic case. Recall from (1.2.2.1) and the paragraph preceding it
that in the symbolic case, one can establish specification by verifying it in the case
k = 2 and then iterating. In the non-symbolic case, the proof of specification usually
follows this same approach, but one needs to verify a mildly stronger property for
k = 2 to allow the iteration step; one possible version of this property is formulated
in the next lemma.

Lemma 1.2.4.1 Given f : X → X, suppose that δ1 > 0, δ2 ≥ 0, χ ∈ (0, 1), and
τ ∈ N are such that for every (x1, n1), (x2, n2) ∈ X×N, there are t ∈ {0, 1, . . . , τ }
and y ∈ X such that

d(f ky, f kx1) ≤ δ1χn1−k for all 0 ≤ k < n1 and dn2(f
n1+t y, x2) ≤ δ2.

(1.2.4.7)

Then (X, f ) has the specification property at scale δ2+ δ1/(1−χ) with gap size τ .



1 Beyond Bowen’s Specification Property 25

x1 fn1x1
x2 fn2x2

x3 fn3x3
x4 fn4x4

y2

y3

y4

f s2y2

f s2y4

fT3y3

f s3y3

f s3y4

< δ1

< δ1χ

< δ1χ
2

≤ δ2

< δ1

< δ1χ

≤ δ2

< δ1

≤ δ2

Fig. 1.5 Proving specification using a one-step property

Proof Given (x1, n1), . . . , (xk, nk) ∈ X × N, we will apply (1.2.4.7) iteratively to
produce y1, . . . , yk and T1, . . . , Tk ∈ N such that writing δ′ = δ2 + δ1/(1− χ), we
have

f Ti (yj ) ∈ Bni (xi, δ′) for all 1 ≤ i ≤ j ≤ k. (1.2.4.8)

Once this is done, yk is the desired shadowing point. See Fig. 1.5 for an illustration
of the following procedure and estimates.

Along with yi, Ti , we will produce si = Ti + ni and ti ∈ {0, . . . , τ } such that
Ti+1 = si + ti . Start by putting y1 = x1, T1 = 0, and s1 = n1. Then apply (1.2.4.7)
to (y1, s1) and (x2, n2) to get y2 ∈ X and t1 ∈ {0, 1, . . . , τ } such that writing
T2 = s1 + t1, we have

d(f ky2, f
ky1) ≤ δ1χs1−k for all 0 ≤ k < s1 and dn2(f

T2y2, x2) ≤ δ2.

In general, once yi, si are determined (with Ti = si − ni ), we apply (1.2.4.7) to
(yi, si ) and (xi+1, ni+1) to get ti ∈ {0, 1, . . . , τ } and yi+1 ∈ X such that writing
Ti+1 = si + ti , we have

d(f kyi+1, f
kyi) ≤ δ1χsi−k for all 0 ≤ k < si and dni+1(f

Ti+1yi+1, xi+1) ≤ δ2.

Now we can verify (1.2.4.8) by observing that for all 1 ≤ i ≤ j ≤ k, we have

dni (f
Ti (yj ), f

Ti (yi)) ≤
j−1∑

�=i
dni (f

Ti (y�+1), f
Ti (y�))

≤
j−1∑

�=i
δ1χ

s�−si < δ1

1− χ , (1.2.4.9)
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(the last inequality uses the fact that s�− si ≥ �− i), and also dni (f
Ti (yi), xi) ≤ δ2,

so

dni (xi, f
Ti yj ) ≤ dni (xi, f Ti yi)+ dni (f Ti yi, f Ti yj ) ≤ δ2 +

δ1

1− χ = δ
′.

��
Proposition 1.7 If X is a topologically transitive locally maximal hyperbolic set
for a diffeomorphism f , then (X, f ) has the specification property.

Proof By Lemma 1.2.4.1, it suffices to show that for every sufficiently small δ > 0,
there are χ ∈ (0, 1) and τ ∈ N such that for every (x1, n1), (x2, n2) ∈ X×N, there
are t ∈ {0, 1, . . . , τ } and y ∈ X such that (1.2.4.7) holds. To prove this, let δ, ρ > 0
be such that

• every x ∈ X has local stable and unstable leavesWs
δ (x) andWu

δ (x)with diameter
< δ, and

• for every x, y ∈ X with d(x, y) < ρ, the intersectionWs
δ (x)∩Wu

δ (y) is a single
point, which lies in X.

By topological transitivity and compactness, there is τ ∈ N such that for every
x, y ∈ X there is t ∈ {0, 1, . . . , τ } with d(f tx, y) < ρ, and thus f t (Wu

δ (x)) ∩
Ws
δ (y) �= ∅.
Using this fact, given (x1, n1), (x2, n2) ∈ X × N, we can let t ∈ {0, 1, . . . , τ }

be such that f t (Wu
δ (f

n1x1)) intersectsWs
δ (x2). Choosing z in this intersection and

putting y = f−(t+n1)(z), we see that y satisfies (1.2.4.7) with δ1 = δ2 = δ, and thus
Lemma 1.2.4.1 proves the proposition. ��
Remark 1.10 Uniform contraction of f alongWs is not used; to prove specification
at scale δ′, it would suffice to know that if x, y lie on the same local stable leaf and
d(x, y) ≤ δ2, then the same is true of f (x), f (y), which still gives the second half
of (1.2.4.7). In particular, this follows as soon as ‖Df |Es‖ ≤ 1. The same idea can
also be applied to obtain specification on suitable collections G ⊂ X × N, and can
be extended naturally to the continuous-time case.

We also emphasize that the exponential contraction asked for in the first half
of (1.2.4.7), which is obtained from uniform backwards contraction alongWu, can
be significantly weakened. What is really essential for the argument is backwards
contraction in the local unstables by a fixed amount in each of the orbit segments
(not necessarily proportional to length), and this is enough to obtain a uniform
distance estimate analogous to (1.2.4.9). We carried out the details of this argument
in [3, §4] in the non-uniformly hyperbolic setting of rank one geodesic flow for the
family of orbit segments C(η), which are defined in this survey in Sect. 1.4.2.6.
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The following gives the corresponding result in the non-invertible case.

Proposition 1.8 Suppose that f : X → X is topologically transitive and has the
following properties.

• Uniformly expanding: d(f x, fy) ≥ eλd(x, y) whenever d(x, y) < δ.
• Locally onto: For every x ∈ X, we have f (B(x, δ)) ⊃ B(f x, δ).10

Then (X, f ) has the specification property at scale δ/(1− e−λ).
Proof It suffices to verify (1.2.4.7) with δ1 = δ, δ2 = 0, and χ = e−λ; then we
can apply Lemma 1.2.4.1. We need the following consequence of the locally onto
property:

for every x ∈ X and n ∈ N, we have f n(Bn(x, δ)) ⊃ B(f nx, δ). (1.2.4.10)

As in the previous proposition, we use the following consequence of topological
transitivity and compactness: given δ > 0, there is τ ∈ N such that for
every x, y ∈ X there is t ∈ {0, 1, . . . , τ } with f t (x) ∈ B(y, δ). Now given
(x1, n1), (x2, n2) ∈ X × N, there is t ∈ {0, 1, . . . , τ } such that f t (f n1(x1)) ∈
B(x2, δ), and thus (1.2.4.10) gives

f t (f n1Bn1(x1, δ)) ⊃ f tB(f n1x1, δ) ⊃ B(f n1+t x1, δ) � x2.

Thus there is y ∈ Bn1(x1, δ) such that f n1+t (y) = x2, which verifies (1.2.4.7);
Lemma 1.2.4.1 completes the proof. ��

1.2.4.4 Bowen’s Proof Revisited

Bowen’s original uniqueness result [5], which we outlined in Sect. 1.2.2, was
actually given not for shift spaces, but for more general expansive systems.

Theorem 1.2.4.2 (Expansivity and Specification (Bowen)) Let X be a compact
metric space and f : X → X a continuous map. Suppose that ε > 40δ > 0 are
such that f has expansivity at scale ε and the specification property at scale δ.
Then (X, f ) has a unique measure of maximal entropy.

Remark 1.11 Bowen’s original paper assumed expansivity and periodic specifica-
tion at all scales. We relax the proof mildly so that it does not use periodic orbits and
only uses specification at a fixed scale, small relative to an expansivity constant.11

We will see examples later where this additional generality is beneficial.

10In the symbolic setting, this corresponds to X being a subshift of finite type.
11The statements in [68] used ε ≥ 28δ but this must be corrected to ε > 40δ; see [2, §5.7].
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The proof of Theorem 1.2.4.2 extends the strategy in the symbolic case:

1. establish uniform counting bounds;
2. show that the usual construction of an MME gives an ergodic Gibbs measure;
3. prove that an ergodic Gibbs measure must be the unique MME.

We must also examine the role played by expansivity.
In the symbolic setting, the first step was to prove the counting bounds on #Ln

given in (1.2.2.7). In the general setting, #Ln is replaced with (X, ε, n) from
Definition 1.2.4.2, and mimicking the arguments in Lemma 1.2.2.1 leads to the
estimates

enhtop(X,f,6δ) ≤ (X, 3δ, n) ≤ Qenhtop(X,f,δ), whereQ = (τ + 1)eτhtop(X,f,δ).

(1.2.4.11)

Observe that the lower and upper bounds in (1.2.4.11) involve the entropy of f at
different scales, a phenomenon which did not appear in (1.2.2.7). To see why this
occurs, recall that in the proof of Lemma 1.2.2.1 we used an injective map

Lm+n → Lm × Ln, w �→ (w[1,m], w[m+1,m+n]), (1.2.4.12)

as well as an at-most-(τ + 1)-to-1 map given by specification:

Lm × Ln→ Lm+n+τ , (v,w) �→ vuwu′. (1.2.4.13)

In a general metric space, to generalize (1.2.4.12) one might first attempt the
following:

• fixing ρ > 0, let Eρk ⊂ X be a maximal (k, ρ)-separated set for each k ∈ N;
• by maximality, for every x ∈ X and k ∈ N there is πk(x) ∈ Eρk such that
x ∈ Bk(πk(x), ρ);

• then consider the map Eρm+n → E
ρ
m ×Eρn given by x �→ (πm(x), πn−m(fmx)).

The problem is that injectivity may fail: there could be z ∈ Em such that Bm(z, ρ)
contains two distinct points x, y ∈ Em+n, even though dm(x, y) ≥ dm+n(x, y) ≥ ρ.
This possibility can be ruled out by considering a map E2ρ

m+n → E
ρ
m×Eρn ; note the

use of two different scales. With ρ = 3δ, this leads to the lower bound in (1.2.4.11).
See [68, §3.1] for details.

For the upper bound in (1.2.4.11), one must play a similar game with (1.2.4.13).
WithEρk as above, specification (at scale δ) gives a “gluing map” π : Eρm×Eρn → X.
As long as ρ ≥ δ, the multiplicity of this map is at most τ + 1 for the same reasons
as in Lemma 1.2.2.1. However, since the gluing process in specification can move
orbit segments by up to δ, the image set π(Eρm × Eρn ) can only be guaranteed to be
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(ρ−2δ,m+n+ τ )-separated. Again, taking ρ = 3δ gives (1.2.4.11); see [68, §3.2]
for details.

Remark 1.12 The reason that these issues do not arise in the symbolic setting is
that there, if δ = 1

4 and y ∈ Bn(x, δ), then Bn(y, δ) = [y[1,n]] = [x[1,n]] =
Bn(x, δ). In other words, in a shift space, each dn is an ultrametric, for which
the triangle inequality is strengthened to dn(x, z) ≤ max{dn(x, y), dn(y, z)}. In
the non-symbolic setting, if y ∈ Bn(x, δ) then the most we can say is that
Bn(y, δ) ⊂ Bn(x, 2δ), and vice versa. This leads to the “changing scales” aspect
of the arguments above, which appears at several other places in the general proofs.

With the counting bounds established as in (1.2.2.7) and (1.2.4.11), the next step
in the symbolic proof was to consider measures νn giving equal weight to every
n-cylinder, and prove a Gibbs property for any limit point of the measures μn =
1
n

∑n−1
k=0 σ

k∗ νn. For non-symbolic systems, one replaces the collection of n-cylinders
with a maximal (n, δ)-separated set, and proves the following.

Proposition 1.9 Let X be a compact metric space and f : X → X a continuous
map with the specification property at scale δ > 0 and expansivity at scale ε, with
ε > 40δ, and let ρ ∈ (5δ, ε/8]. Let En ⊂ X be a maximal (n, ρ − δ)-separated set
for each n, and consider the measures

μn := 1

#En

∑

x∈En

1

n

n−1∑

k=0

δf kx. (1.2.4.14)

Then there is K ≥ 1 such that every weak* limit point μ of the sequence μn is
f -invariant and satisfies the Gibbs property

K−1e−nhtop(X,f ) ≤ μ(Bn(x, ρ)) ≤ Ke−nhtop(X,f ) for all x ∈ X,n ∈ N.

(1.2.4.15)

This statement is a mild extension of the argument in [5], which is simplified by
having periodic specification at all scales and constructing μn using periodic orbits.
Proposition 1.9 is proven, with the same level of detail on the choice of scales in [2,
§6]. For the purposes of this survey, the main point is simply that the expansivity
scale is a suitably large multiple of the specification scale. However, we state the
exact range of scales carefully for consistency with [2, §6]. See also [68] for a
proof of the lower Gibbs bound. In that paper, many of the intermediate statements
and bounds are given in terms of htop(X, f, cρ), with c ∈ {1, 2, 3, 4}. It is thus
crucial that htop(X, f, cρ) = htop(X, f ), which is provided in this statement by the
expansivity assumption. This is the only way in which expansivity is used in the
above proposition.
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Observe that we have not yet claimed anything about ergodicity of the Gibbs
measure μ. In the symbolic case, the argument for the Gibbs property can be used
to deduce that there is c > 0 and k ∈ N such that for every v,w ∈ L and � ≥ |v|,
there is j ∈ [�, �+ k) such that

μ([v] ∩ σ−j [w]) ≥ cμ[v]μ[w].

Since any Borel set can be approximated (w.r.t. μ) by unions of cylinders, this can
be used to deduce that

lim
j→∞μ(V ∩ σ

−jW) ≥ c
k
μ(V )μ(W)

for all V,W ⊂ X, which gives ergodicity. In the non-symbolic setting, one can
still mimic the Gibbs argument to produce c > 0 and k ∈ N such that for every
(x, n), (y,m) ∈ X × N and any � ≥ n, there is j ∈ [�, �+ k) such that

μ(Bn(x, ρ) ∩ f−jBm(y, ρ)) ≥ cμ(Bn(x, ρ))μ(Bm(y, ρ)). (1.2.4.16)

To establish ergodicity from this one needs to approximate arbitrary Borel sets by
sets whose μ-measure we control; this can be done by using a sequence of partitions
βn, for which each element of βn contains a Bowen ball Bn(x, ρ) and is contained
inside a Bowen ball Bn(x, 2ρ). Expansivity implies that this sequence of partitions
is generating w.r.t. μ, so the rest of the argument goes through as before, and
establishes ergodicity. As we saw in the proof of Proposition 1.6, this is also enough
to guarantee that htop(X, f, ε) = htop(X, f ). We summarize our conclusions as
follows.

Proposition 1.10 Let X, f, δ, μ be as in Proposition 1.9. Suppose that f is
expansive at a scale greater than 40δ. Then μ is ergodic and satisfies the Gibbs
property (1.2.4.15).

The proof that an ergodic Gibbs measure is the unique MME (Proposition 1.1)
has the following generalization to the non-symbolic setting.

Proposition 1.11 LetX be a compact metric space, f : X→ X a continuous map,
and μ an ergodic f -invariant measure on X. Suppose ρ > 0 is such that

• f is expansive (or positively expansive) at scale 4ρ;
• there are K,h > 0 such that μ satisfies the Gibbs bound

K−1e−nh ≤ μ(Bn(x, ρ)) ≤ Ke−nh for every x ∈ X and n ∈ N. (1.2.4.17)

Then h = hμ(f ) = htop(X, f ), and μ is the unique MME for (X, f ).
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Outline of Proof As before, one starts by using general arguments to prove that
h = hμ(f ) = htop(X, f ) and to reduce to the case of considering an invariant
measure ν ⊥ μ, for which we must show hν(f ) < hμ(f ); this is unchanged from
the symbolic case. The next step there was to choose D ⊂ X with μ(D) = 1 and
ν(D) = 0, and approximate D by a union of cylinders; then similar to (1.2.4.6),
writing

nhν(f ) = hν(f n) = hν(f n, αn−1
0 ) ≤ Hν(αn−1

0 ) =
∑

w∈Ln
−ν[w] log ν[w],

(1.2.4.18)

and splitting the sum between cylinders in Dn and those in Dcn, one eventually
proves that hν(f ) < hμ(f ) by using the Gibbs bound μ[w] ≥ K−1e−|w|htop(X).

In the non-symbolic setting, the approximation of D follows just as in the
paragraph after (1.2.4.16). Moreover, we can obtain an analogue of (1.2.4.18) by
replacing αn−1

0 with a partition βn such that every element of βn is contained in
Bn(x, 2ρ) for some point x in a maximal (n, 2ρ)-separated set En. Finally, as long
as we also arrange that each element of βn contain Bn(x, ρ), we can use the lower
Gibbs bound to complete the proof just as in the symbolic case.

Remark 1.13 The partition βn which appears in the above proofs is called an
adapted partition for En. Adapted partitions exist for any (n, 2ρ)-separated set
of maximal cardinality since the sets Bn(x, ρ) are disjoint and the sets Bn(x, 2ρ)
coverX.

Remark 1.14 In the two-sided expansive case, the same argument works, provided
we replace dn and Bn with their two-sided versions. That is, we consider balls in the
metric d[−n,n](x, y) = max{d(f kx, f ky) : −n ≤ k ≤ n} in place of Bn. Then one
uses adapted partitions and proceeds as in the positively expansive case.

1.3 Non-uniform Bowen Hypotheses and Equilibrium States

In Sect. 1.3.1, we recall the role played by expansivity in Bowen’s proof of unique-
ness, and formulate a uniqueness result using a weaker version of expansivity. Then
in Sect. 1.3.2 we describe an explicit class of partially hyperbolic diffeomorphisms
where expansivity fails but this result still applies. In Sect. 1.3.3 we combine the
weakened versions of expansivity and specification to formulate our most general
result on MMEs for discrete-time systems, which we apply in Sect. 1.3.4 to a more
general partially hyperbolic setting. Finally, in Sect. 1.3.5 we describe how this
theory extends to equilibrium states for nonzero potential functions.
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1.3.1 Relaxing the Expansivity Hypothesis

In this section, we describe how we relax the expansivity property. Our motivating
examples are diffeomorphisms for which expansivity fails, but for which the
failure of expansivity is “invisible” to the MME. In these examples, the failure of
expansivity is a lower entropy phenomenon, and this leaves room for us to develop
a version of Bowen’s argument for the MME.

As explained in the previous section, Bowen’s proof of uniqueness uses expan-
sivity to guarantee that certain sequences of partitions are generating with respect to
every invariant ν. In fact, in every place where this property is used, it is enough to
know that this holds for all ν with sufficiently large entropy.

More precisely, at the end of the proof, in (the analogue of) (1.2.4.18), it suffices
to know that αn−1

0 is generating for (f n, ν) when ν is an arbitrary MME, because
if ν is not an MME then we already have hν < hμ, which was the goal. This is
also sufficient for the approximation ofD by elements of the partitions βn, and thus
Proposition 1.11 remains true if we replace expansivity with the assumption that for
every MME ν, we have �ε(x) = {x} for ν-a.e. x.

In Proposition 1.9, the argument for ergodicity required a similar generating
property. Finally, in Proposition 1.6, it suffices to have this generating property w.r.t.
a family of measures ν over which supν hν(f ) = htop(X, f ).

With these observations in mind, we make the following definitions.

Definition 1.3.1.1 ([69]) An f -invariant measure μ is almost expansive at scale ε
if �ε(x) = {x} for μ-a.e. x; equivalently, if the non-expansive set NE(ε) = {x ∈
X : �ε(x) �= {x}} has μ(NE(ε)) = 0. Replacing �ε by �+ε gives NE+ and a notion
of almost positively expansive.

Definition 1.3.1.2 ([68]) The entropy of obstructions to expansivity at scale ε is

h⊥exp(X, f, ε) := sup{hμ(f ) : μ ∈Me
f (X) is not almost expansive at scale ε}

= sup{hμ(f ) : μ ∈Me
f (X) and μ(NE(ε)) > 0}.

We write h⊥exp(X, f ) = limε→0 h
⊥
exp(X, f, ε) for the entropy of obstructions to

expansivity, without reference to scale. The entropy of obstructions to positive
expansivity h⊥exp+ is defined analogously.

From the discussion after Proposition 1.9, we see that we can replace the
assumption of expansivity with the assumption that h⊥exp(X, f, ρ) < htop(X, f ),

since then every ergodic ν with hν(f ) > h⊥exp(X, f, ρ) is almost expansive, so the

Proposition goes through.12 Similarly in Propositions 1.10 and 1.11, it suffices to
assume that h⊥exp(X, f, 4ρ) < htop(X, f ).

12See [68, Proposition 2.7] for a detailed proof that htop(X, f, ρ) = htop(X, f ) in this case.
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Now we have all the pieces for a uniqueness result using non-uniform expansiv-
ity.

Theorem 1.3.1.1 (Unique MME with Non-uniform Expansivity [68]) Let X be
a compact metric space and f : X→ X a continuous map. Suppose that ε > 40δ >
0 are such that h⊥exp(X, f, ε) < htop(X, f ), and that f has the specification property
at scale δ. Then (X, f ) has a unique measure of maximal entropy.

1.3.2 Derived-from-Anosov Systems

We describe a class of smooth systems for which expansivity fails but the entropy
of obstructions to expansivity is small. The following example is due to Mañé [70];
we primarily follow the discussion in [15], and refer to that paper for further details
and references.

1.3.2.1 Construction of the Mañé Example

Fix a matrix A ∈ SL(3,Z) with simple real eigenvalues λu > 1 > λs > λss > 0,
and corresponding eigenspaces Fu,s,ss ⊂ R

3. Let f0 : T3 → T
3 be the hyperbolic

toral automorphism defined by A, and let Fu,s,ss be the corresponding foliations of
T

3. Define a perturbation f of f0 as follows.
Fix ρ > ρ′ > 0 such that f0 is expansive at scale ρ. Let q ∈ T

3 be a fixed
point of f , and set f = f0 outside of B(q, ρ). Inside B(q, ρ), perform a pitchfork
bifurcation in the center direction as shown in Fig. 1.6, in such a way that

• the foliationWc := Fs remains f -invariant, and we write Ec = TWc;
• the cones around Fu and Fss remain invariant and uniformly expanding for Df

and Df−1, respectively, so they contain Df -invariant distributions Eu,ss that
integrate to f -invariant foliationsWu,ss ;

Fs

Fss

Fu

q

B (q , )

f0
Wc

W ss

W u

qp
f

r

Fig. 1.6 Mañé’s construction
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• Ecs = Ec ⊕ Ess integrates to a foliationWcs ;
• outside of B(q, ρ′), we have ‖Df |Ecs‖ ≤ λs < 1.

Thus f is partially hyperbolic with TT3 = Eu ⊕ Ec ⊕ Ess = Eu ⊕ Ecs . Observe
that

λc(f ) := sup{‖Df |Ecs (x)‖ : x ∈ T
3} > 1 (1.3.2.1)

because the center direction is expanding at q .
Now consider a diffeomorphism g : T3 → T

3 that is C1-close to f . Such a g
remains partially hyperbolic, with

λc(g) > 1 > λs(g) := sup{‖Df |Ecs (x)‖ : x ∈ T
3 \ B(q, ρ′)}. (1.3.2.2)

Existence of a unique MME was proved for such g by Ures [71] and by Buzzi et al.
[72], using the fact that there is a semiconjugacy from g back to the hyperbolic toral
automorphism f0. We outline an alternate proof using Theorem 1.3.1.1, which has
the benefit of extending to a class of nonzero Hölder continuous potential functions
[15].

1.3.2.2 Estimating the Entropy of Obstructions

Although the map g behaves as if it is uniformly hyperbolic outside of B(q, ρ), the
presence of fixed points with different indices inside this ball causes expansivity
to fail. Indeed, let p denote one of the two fixed points created via the pitchfork
bifurcation, and let x be any point on the leaf ofWc that connects p to q . Then for
every ε > 0, the bi-infinite Bowen ball �ε(x) is a non-trivial curve in Wc , rather
than a single point. However, we can give a simple mild criterion on the orbit of a
point x which rules out �ε(x) being non-trivial, and we can argue that this criterion
is satisfied for most points in our examples.

Lemma 1.3.2.1 Let g be a partially hyperbolic diffeomorphism with a splitting
Eu ⊕ Ec ⊕ Es such that Ec is 1-dimensional and integrable. Then there is ε0 > 0
such that �ε0(x) ⊂ Wc(x) for every x. Moreover, for every λ > 0 there is ε > 0
such that

lim
n→∞

1

n
log ‖Dg−n|Ec(x)‖ > λ ⇒ �ε(x) = {x}. (1.3.2.3)

Sketch of Proof Following the argument for expansivity in the uniformly hyper-
bolic setting, we choose ε0 such that whenever d(x, y) < ε0, we can get from x to
y by moving a distance ds along a leaf of Ws , then a distance dc along a leaf of
Wc, then a distance du along a leaf of Wu. The argument given there shows that
if y ∈ �ε0(x) then we must have ds(x, y) = du(x, y) = 0, which implies that
y ∈ Wc(x). For (1.3.2.3), we observe that if the condition on Dg−n is satisfied,
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then there are arbitrarily large n such that

‖Dg−n|Ec(x)‖ > ceλn. (1.3.2.4)

Choosing ε > 0 sufficiently small that | log ‖Dg|Ec(z)‖ − log ‖Dg|Ec(z′)‖| < λ/2
whenever d(z, z′) < ε, we see that any y ∈ �ε(x) satisfies

d(g−nx, g−ny) ≥ ceλn/2d(x, y) (1.3.2.5)

for all n satisfying (1.3.2.4). Since n can become arbitrarily large, this implies that
d(x, y) = 0.

Remark 1.15 Replacing backwards time with forwards time, the analogous result
for positive Lyapunov exponents is also true: lim 1

n
log ‖Dgn|Ec(x)‖ > λ implies

that �ε(x) = {x}.
For the Mañé examples, we can use (1.3.2.2) to control ‖Dg−n|Ec(x)‖ in terms of

how much time the orbit of x spends outside B(q, ρ); together with Lemma 1.3.2.1,
this allows us to estimate the entropy of NE(ε). To formalize this, we write
χ = 1T3\B(q,ρ) and observe that by the definition of λc(g) and λs(g) in (1.3.2.1)
and (1.3.2.2), we have

‖Dg−n|Ec(x)‖ ≥ λs(g)−sn(x)λc(g)−(n−sn(x)) where sn(x) :=
n−1∑

k=0

χ(g−kx).

It follows that

lim
n→∞

1

n
log ‖Dg−n|Ec(x)‖ ≥ −(r(x) logλs(g)+ (1− r(x)) logλc(g)) (1.3.2.6)

where we write

r(x) = lim
n→∞

1

n
sn(x) = lim

n→∞
1

n

n−1∑

k=0

χ(g−kx).

Fix λ ∈ (0,− logλs(g)) and let r > 0 satisfy−(r logλs(g)+(1−r) logλc(g)) > λ.
Then Lemma 1.3.2.1 and (1.3.2.6) show that for a sufficiently small ε > 0, we have

NE(ε) ⊂ {x : r(x) < r}. (1.3.2.7)

Since f0 is Anosov, the uniform counting bounds in (1.2.4.11) give a constant Q
such that (X, f0, ε, n) ≤ Qenhtop(X,f0) for all n. Using this together with (1.3.2.7)
one can prove the following.
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Lemma 1.3.2.2 ([14, §3.4]) Writing H(t) = −t log t − (1 − t) log(1 − t) for the
usual bipartite entropy function, the Mañé examples satisfy

h⊥exp(g, ε) < r(htop(X, f0)+ logQ)+H(2r).

Idea of Proof Given an ergodic measureμ that satisfies μ(NE(ε)) and thus satisfies
lim 1

n
Snχ(g

−nx) ≤ r for μ-a.e. x, the Katok entropy formula [73] can be used to
show that hμ(f ) ≤ h(C), where

C := {(x, n) ∈ T
3 × N : Snχ(x) ≤ rn}. (1.3.2.8)

To estimate h(C), the idea is to partition an orbit segment (x, n) ∈ C into pieces
lying entirely inside or outside of B(q, ρ). There can be at most rn pieces lying
outside, so the number of transition times between inside and outside is at most
2rn. The number of ways of choosing these transition times is thus at most

(
n

2rn

)

= n!
(2rn)!((1− 2r)n)! ≈ e

H(2r)n,

where the approximation can be made more precise using Stirling’s formula or
a rougher elementary integral estimate. This contributes the H(2r) term to the
estimate; the remaining terms are roughly due to the observation that given a
pattern of transition times for which the segments lying outsideB(q, ρ) have lengths
k1, . . . , km, the number of ε-separated orbit segments in C associated to this pattern
is at most

m∏

j=1

(X, f0, ε, ki) ≤
m∏

j=1

Qekihtop(X,f0) ≤ Qmernhtop(X,f0) ≤ (Qehtop(X,f0))rn,

since no entropy is produced by the sojourns inside B(q, ρ).

Since there is a semi-conjugacy from g to f0, we have htop(X, g) ≥ htop(X, f0).
Thus we have h⊥exp(g) < htop(g) whenever r satisfies

r(htop(X, f0)+ logQ)+H(2r) < htop(X, f0). (1.3.2.9)

Recall that r must be chosen large enough such that λs(g)rλc(g)1−r < 1.
Equivalently, for a given value of r , the perturbation must be chosen small enough
for this to hold (that is, λc must be close enough to 1). Thus given f0, we can
find r small enough such that (1.3.2.9) holds, and then for any sufficiently small
perturbation the above argument guarantees that h⊥exp(X, g) < htop(X, g).

Remark 1.16 Since �ε(x) ⊂ Wc(x), which is one-dimensional, it is not hard to
show that htop(W

c(x)) = 0, and thus htop(�ε(x)) = 0 [15, 74]; in other words, f
is entropy expansive. Entropy expansivity implies that htop(X, f, ε) = htop(X, f )
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[75], which for systems with (coarse) specification is sufficient for the construction
of a Gibbs measure in Proposition 1.9. However, there does not seem to be any way
to use entropy expansivity to carry out the arguments for ergodicity and uniqueness.
The issue is that we need to use Bowen balls to construct adapted partitions which
approximate Borel sets. When �ε(x) is a point, the two-sided Bowen ball at x
is a neighborhood of the point, which is key to the approximation argument. The
analysis is significantly more difficult even when �ε(x) �= {x} has a simple explicit
characterization, see Sect. 1.4.2.1 for more details in the flow case. If all we know
about �ε(x) is that h(�ε(x)) = 0 it is unclear how to proceed. On the other hand,
for the Bonatti–Viana examples introduced in [76], entropy expansivity can fail
[69] even while the condition h⊥exp < htop is satisfied [14]. The Bonatti–Viana
examples are 4-dimensional analogues of the Mañé examples that involve two
separate perturbations and have a dominated splitting TT4 = Ecu ⊕ Ecs but are
not partially hyperbolic. We were able to study their thermodynamic formalism in
[14] despite these difficulties.

1.3.2.3 Specification for Mañé Examples

In order to apply Theorem 1.3.1.1 to the Mañé examples, one must investigate
the specification property. Globally, specification at all scales certainly fails. Two
approaches to deal with this are possible, and it is instructive to consider both—our
choice is to work with a coarse specification property globally, or specification at
all scales on a ‘good collection of orbit segments’.

The key ingredient we are missing from the uniformly hyperbolic case is uniform
contraction alongWcs , which is replacingWs . We explain why we can obtain coarse
specification globally. As explained in Remark 1.10, uniform contraction is not
needed for the proof of specification; it suffices to know that

Wcs
δ (x) ⊂ Bn(x, δ) for all x. (1.3.2.10)

Since contraction in Wcs can fail for the Mañé example only in B(q, ρ′), one
can easily show that (1.3.2.10) continues to hold as long as δ > 2ρ′, and thus
g has specification at these scales. Choosing ρ′ to be small enough relative to ρ,
Theorem 1.3.1.1 applies and establishes existence of a unique MME.

To see that the Mañé example does not have the specification property at all
scales, we sketch a short argument which appears in much greater generality in [77].
Observe that for sufficiently small δ > 0, the forward infinite Bowen ball �+δ (q)
is the 1-dimensional local stable leaf Wss

δ (q). Suppose that g has specification at
scale δ with gap size τ , and let x be any point whose orbit never enters B(q, ρ).
Specification gives y ∈ Wu

δ (x) and 0 ≤ k ≤ τ such that f k(y) ∈ Wss
δ (q).

13 In

13Use specification to get yn ∈ f n(Bn(x, δ))∩f −kn (Bn(q, δ)) for 0 ≤ kn ≤ τ , choose k such that
kn = k for infinitely many values of n, and let y be a limit point of the corresponding yn.
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other words, f−τ (Wss
δ (q)) intersects every local unstable leaf associated to an orbit

that avoids B(q, ρ). But this is impossible because the dimensions are wrong.14

Thus, if we want a global specification property, we must work at a fixed coarse
scale, as described above. We explore the other option of returning to the ideas
from Sect. 1.2.3 and recovering specification at all scales by restricting to a “good
collection of orbit segments” in the next section.

1.3.3 The General Result for MMEs in Discrete-Time

Now we formulate a general result that combines the symbolic result using decom-
positions with Theorem 1.3.1.1 by allowing both expansivity and specification to
fail, provided the obstructions have small entropy. This allows us to cover some
new classes of examples, as we will see later, and is also important in dealing with
nonzero potential functions.

Recall from Sect. 1.2.3 that a decomposition of the language L of a shift space
consists of Cp,G,Cs ⊂ L such that every w ∈ L can be written as w = upvus
where up ∈ Cp, v ∈ G, and us ∈ Cs . As discussed in Sect. 1.2.4.1, for non-
symbolic systems we replace L with the space of orbit segments X × N, where
(x, n) corresponds to the orbit segment x, f (x), f 2(x), . . . , f n−1(x).

Definition 1.3.3.1 A decomposition for X × N consists of three collections
Cp,G,Cs ⊂ X × N0 for which there exist three functions p, g, s : X × N → N0
such that for every (x, n) ∈ X × N, the values p = p(x, n), g = g(x, n), and
s = s(x, n) satisfy p + g + s = n, and

(x, p) ∈ Cp, (f px, g) ∈ G, (f p+sx, s) ∈ Cs .

Given a decomposition, for eachM ∈ N we write

GM := {(x, n) ∈ X × N : p(x, n) ≤ M and s(x, n) ≤M}.

Theorem 1.3.3.1 (Non-uniform Bowen Hypotheses for Maps (MME Case)) Let
X be a compact metric space and f : X → X a continuous map. Suppose that
ε > 40δ > 0 are such that h⊥exp(X, f, ε) < htop(X, f ), and that the space of orbit
segments X ×N admits a decomposition CpGCs such that

(I) every collection GM has specification at scale δ, and
(II) h(Cp ∪ Cs , δ) < htop(X, f ).

Then (X, f ) has a unique measure of maximal entropy.

14Note that f−τ (Wss
δ (q)) intersects a local leaf of Wcu in at most finitely many points, and

thus intersects at most finitely many of the corresponding local leaves of Wu; however, there are
uncountably many of these corresponding to points that never enter B(q, ρ).
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The proof of Theorem 1.3.3.1 requires an extension of the counting arguments for
decompositions (Sect. 1.2.3.1) to the general metric space setting, following similar
ideas to those outlined in Sect. 1.2.4.4. Furthermore, the construction of a Gibbs
measure and the proofs of ergodicity and uniqueness must be modified to reflect the
fact that uniform lower bounds can only be obtained on GM . As in Sect. 1.2.3.1,
we omit further discussion of these more technical aspects, referring to [2, 68] for
complete details.

Remark 1.17 If G has specification at all scales, then a short continuity argument
[2, Lemma 2.10] proves that every GM does as well, which establishes (I).

1.3.4 Partially Hyperbolic Systems with One-Dimensional
Center

Theorem 1.3.3.1 can be applied to a broad class of partially hyperbolic systems,
which includes the Mañé examples. This result has not previously appeared
elsewhere. We give an outline of the proof. Further details are analogous to the
case of the Mañé examples, and we emphasize the key new points.

Theorem 1.3.4.1 Let f : M → M be a partially hyperbolic diffeomorphism with
TM = Eu⊕Ec⊕Es . Assume that dimEc = 1 and that every leaf of the foliations
Ws andWu is dense inM .

Let ϕc(x) = log ‖Df |Ec(x)‖, and given μ ∈ Me
f (M), let λc(μ) = ∫

ϕc dμ be
the center Lyapunov exponent of μ. Consider the quantities

h+ := sup{hμ(f ) : μ ∈Me
f (M), λ

c(μ) ≥ 0},
h− := sup{hμ(f ) : μ ∈Me

f (M), λ
c(μ) ≤ 0}.

(1.3.4.1)

Suppose that h+ �= h−. Then f has a unique MME.

Remark 1.18 Since htop(X, f ) = max(h+, h−), the condition h+ �= h− is
equivalent to the condition that either h+ < htop(X, f ) or h− < htop(X, f ). It
would be interesting to investigate how typical this condition is. The only way for
this condition to fail is if there is an ergodic MME with λc = 0, or if there are
(at least) two ergodic MMEs for which λc takes both signs. See Sect. 1.3.5.4 for an
interpretation of this condition in terms of topological pressure, and an extension of
Theorem 1.3.4.1 to equilibrium states for nonzero potentials.

Remark 1.19 For 3-dimensional partially hyperbolic diffeomorphisms homotopic
to Anosov, Ures [71] showed that there is a unique measure of maximal entropy.
In this setting, Crisostomo and Tahzibi [78] gave some interesting criteria for
uniqueness (and in some case finiteness) of equilibrium states. We note that our
setting is a complementary regime to that of [79], which assumes compact center
leaves, and in which non-uniqueness of the MME is typical.
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First observe that arguments similar to those given for the Mañé example in
Lemma 1.3.2.1 and Remark 1.15 show that h⊥exp(f ) ≤ min(h+, h−), so the

condition h⊥exp(f ) < htop(f ) is satisfied whenever h+ �= h−.

Remark 1.20 The upper bound on h⊥exp for the Mañé examples in Lemma 1.3.2.2
is actually an upper bound on h+ in that setting, verifying that h+(g) < htop(g)

whenever the perturbation is small enough. Moreover, the leaves ofWu are all dense
for these examples [80], so Theorem 1.3.4.1 applies to the Mañé examples.

The rest of the proof of Theorem 1.3.4.1 consists of finding a decomposition
Cp,G,Cs for X × N such that G has specification at all scales and h(Cp ∪ Cs ) <
htop(X, f ). We describe the general argument in the case when h+ < htop(f ),
so intuitively, all of the large entropy parts of the system have negative central
Lyapunov exponents.

1.3.4.1 A Small Collection of Obstructions

We take Cs = ∅. To describe Cp, we first observe that the condition h+ < htop(f )

implies that

sup{hμ(f ) : μ ∈Mf , λ
c(μ) ≥ 0} < htop(f ),

where the difference is that now the supremum allows non-ergodic measures as well,
and then a weak*-continuity argument gives r > 0 such that

sup{hμ(f ) : μ ∈Mf , λ
c(μ) ≥ −r} < htop(f ). (1.3.4.2)

We can relate the left-hand side of (1.3.4.2) to h(Cp), where

Cp := {(x, n) ∈ M × N : Snϕc(x) ≥ −rn}.

One relationship between these was mentioned when we bounded h⊥exp for the Mañé
example (though the function being summed there was different). Here we want to
go the other way and obtain an upper bound on h(Cp). For this we observe that if
we let En ⊂ Cpn be any (n, ε)-separated set, νn the equidistributed atomic measure
on En, and μn = 1

n

∑n−1
k=0 f

k∗ νn, then half of the proof of the variational principle
[50, Theorem 8.6] shows that any limit point of μn is f -invariant and has

hμ(f ) ≥ h(Cp, ε).

Moreover, λc(μ) = ∫
ϕc dμ(x) ≥ −r by weak*-convergence and the definition of

Cp. Together with (1.3.4.2), we conclude that h(Cp) < htop(f ).
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x fn(x)

∈ Cp ∈ Gf p(x)

⇓

Skϕ
c < −kr

Skϕ
c ≥ −kr

⇓

Fig. 1.7 A decomposition CpG of the space of orbit segments

1.3.4.2 A Good Collection with Specification

We now describe a ‘good’ collection of orbit segments G, and define a decompo-
sition. To this end, take an arbitrary orbit segment (x, n) ∈ M × N, and remove
the longest possible element of Cp from its beginning. That is, let p = p(x, n) be
maximal with the property that (x, p) ∈ Cp. Then we have

Spϕ
c(x) ≥ −rp and Skϕc(x) < −rk for all p < k ≤ n.

Subtracting the first from the second gives

Sk−pϕc(f px) = Skϕc(x)− Spϕc(x) < −r(k − p),

which we can rewrite as

Sjϕ
c(f jx) < −rj for all 0 ≤ j ≤ n− p.

In other words, as shown in Fig. 1.7, we have15

(f px, n− p) ∈ G := {(y,m) : Sjϕc(y) < −rj for all 0 ≤ j ≤ m}.

Moreover, by choosing δ > 0 sufficiently small that |ϕc(y) − ϕc(z)| < r/2
whenever d(y, z) < δ, we see that if (y,m) ∈ G and z ∈ Bm(y, δ), then

‖Df j |Ecs (z)‖ ≤ e−rj/2 for all 0 ≤ j ≤ m.

This is enough to prove the specification property for G. If Ecs is integrable,
then one can simply use the proof from the uniformly hyperbolic case verbatim,

15There is a clear analogy between what we are doing here and the notion of hyperbolic time
introduced by Alves [81], and developed by Alves, Bonatti and Viana [82].
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using (1.3.4.2) to guarantee that

Wcs
δ (x) ⊂ Bn(x, δ) whenever (x, n) ∈ G. (1.3.4.3)

Since questions of integrability in partial hyperbolicity can be subtle [83], we
point out that one can still establish the specification property without assuming
integrability of Ecs . To do this, fix θ > 0 and consider the center-stable cone

Kcs(x) := {v +w : v ∈ Ecs,w ∈ Eu, ‖w‖ < θ‖v‖} ⊂ TxM;

then when establishing the “one-step specification” property in (1.2.4.7), one can
take an admissible manifoldW � f n2(x2) that has TyW ⊂ Kcs(x) at each y ∈ W ,
and replaceWcs

δ (x) with f−n2(W) ∩ B(x2, δ) in the argument. As long as θ > 0 is
sufficiently small, there will still be enough contraction along (x2, n2) for vectors in
Kcs to guarantee that (1.3.4.3) holds.

1.3.5 Unique Equilibrium States

For the sake of simplicity, we have so far restricted our attention to measures of
maximal entropy. However, the entire apparatus developed above works equally
well for equilibrium states associated to “sufficiently regular” potential functions.

1.3.5.1 Topological Pressure

First we recall the notion of topological pressure. As with topological entropy in
Sect. 1.2.4.1, we give a more general definition than is standard, defining pressure
for collections of orbit segments D ⊂ X×N; our definition reduces to the standard
one when D = X × N.

Definition 1.3.5.1 Given a continuous potential function ϕ : X → R and a
collection of orbit segments D ⊂ X×N, for each ε > 0 and n ∈ N we consider the
partition sum

(D, ϕ, ε, n) := sup
{∑

x∈E
eSnϕ(x) : E ⊂ Dn is (n, ε)-separated

}
,

where Snϕ(x) = ∑n−1
k=0 ϕ(f

kx) is the nth Birkhoff sum. The pressure of ϕ on the
collection D at scale ε > 0 is

P(D, ϕ, ε) := lim
n→∞

1

n
log(D, ϕ, ε, n), (1.3.5.1)
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and the pressure of ϕ on the collection D is

P(D, ϕ) := lim
ε→0

P(D, ϕ, ε). (1.3.5.2)

As with entropy, in the case when D = Y × N we write (Y, ϕ, ε, n), etc.

The variational principle for topological pressure states that

P(X, ϕ) = sup
μ∈Mf (X)

(
hμ(f )+

∫

ϕ dμ
)
. (1.3.5.3)

A measure that achieves the supremum is called an equilibrium state for (X, f, ϕ).
As was the case with the MME, there is a standard construction from the proof

of the variational principle that establishes existence of an equilibrium state in many
cases: we have the following generalization of Proposition 1.4 and Corollary 1.2.4.1.

Proposition 1.12 (Building Approximate Equilibrium States) With X, f, ϕ as
above, fix ε > 0, and for each n ∈ N, let En ⊂ X be an (n, ε)-separated set.
Consider the Borel probability measures

νn := 1
∑
x∈En eSnϕ(x)

∑

x∈En
δxe

Snϕ(x), μn := 1

n

n−1∑

k=0

f k∗ νn =
1

n

n−1∑

k=0

νn ◦ f−k.

(1.3.5.4)

Let μnj be any subsequence that converges in the weak*-topology to a limiting
measure μ. Then μ ∈Mf (X) and

hμ(f )+
∫

ϕ dμ ≥ lim
j→∞

1

nj
log

∑

x∈Enj
e
Snj ϕ(x).

In particular, for every δ > 0 there exists μ ∈Mf (X) such that hμ(f )+
∫
ϕ dμ ≥

P(X, f, ϕ, δ).

Proof See [50, Theorem 9.10]. ��
Corollary 1.3.5.1 Let X, f be as above, and suppose that there is δ > 0 such that
P(X, ϕ, δ) = P(X, ϕ). Then there exists an equilibrium state for (X, f, ϕ). Indeed,
given any sequence {En ⊂ X}∞n=1 of maximal (n, δ)-separated sets, every weak*-
limit point of the sequence μn from (1.3.5.4) is an equilibrium state.

There is an analogue of Proposition 1.6 for pressure: if (X, f ) is expansive at
scale ε, then P(X, ϕ, ε) = P(X, ϕ), so Corollary 1.3.5.1 establishes existence of
an equilibrium state, as well as a way to construct one. Then the goal becomes to
prove uniqueness.
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1.3.5.2 Regularity of the Potential Function: The Bowen Property

Even for uniformly hyperbolic systems, one should not expect every continuous
potential function to have a unique equilibrium state. Indeed, for the full shift it
is possible to show that given any finite set E of ergodic measures, there is a
continuous potential function ϕ whose set of equilibrium states is precisely the
convex hull of E; see [84, p. 117] and [85, p. 52].

For expansive systems (X, f ) with specification, uniqueness of the equilibrium
state can be guaranteed by the following regularity condition on the potential.

Definition 1.3.5.2 A continuous function ϕ : X → R has the Bowen property at
scale ε > 0 if there is a constant V > 0 such that for every (x, n) ∈ X × N and
y ∈ Bn(x, ε), we have |Snϕ(y)− Snϕ(x)| ≤ V .

The following generalization of Theorems 1.2.2.1 and 1.2.4.2 is the full statement
of Bowen’s original result from [5], with the slight modification that we make the
scales explicit.

Theorem 1.3.5.1 Let X be a compact metric space and f : X → X a continuous
map. Suppose that there are ε > 40δ > 0 such that f is expansive or positively
expansive at scale ε and has the specification property at scale δ. Then every
continuous potential function ϕ : X → R with the Bowen property at scale ε has a
unique equilibrium state.

The proof of Theorem 1.3.5.1 follows the argument outlined earlier for Theo-
rems 1.2.2.1 and 1.2.4.2 in Sects. 1.2.2 and 1.2.4.4. The main difference is that now
the computations involve Birkhoff sums. For example, if we consider the symbolic
setting for a moment and recall the motivation from Sect. 1.2.2.2 for the Gibbs
bound as the mechanism for uniqueness, we see that in addition to the use of the
Shannon–McMillan–Breiman theorem in (1.2.2.2), it is natural to use the Birkhoff
ergodic theorem and get

hμ(σ)+
∫

ϕ dμ = lim
n→∞

1

n

(− logμ[x[1,n]] + Snϕ(x)
)
.

For an equilibrium state, the left-hand side is P(ϕ), and this can be rewritten as
P(ϕ)+ limn→∞ 1

n
(logμ[x[1,n]] − Snϕ(x)) = 0, or equivalently,

lim
n→∞

1

n
log

( μ[x[1,n]]
e−nP (ϕ)+Snϕ(x)

)
= 0.

As with the Gibbs property for the MME, uniqueness of the equilibrium state can be
guaranteed by requiring that the quantity inside the logarithm be bounded away from
0 and∞.16 Generalizing to arbitrary compact metric spaces by replacing cylinders

16Observe that this is impossible if ϕ does not satisfy the Bowen property.
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with Bowen balls, we say that a measure μ has the Gibbs property for a potential ϕ
at scale ε if there are constants K > 0 and P ∈ R such that for every x ∈ X and
n ∈ N, we have

K−1e−nP+Snϕ(x) ≤ μ(Bn(x, ε)) ≤ Ke−nP+Snϕ(x). (1.3.5.5)

If it is known that every equilibrium measure is almost expansive at scale ε (recall
Definition 1.3.1.1)—in particular, if (X, f ) is expansive at scale ε—and if μ is an
ergodic Gibbs measure for ϕ, then the analogue of Proposition 1.1 holds: we have
P = P(ϕ) = hμ(f )+

∫
ϕ dμ, and μ is the unique equilibrium state for (X, f, ϕ).

The proof is essentially the same, although now the computations involve Birkhoff
sums.

Similarly, in the proof of the uniform counting bounds and the construction of
an ergodic Gibbs measure using the procedure in Proposition 1.12, one encounters
multiple steps where a Birkhoff sum Snϕ(x)must be replaced with Snϕ(y) for some
y in the Bowen ball around x, and the Bowen property is required at these steps to
guarantee “bounded distortion” in the estimates.

Recalling that topologically transitive locally maximal hyperbolic sets have
expansivity and specification, it is natural to ask which potential functions have
the Bowen property: how much does Theorem 1.3.5.1 extend Theorem 1.2.1.1?

Proposition 1.13 If X is a locally maximal hyperbolic set for a diffeomorphism f ,
then every Hölder continuous function ϕ : X→ R has the Bowen property at scale
ε, where ε is the scale of the local product structure.

Proof Recalling the estimates (1.2.4.4) and (1.2.4.5) in the proof of Proposition 1.5,
we see that for every y ∈ Bn(x, ε) and every k ∈ {0, 1, . . . , n− 1}, we have

du(f kx, f ky) ≤ e−λ(n−k)ε and ds(f kx, f ky) ≤ e−λkε.

Writing C for the Hölder constant and γ for the Hölder exponent, we obtain

|ϕ(f kx)− ϕ(f ky)| ≤ Cd(f kx, f ky)γ

≤ C(2 max(du(f kx, f ky), ds(f kx, f ky))
)γ

≤ C(2ε)γ max(e−λ(n−k)γ , e−λkγ ),

and summing over 0 ≤ k < n gives

|Snϕ(x)− Snϕ(y)| ≤
n−1∑

k=0

C(2ε)γ max(e−λ(n−k)γ , e−λkγ )

≤ C(2ε)γ
n−1∑

k=0

e−λγ (n−k) + e−λγ k ≤ 2C(2ε)γ
∞∑

k=0

e−λγ k =: V.
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This last quantity is finite and independent of x, y, n, which establishes the Bowen
property for ϕ. ��
Remark 1.21 The theorem “Hölder potentials for uniformly hyperbolic systems
have unique equilibrium states” is well-entrenched enough that it is worth stressing
the following point: it is the dynamical Bowen property (bounded distortion),
rather than the metric Hölder property, that is truly important here. In particular,
if we consider a non-uniformly hyperbolic system that is conjugate to a uniformly
hyperbolic one, such as the Manneville–Pomeau interval map or Katok map of the
torus, then every potential with the Bowen property continues to have a unique
equilibrium state, but there may be Hölder potentials with multiple equilibrium
states. However, determining which potentials have the Bowen property may be
a nontrivial task.

1.3.5.3 The Most General Discrete-Time Result

Recalling the weakened versions of expansivity and specification used in Theo-
rem 1.3.3.1, it is natural to ask for a uniqueness result for equilibrium states that
uses a weakened version of the Bowen property. Observe that the Bowen property
can be formulated for a collection of orbit segments (rather than the entire system)
by replacingX × N in Definition 1.3.5.2 with G ⊂ X × N.

Definition 1.3.5.3 A continuous function ϕ : X → R has the Bowen property at
scale ε > 0 on a collection of orbit segments G ⊂ X×N if there is a constant V > 0
such that for every (x, n) ∈ G and y ∈ Bn(x, ε), we have |Snϕ(y)− Snϕ(x)| ≤ V .

To formulate our most general discrete-time result on uniqueness of equilibrium
states, we replace the entropy of obstructions to expansivity from Definition 1.3.1.2
with the pressure of obstructions to expansivity at scale ε:

P⊥exp(φ, ε) := sup
{
hμ(f )+

∫

ϕ dμ : μ ∈Me
f (X) and μ(NE(ε)) > 0

}
.

Theorem 1.3.5.2 ([2, Theorem 5.6]) Let X be a compact metric space, f : X →
X a homeomorphism, and ϕ : X → R a continuous potential function. Suppose
that there are ε > 40δ > 0 such that P⊥exp(ϕ, ε) < P(ϕ) and there exists a
decomposition (Cp,G,Cs ) for X × N with the following properties:

(I) every collection GM has specification at scale δ,
(II) ϕ has the Bowen property on G at scale ε, and

(III) P(Cp ∪ Cs , ϕ, δ) < P(ϕ).
Then (X, f, ϕ) has a unique equilibrium state.

Remark 1.22 In applications to non-uniformly hyperbolic systems, it is very often
the case that there is a natural collection of orbit segments G along which the
dynamics is uniformly hyperbolic; this is the most common way of establishing
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specification for G, as we saw in Sect. 1.3.2. In this case the proof of Proposi-
tion 1.13 shows that every Hölder potential ϕ has the Bowen property on G. Then
the question of uniqueness boils down to determining which Hölder potentials have
the pressure gap properties (III) and P⊥exp(ϕ, ε) < P(ϕ). It is often the case that one
or both of these conditions fails for some Hölder potentials, as in the Manneville–
Pomeau example.

1.3.5.4 Partial Hyperbolicity

For partially hyperbolic systems with one-dimensional center as in Sect. 1.3.4,
Theorem 1.3.5.2 can be used to extend Theorem 1.3.4.1.

Theorem 1.3.5.3 Let M,f, ϕc be as in Theorem 1.3.4.1. Given a Hölder continu-
ous potential function ϕ : M → R, consider the quantities

P+ := sup
{
hμ(f )+

∫

ϕ dμ : μ ∈Me
f (M), λ

c(μ) ≥ 0
}
,

P− := sup
{
hμ(f )+

∫

ϕ dμ : μ ∈Me
f (M), λ

c(μ) ≤ 0
}
.

If P+ �= P−, then (M, f, ϕ) has a unique equilibrium state.

Beyond the properties from Sect. 1.3.4, the only additional ingredient required
for Theorem 1.3.5.3 is the fact that ϕ has the Bowen property on the collection
of orbit segments G defined in (1.3.4.2), which follows from Remark 1.22 and the
hyperbolicity estimate in (1.3.4.2); then uniqueness follows from Theorem 1.3.5.2.

It is worth noting that the condition P+ �= P− (and thus the condition h+ �= h−)
can be formulated in terms of the topological pressure function. The function t �→
P(ϕ + tϕc) is convex, being the supremum of the affine functions

Pμ : t �→ hμ(f )+
∫

ϕ dμ+ tλc(μ)

over all μ ∈Me
f (M). Some of its possible shapes are shown in Fig. 1.8.

t

P (ϕ + tϕc)

Fig. 1.8 Some possible graphs of t �→ P (ϕ + tϕc)
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Suppose there is t > 0 such that P(ϕ + tϕc) < P(ϕ), as in the third graph in
Fig. 1.8. Then given any μ ∈Me

f (M) with λc(μ) ≥ 0, we have

hμ(f )+
∫

ϕ dμ = Pμ(0) ≤ Pμ(t) ≤ P(ϕ + tϕc) < P(ϕ), (1.3.5.6)

and taking a supremum over all such μ gives P+ ≤ P(ϕ + tϕc) < P(ϕ), so that
the condition of Theorem 1.3.5.3 is satisfied and (M, f, ϕ) has a unique equilibrium
state, which has negative center Lyapunov exponent.

A similar argument holds if there is t < 0 such that P(ϕ + tϕc) < P(ϕ), as in
the first graph in Fig. 1.8; (1.3.5.6) applies to all μ ∈ Me

f (M) with λc(μ) ≤ 0, so
that P− < P(ϕ) = P+, and there is a unique equilibrium state, which has positive
center Lyapunov exponent.

We see that the only way to have P+ = P− is if the function t �→ P(ϕ+tϕc) has
a global minimum at t = 0. Thus one could restate the last line of Theorem 1.3.5.3
as the conclusion that (M, f, ϕ) has a unique equilibrium state if there is t �= 0 such
that P(ϕ+ tϕc) < P(ϕ). In particular, returning to Theorem 1.3.4.1, f has a unique
MME if there is t �= 0 such that P(tϕc) < P(0) = htop(f ).

1.4 Geodesic Flows

In this part, we focus on our geometric applications. In Sect. 1.4.1, we introduce
some geometric background, and in Sect. 1.4.2 we describe the main results and
some of the key ideas from the paper [3]. In Sect. 1.4.3, we discuss our approach
to the Kolmogorov K-property. In Sect. 1.4.4, we give the main ideas of proof for
the “pressure gap” for a wide class of potentials for geodesic flow on a rank 1 non-
positive curvature manifold.

1.4.1 Geometric Preliminaries

1.4.1.1 Overview

LetM = (Mn, g) be a closed connected C∞ Riemannian manifold with dimension
n, and F = (ft )t∈R denote the geodesic flow on the unit tangent bundleX = T 1M .
The geodesic flow is defined by picking a point and a direction (i.e. an element of
T 1M), and walking at unit speed along the geodesic determined by that data. More
precisely, ft (v) = ċv(t), where cv : R→ M is the unique unit speed geodesic with
ċv(0) = v. Geodesic flows are of central importance in the theory of dynamical
systems, and encode many important features of the geometry and topology of the
underlying manifold M . For general background on geodesic flows, we refer to
[86, 87].
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If all sectional curvatures ofM are negative at every point, then F is a transitive
Anosov flow. In particular, the thermodynamic formalism is very well understood.
To go beyond negative curvature, one generally needs the tools of non-uniform
hyperbolicity. There are three further classes of manifolds that generally exhibit
some kind of non-uniformly hyperbolic behaviour: nonpositive curvature; no focal
points; and no conjugate points. The relationships are as follows:

negative curv.⇒ nonpositive curv.⇒ no focal points⇒ no conjugate points.

The reverse implications all fail in general.
The definition of nonpositive curvature is easy: all sectional curvatures are ≤ 0

at every point. No focal points and no conjugate points are defined in terms of
Jacobi fields, which we will introduce shortly, but can be understood in terms of
the growth of distance between geodesics which pass through the same point. If
we work in the universal cover M̃ and consider arbitrary geodesics c1, c2 with
c1(0) = c2(0), then non-positive curvature implies that t �→ d(c1(t), c2(t)) is
convex, while no focal points is equivalent to the condition that t �→ d(c1(t), c2(t))

be nondecreasing for all such c1, c2, and no conjugate points is equivalent to the
condition that this function never vanish for t > 0; in other words, there is at
most one geodesic connecting any two points in M̃ . In Sect. 1.4.2.8, we will also
briefly discuss geodesic flow on some classes of spaces beyond the Riemannian
case: namely, CAT(−1) spaces (which generalize negative curvature) and CAT(0)
spaces (which generalize non-positive curvature).

For intuition, negative curvature has the effect of spreading out geodesics which
pass through the same point (think of a saddle), while positive curvature has the
effect of bringing them back together after a finite amount of time (think of a
sphere). As described in [88], one can imagine starting with a negatively curved
surface and then “raising a bump of positive curvature”; at first the positive curvature
effect is weak enough that the geodesic flow remains Anosov, but eventually the
Anosov property is destroyed, and raising the bump far enough creates conjugate
points.

In these notes, we focus on the case of equilibrium states for manifolds with
nonpositive curvature using specification-based techniques as in [3]; this relies on
a continuous-time version of Theorem 1.3.5.2, which we formulate in Sect. 1.4.2.1.
This approach has been extended to manifolds without focal points by Chen et al.
[18, 19].17 We also state and sketch recent results by the first-named author, Knieper
and War for the MME to surfaces with no conjugate points, and survey some relevant
recent results for CAT(−1) and CAT(0) spaces.

In the remainder of this section we collect some geometric preliminaries. Some
of the definitions are taken verbatim from [3] for notational consistency. For more
details, we recommend recent works [3, 90], and more classical references [91–93].

17Another specification-based proof of uniqueness of the MME on surfaces without focal points
was given by Gelfert and Ruggiero [89].
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1.4.1.2 Surfaces

For purposes of exposition, we will often think about the surface case n = 2,
although our approach applies in higher dimension too. By the Gauss–Bonnet the-
orem, the sphere has no metric of nonpositive curvature, and the only such metrics
on the torus are flat everywhere; it can be easily verified that the corresponding
geodesic flows have zero topological entropy and are not topologically transitive.
Thus we are interested in studying surfaces of genus at least 2.

As a first example, we can think about a surface of genus 2 with an embedded
flat cylinder, and negative curvature elsewhere. We could also consider the case
where the flat cylinder collapses to a single closed geodesic on which the curvature
vanishes, with strictly negative curvature elsewhere. In higher dimensions, much
more complicated examples exist, such as the 3-dimensional Gromov example that
we describe in Sect. 1.4.4.

Geodesic flow in non-positive curvature is a primary example of non-uniform
hyperbolicity. The basic example of a surface containing a flat cylinder illustrates the
primary difficulty: the co-existence of trajectories displaying hyperbolic behavior
(geodesics in the negatively curved part of the surface) with trajectories displaying
non-hyperbolic behavior (geodesics in the flat cylinder). More precisely, given a
surfaceM of genus at least 2 with non-positive curvature, we letK : M → (−∞, 0]
be the Gaussian curvature, and π : T 1M → M the natural projection of a tangent
vector to its footpoint. Then we define the singular set to be

Sing := {v ∈ T 1M : K(π(ftv)) = 0 for all t ∈ R}. (1.4.1.1)

That is, Sing is the set of v for which the corresponding geodesic γv experiences 0
curvature for all time. All other vectors are called regular:

Reg := T 1M \ Sing = {v ∈ T 1M : K(π(ftv)) < 0 for some t ∈ R}. (1.4.1.2)

Although the negative curvature encountered along regular geodesics guarantees
some expansion/contraction, this may be arbitrarily weak because the geodesic can
be arranged to experience 0 curvature for a long time (e.g., wrapping round an
embedded flat cylinder) before hitting any negative curvature.

The set Sing is closed and flow-invariant, while the set Reg is open. The regular
set is nonempty becauseM has genus at least 2, and in fact Reg is dense in T 1M .

In higher dimensions one has a similar dichotomy between singular and regular
vectors, which we will describe in the next section. This gives a partition of T 1M

as Reg � Sing, where Sing is closed and flow-invariant. As with surfaces, we will
restrict our attention to the case when Reg �= ∅; this rank 1 assumption rules out
examples such as direct products, and is the typical situation, as demonstrated by
the higher rank rigidity theorem of Ballmann and Burns–Spatzier [94–96].
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1.4.1.3 Invariant Foliations via Horospheres

Now let the dimension ofM be any n ≥ 2. We describe invariant stable and unstable
foliationsWs andWu of X = T 1M that are tangent to invariant subbundlesEs and
Eu in TX = T T 1M along which we will eventually obtain the contraction and
expansion estimates necessary to study uniqueness of equilibrium states.

We must be a little careful in defining these foliations: we cannot ask thatWs(v)

is the set of w ∈ T 1M so that d(ft v, ftw) → 0 as t → ∞ like we can in the
uniformly hyperbolic setting. We must allow points that stay bounded distance apart
(in the universal cover) for all forward time. However, this does not work as the
definition of Ws because it does not distinguish the stable from the flow direction.
To do things properly, there are two approaches.

• Local approach: Use stable and unstable orthogonal Jacobi fields to define Es

and Eu locally; see Sect. 1.4.1.4 below.
• Global approach: Define stable and unstable horospheres Hs and Hu in the

universal cover M̃ (this is typically done using Busemann functions) and use
these to getWs,Wu.

We outline this second approach here. Given v ∈ T 1M , let ṽ ∈ T 1M̃ be a lift of v,
and construct Hs(ṽ) as follows: for each r > 0 let

Sr(ṽ,+) = {x ∈ M̃ : dM̃(x, π(fr ṽ)) = r}

denote the set of points at distance r from π(fr ṽ) = cṽ(r), and let Hs(ṽ) be the
limit of Sr(v,+) as r → ∞. This defines a hypersurface that contains the point
πṽ. Writing Ws(ṽ) for the unit normal vector field to Hs(ṽ) on the same side as
ṽ, the stable manifoldWs(v) is the image ofWs(ṽ) under the canonical projection
T 1M̃ → T 1M .

The unstable horosphere Hu(ṽ) and the unstable manifold Wu(v) are defined
analogously, replacing Sr(ṽ,+) with

Sr(ṽ,−) = {x ∈ M̃ : dM̃(x, π(f−r ṽ)) = r}.

The horospheres are C2 manifolds, so Ws(v) and Wu(v) are C1 manifolds, and
we can define the stable and unstable subspaces Es(v),Eu(v) ⊂ TvT 1M to be the
tangent spaces of Ws(v),Wu(v) respectively. The bundles Es,Eu, which are both
globally defined in this way, are respectively called the stable and unstable bundles.
They are invariant and depend continuously on v; see [92, 97].

The following is equivalent to the standard definition of the regular set via Jacobi
fields, which we will give in the next section.

Definition 1.4.1.1 A vector v ∈ T 1M is regular ifEs(v)∩Eu(v) is trivial (contains
only the 0 vector in TvT 1M), and singular otherwise. Write Reg ⊂ T 1M for the set
of regular vectors, and Sing ⊂ T 1M for the set of singular vectors.
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On Reg, we obtain the expected splitting TvT 1M = Es(v) ⊕ Eu(v) ⊕ Ec(v),
where Ec(v) is the flow direction. This splitting degenerates on Sing.

Definition 1.4.1.2 The manifoldM is rank 1 if Reg �= ∅.

Finally, we define a function which is of great importance in thermodynamic
formalism. The geometric potential is the function that measures infinitesimal
volume growth in the unstable distribution:

ϕu(v) = − lim
t→0

1

t
log det(dft |Eu(v)) = − d

dt

∣
∣
∣
t=0

log det(dft |Eu(v)).

The potential ϕu is continuous and globally defined. WhenM has dimension 2, ϕu is
Hölder along unstable leaves [97]. It is not known whether ϕu is Hölder along stable
leaves. In higher dimensions, it is not known whether ϕu is Hölder continuous on
either stable or unstable leaves. An advantage of our approach is that we sidestep
the question of Hölder regularity for ϕu.

1.4.1.4 Jacobi Fields and Local Construction of Stables/Unstables

Now we give an alternate description of the stable and unstable subbundles and
foliations, which can be shown to agree with the definitions in the previous section.

A Jacobi field along a geodesic γ is a vector field along γ obtained by taking
a one-parameter family of geodesics that includes γ and differentiating in the
parameter coordinate; equivalently, it is a vector field along γ satisfying

J ′′(t)+ R(J (t), γ̇ (t))γ̇ (t) = 0, (1.4.1.3)

where R is the Riemannian curvature tensor on M and ′ represents covariant
differentiation along γ .

We often want to remove the variations through geodesics in the flow direction
from consideration. If J (t) is a Jacobi field along a geodesic γ and both J (t0) and
J ′(t0) are orthogonal to γ̇ (t0) for some t0, then J (t) and J ′(t) are orthogonal to γ̇ (t)
for all t . Such a Jacobi field is an orthogonal Jacobi field.

A Jacobi field J (t) along a geodesic γ is parallel at t0 if J ′(t0) = 0. A Jacobi
field J (t) is parallel if it is parallel for all t ∈ R.

Definition 1.4.1.3 A geodesic γ is singular if it admits a nonzero parallel orthogo-
nal Jacobi field, and regular otherwise.

If γ is singular in the sense of Definition 1.4.1.3, then every γ̇ (t) ∈ T 1M is
singular in the sense of Definition 1.4.1.1, and similarly for regular.

We write J(γ ) for the space of orthogonal Jacobi fields for γ ; given v ∈ T 1M

there is a natural isomorphism ξ �→ Jξ between TvT 1M and J(γv), which has the
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property that

‖dft (ξ)‖2 = ‖Jξ (t)‖2 + ‖J ′ξ (t)‖2. (1.4.1.4)

An orthogonal Jacobi field J along a geodesic γ is stable if ‖J (t)‖ is bounded for
t ≥ 0, and unstable if it is bounded for t ≤ 0. The stable and the unstable Jacobi
fields each form linear subspaces of J(γ ), which we denote by Js (γ ) and Ju(γ ),
respectively. The corresponding stable and unstable subbundles of T T 1M are

Eu(v) = {ξ ∈ Tv(T 1M) : Jξ ∈ Ju(γv)},
Es(v) = {ξ ∈ Tv(T 1M) : Jξ ∈ Js(γv)}.

The bundle Ec is spanned by the vector field that generates the flow F . We also
write Ecu = Ec ⊕ Eu and Ecs = Ec ⊕ Es . The subbundles have the following
properties (see [92] for details):

• dim(Eu) = dim(Es) = n− 1, and dim(Ec) = 1;
• the subbundles are invariant under the geodesic flow;
• the subbundles depend continuously on v, see [92, 97];
• Eu and Es are both orthogonal to Ec;
• Eu and Es intersect non-trivially if and only if v ∈ Sing;
• Eσ is integrable to a foliationWσ for each σ ∈ {u, s, cs, cu}.
It is proved in [98, Theorem 3.7] that the foliation Ws is minimal in the sense that
Ws(v) is dense in T 1M for every v ∈ T 1M . Analogously, the foliationWu is also
minimal.

1.4.2 Equilibrium States for Geodesic Flows

1.4.2.1 The General Uniqueness Result for Flows

We recall the general definitions of topological pressure, variational principle, and
equilibrium states for flows, which are analogous to the discrete-time definitions
from Sect. 1.3.5.1.

Given a compact metric space X and a continuous flow F = (ft ) on X, we
write MF (X) = ⋂

t∈RMft (X) for the space of flow-invariant Borel probability
measures on X, and Me

F (X) ⊂MF (X) for the set of ergodic measures.
For ε > 0, t > 0, and x ∈ X, the Bowen ball of radius ε and order t is

Bt(x, ε) = {y ∈ X | d(fsx, fsy) < ε for all 0 ≤ s ≤ t}.

A set E ⊂ X is (t, ε)-separated if for all distinct x, y ∈ E we have y /∈ Bt (x, ε).
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Given a continuous potential function ϕ : X → R, we write �(x, t) =∫ t
0 ϕ(fsx) ds for the integral of ϕ along an orbit segment of length t . We interpret
D ⊂ X× [0,∞) as a collection of finite-length orbit segments by identifying (x, t)
with the orbit segment starting at x and lasting for time t . Writing Dt := {x ∈ X :
(x, t) ∈ D}, the partition sums associated to D and ϕ are

(D, ϕ, ε, t) = sup
{∑

x∈E
e�(x,t) : E ⊂ Dt is (t, ε)-separated

}
. (1.4.2.1)

The pressure of ϕ on the collection D is given by (1.3.5.1)–(1.3.5.2), replacing n
with t:

P(D, ϕ) = lim
ε→0

P(D, ϕ, ε), P (D, ϕ, ε) = lim
t→∞

1

t
log(D, ϕ, ε, t).

We continue to write P(Y, ϕ) = P(Y ×[0,∞), ϕ) for Y ⊂ X, and often abbreviate
P(ϕ) = P(X, ϕ). The variational principle for pressure states that

P(ϕ) = sup
μ∈MF (X)

(
hμ(f1)+

∫

ϕ dμ
)
.

A measure that achieves the supremum is an equilibrium state for (X, f, ϕ). When
ϕ = 0, we recover the topological entropy h(F ), and an equilibrium state for ϕ = 0
is called a measure of maximal entropy.

Remark 1.23 As in the discrete-time case, if the entropy map μ �→ hμ is upper
semi-continuous then equilibrium states exist for each continuous potential function.
Geodesic flows in non-positive curvature are entropy-expansive due to the flat strip
theorem [99]; this guarantees upper semi-continuity and thus existence.

In light of Remark 1.23, the real question is once again uniqueness. Our main tool
will be a continuous-time analogue of Theorem 1.3.5.2, which gives non-uniform
versions of specification, expansivity, and the Bowen property that are sufficient to
give uniqueness.

The main novelty compared with the discrete-time case is the expansivity
condition. For an expansive map, the set of points that stay close to x for all time is
only the point x itself. For an expansive flow, this set is an orbit segment of x. Our
set of non-expansive points for a flow is defined accordingly. For x ∈ X and ε > 0,
we let the bi-infinite Bowen ball be

�ε(x) = {y ∈ X : d(ftx, ft y) ≤ ε for all t ∈ R}.

The set of non-expansive points at scale ε is (compare this to Definition 1.3.1.1)

NE(ε, F ) := {x ∈ X | �ε(x) �⊂ f[−s,s](x) for any s > 0}, (1.4.2.2)



1 Beyond Bowen’s Specification Property 55

where f[a,b](x) = {ftx : a ≤ t ≤ b}.18 The pressure of obstructions to expansivity
is

P⊥exp(ϕ) := lim
ε→0

P⊥exp(ϕ, ε),

where

P⊥exp(ϕ, ε) = sup
μ∈Me

F (X)

{
hμ(f1)+

∫

ϕ dμ : μ(NE(ε,F)) = 1
}
.

Remark 1.24 For rank 1 geodesic flow, a simple argument using the flat strip
theorem guarantees that NE(ε, F ) ⊂ Sing, so we have P⊥exp(ϕ) ≤ P(Sing, ϕ).

Our definitions of specification and the Bowen property are completely analo-
gous to Definitions 1.2.4.4 and 1.3.5.3 from the discrete-time case. The specification
property for flows was defined by Bowen in [101], and was used to prove uniqueness
of equilibrium states by Franco [102].

Definition 1.4.2.1 A collection of orbit segments G ⊂ X × [0,∞) has the
specification property at scale δ > 0 if there exists τ > 0 such that for every
(x1, t1), . . . , (xk, tk) ∈ G, there exist 0 = T1 < T2 < · · · < Tk and y ∈ X such
that f Ti (y) ∈ Bti (xi, δ) for all i, and moreover, writing si = Ti + ti , we have
si ≤ Ti+1 ≤ si + τ for all i.

We say that G has the specification property if it has the specification property at
scale δ for every δ > 0.

Definition 1.4.2.2 A continuous function ϕ : X → R has the Bowen property at
scale ε > 0 on a collection of orbit segments G ⊂ X × [0,∞) if there is V > 0
such that for every (x, t) ∈ G and y ∈ Bt (x, ε), we have |�(y, t)−�(x, t)| ≤ V .

We say that ϕ has the Bowen property on G if there exists ε > 0 such that ϕ has
the Bowen property at scale ε on G.

An argument following the proof of Proposition 1.13 shows that for uniformly
hyperbolic flows, any Hölder continuous function has the Bowen property. More
generally, Remark 1.22 applies here as well: if the flow is uniformly hyperbolic
along a collection of orbit segments G ⊂ X × [0,∞), then every Hölder ϕ has the
Bowen property on G.

18We note that the original formulation of expansivity for flows by Bowen and Walters [100] allows
reparametrizations, which suggests that one might consider a potentially larger set in place of �ε
for expansive flows. The main motivation for allowing reparametrizations is to give a definition
that is preserved under orbit equivalence. However, this is not relevant for our purposes. In our
setup, the natural notion of expansivity would be to ask that there exists ε so that NE(ε,F) = ∅.
This definition is sufficient for the uniqueness results, and strictly weaker than Bowen–Walters
expansivity, although it is not an invariant under orbit equivalence. See the discussion of kinematic
expansivity in [37].
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As in Definition 1.3.3.1 for discrete time, a decomposition forX×[0,∞) consists
of three collections P,G,S ⊂ X × [0,∞) for which there exist three functions
p, g, s : X × [0,∞)→ [0,∞) such that for every (x, t) ∈ X × [0,∞), the values
p = p(x, t), g = g(x, t), and s = s(x, t) satisfy t = p + g + s, and

(x, p) ∈ P, (fp(x), g) ∈ G, (fp+g(x), s) ∈ S.

The conditions we are interested in depend only on the collections (P,G,S) rather
than the functions p, g, s. However, we work with a fixed choice of (p, g, s) for the
proof of the abstract theorem to apply.

One small difference from the discrete-time case is that we need to “fatten up”
P and S slightly before imposing the smallness condition in the general uniqueness
theorem. To this end, for a collection D ⊂ X × [0,∞), we define

[D] := {(x, k) ∈ X × N : (f−sx, k + s + t) ∈ D for some s, t ∈ [0, 1]}.

Theorem 1.4.2.1 (Non-uniform Bowen Hypotheses for Flows [2]) Let (X, F ) be
a continuous flow on a compact metric space, and ϕ : X → R be a continuous
potential function. Suppose that P⊥exp(ϕ) < P(ϕ) and X × [0,∞) admits a
decomposition (P,G,S) with the following properties:

(I) G has specification;
(II) ϕ has the Bowen property on G;

(III) P([P] ∪ [S], ϕ) < P(ϕ).
Then (X, F, ϕ) has a unique equilibrium state μϕ .

Remark 1.25 The reason that in general we control the pressure of [P] ∪ [S] rather
than the collection P ∪ S is a consequence of a technical step in the proof of the
abstract result in [2] that required a passage from continuous to discrete time. This
distinction does not matter for the λ-decompositions described in the next section,
which cover all the applications we discuss here; see [103, Lemma 3.5].

1.4.2.2 Geodesic Flows in Non-positive Curvature

Now we return to the specific setting of geodesic flow in non-positive curvature. In
Sect. 1.4.2.3 we explain why the outcome from the uniformly hyperbolic situation—
a unique equilibrium state, whose support is all of X = T 1M—cannot occur
unless there is a pressure gap P(Sing, ϕ) < P(ϕ). In Sect. 1.4.2.4 we formulate
the main results on uniqueness given a pressure gap, ergodic properties of the
unique equilibrium state, and how often the pressure gap occurs. In Sect. 1.4.2.5
we describe how the notion of periodic orbit equidistribution from Sect. 1.2.3.3 is
adapted to this setting. The proof of the uniqueness result uses Theorem 1.4.2.1 and
is outlined in Sect. 1.4.2.6. The proofs regarding ergodic properties, particularly the
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Kolmogorov property, are described later in Sect. 1.4.3, and the pressure gap itself
is discussed in Sect. 1.4.4.

1.4.2.3 Uniqueness Can Fail Without a Pressure Gap

For uniformly hyperbolic flows and Hölder continuous potentials, there is a unique
equilibrium state, and this equilibrium state gives positive weight to every open set;
it is fully supported. For geodesic flow in nonpositive curvature, this conclusion
cannot hold unless there is a pressure gap, which we now describe.

Since the singular set Sing is closed and flow-invariant, we can apply the
variational principle to the restriction of the flow to Sing, and obtain

P(Sing, ϕ) = sup
{
hμ(f1)+

∫

ϕ dμ : μ ∈MF (Sing)
}
.

As discussed in Remark 1.23, the geodesic flow is entropy-expansive and thus the
entropy map μ �→ hμ(f1) is upper semi-continuous. This guarantees that there
exists ν ∈MF (Sing) with hν(f1)+

∫
ϕ dμ = P(Sing, ϕ).

If P(Sing, ϕ) = P(ϕ), then ν is an equilibrium state for (T 1M,F, ϕ), and even
if it happens that ν is the unique equilibrium state (which can be arranged, but is not
generally expected), it is not fully supported. Thus in order to obtain the classical
conclusion of unique equilibrium state and full support, we require a pressure gap
P(Sing, ϕ) < P(ϕ).

To see that the case P(Sing, ϕ) = P(ϕ) can actually occur, we observe that
there is a natural (ft )-invariant volume measure μL on X = T 1M called the
Liouville measure. Locally, μL is the product of the Riemannian volume onM and
Haar measure on the unit sphere of dimension n − 1. Using the Ruelle–Margulis
inequality, the Pesin entropy formula, and the fact that − ∫

ϕudμ is the sum of the
positive Lyapunov exponents for μ (where ϕu is the geometric potential), one can
show that P(ϕu) = 0 and that μL is an equilibrium state for ϕu.

In negative curvature, ϕu is Hölder and μL is the unique equilibrium state. In
non-positive curvature, however,μL often fails to be the unique equilibrium state.19

For example, in the surface case, it is easily checked that P(Sing, ϕu) = P(ϕu) = 0,
and any closed geodesic in Sing defines two equilibrium states for ϕu (one for each
direction of travel around the geodesic).

Since a general uniqueness result for ϕu is impossible, we often turn our attention
to the one-parameter family of potentials qϕu, where q ∈ R. Equilibrium states for
these potentials are geometrically relevant, and a natural question is to identify the
range of values for q so that uniqueness holds.

19We mention that μL(Reg) > 0 and that μL|Reg is known to be ergodic. Ergodicity of μL, which
is a major open problem, is thus equivalent to the question of whether μL(Sing) = 0.
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1.4.2.4 Uniqueness Given a Pressure Gap

Our main result on uniqueness of equilibrium states for geodesic flow in non-
positive curvature is the following.

Theorem 1.4.2.2 (Uniqueness of Equilibrium States for Rank 1 Geodesic Flow
[3]) Let (ft ) be the geodesic flow over a closed rank 1 manifold M and let
ϕ : T 1M → R be ϕ = qϕu or be Hölder continuous. If ϕ satisfies the pressure
gap

P(Sing, ϕ) < P(ϕ), (1.4.2.3)

then ϕ has a unique equilibrium state μ. This equilibrium state is hyperbolic, fully
supported, and is the weak∗ limit of weighted regular closed geodesics in the sense
of Sect. 1.4.2.5 below.

Remark 1.26 Knieper used a Patterson–Sullivan type construction on the boundary
at infinity to prove uniqueness of the MME (the case ϕ = 0) and deduce the
entropy gap h(Sing) < h(T 1M) from this [99]. This construction has recently been
extended to manifolds with no focal points by Fei et al. [105]. We work in the other
direction: we need to first establish the gap (see Theorem 1.4.2.4 below), and then
use this to prove uniqueness.

In Sect. 1.4.3 we discuss the following result on strengthened ergodic properties
for the equilibrium states in Theorem 1.4.2.2, due to Ben Call and the second-named
author.

Theorem 1.4.2.3 (K and Bernoulli Properties [103]) Any unique equilibrium
state provided by Theorem 1.4.2.2 has the K-property. The unique MME has the
Bernoulli property.

In dimension 2, the Margulis–Ruelle inequality gives h(Sing) = 0, from which
the pressure gap (1.4.2.3) follows when supϕ − inf ϕ < h(X), via a soft argument
based on the variational principle. In higher dimensions we may have h(Sing) > 0
(see the Gromov example in Sect. 1.4.4), and the entropy gap h(Sing) < h(X)

established by Knieper is nontrivial. In Sect. 1.4.4 we outline a direct proof of
this gap that uses the specification property, and that generalizes to some nonzero
potentials as follows.

Theorem 1.4.2.4 (Direct Proof of Entropy/Pressure Gap) For geodesic flow on
a closed rank 1 manifold M , every continuous potential ϕ that is locally constant
on a neighbourhood of Sing satisfies the pressure gap condition (1.4.2.3).

Remark 1.27 When Sing is a finite union of periodic orbits, which is the case for
real analytic surfaces of non-positive curvature, Theorem 1.4.2.4 can be used to
prove that the pressure gap holds for a C0-open and dense set of potential functions.
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q

(− ,1): unique
eq. st., hyperbolic

(1, ) : every
eq. st. singular

q = 1: both
and singular eq. st.

Fig. 1.9 Pressure for surfaces with non-positive curvature

For surfaces, the fact that ϕu|Sing = 0 and h(Sing) = 0 implies that
P(Sing, qϕu) = 0 for all q ∈ R. It is an easy consequence of the Margulis–Ruelle
inequality and Pesin’s entropy formula that

P(qϕu) > 0 for q < 1,

and thus qϕu has a unique equilibrium state for all q < 1. We obtain the classic
picture of the pressure function in non-uniform hyperbolicity, shown in Fig. 1.9.
This is analogous to the familiar picture in the case of non-uniformly expanding
interval maps with indifferent fixed points, e.g., the Manneville–Pomeau map [106–
108].

1.4.2.5 Pressure and Periodic Orbits

We describe the sense in which the unique equilibrium state is the limit of periodic
orbits, analogously to Sect. 1.2.3.3. For a < b, let PerR(a, b] denote the set of closed
regular geodesics with length in the interval (a, b].20 For each such geodesic γ , let
�(γ ) be the value given by integrating ϕ around γ ; that is, �(γ ) := �(v, |γ |) =
∫ |γ |

0 ϕ(ftv) dt , where v ∈ T 1M is tangent to γ and |γ | is the length of γ . Given
T , δ > 0, let

∗Reg(ϕ, T , δ) =
∑

γ∈PerR(T−δ,T ]
e�(γ ).

20Here, we are following a notation convention of Katok: when we say a geodesic, we mean
oriented geodesic, and we are considering γ as a periodic orbit living in T 1M .
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For a closed geodesic γ , let μγ be the normalized Lebesgue measure around the
orbit. We consider the measures

μ
Reg
T ,δ =

1

∗Reg(ϕ, T , δ)

∑

γ∈PerR(T−δ,T ]
e�(γ )μγ .

We say that regular closed geodesics weighted by ϕ equidistribute to a measure μ if
limT→∞ μReg

T ,δ = μ in the weak* topology for every δ > 0.

1.4.2.6 Main Ideas of the Proof of Uniqueness

Theorem 1.4.2.2 is proved using the general result in Theorem 1.4.2.1. As observed
in Remark 1.24, we have P⊥exp(ϕ) ≤ P(Sing, ϕ), so the condition P⊥exp(ϕ) < P(ϕ)

follows immediately from the pressure gap assumption (1.4.2.3), and it remains to
find a decomposition of the space of orbit segments satisfying (I)–(III). We will do
this using a function λ : X → [0,∞) that measures ‘hyperbolicity’. We want this
function to be such that:

1. λ vanishes on Sing;
2. λ uniformly positive implies uniform hyperbolicity estimates.

There is a convenient geometrically-defined function which has the desired proper-
ties, whose definition in dimension 2 is simple: we let λ(v) be the minimum of the
curvature of the stable horosphereHs(v) and the unstable horosphereHu(v).21

If v ∈ Sing, then λ(v) = 0 due to the presence of a parallel orthogonal Jacobi
field. The set {v ∈ Reg : λ(v) = 0} may be non-empty, but it has zero measure for
any invariant measure [3, Corollary 3.6].

If λ(v) ≥ η > 0, then we have various uniform estimates at the point v, for
example on the angle between Eu(v) and Es(v), and on the growth of Jacobi fields
at v. Thus, the function λ serves as a useful ‘measure of hyperbolicity’. In particular,
we get the following distance estimates: given η > 0 and δ = δ(η) > 0 sufficiently

21For manifolds M with Dim(M) ≥ 2, we define λ : T 1M → [0,∞) as follows. Let Hs,Hu

be the stable and unstable horospheres for v. Let Us
v : TπvHs → TπvH

s be the symmetric linear
operator defined by U(v) = ∇vN , where N is the field of unit vectors normal to H on the same
side as v. This determines the second fundamental form of the stable horosphere Hs . We define
Uu
v : TπvHu → TπvH

u analogously. Then Uu
v and Us

v depend continuously on v, Uu is positive
semidefinite, Us is negative semidefinite, and Uu−v = −Us

v . For v ∈ T 1M , let λu(v) be the
minimum eigenvalue of Uu

v and let λs(v) = λu(−v). Let λ(v) = min(λu(v), λs (v)).
The functions λu, λs , and λ are continuous since the map v �→ Uu,s

v is continuous, and we have
λu,s ≥ 0. WhenM is a surface, the quantities λu,s(v) are just the curvatures at πv of the stable and
unstable horocycles, and we recover the definition of λ stated above.
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small, v ∈ T 1M , and w,w′ ∈ Ws
δ (v), we have

ds(ftw, ftw
′) ≤ ds(w,w′)e−

∫ t
0 (λ(fτv)−η/2) dτ for all t ≥ 0, (1.4.2.4)

where ds is the distance onWs . We get similar estimates for w,w′ ∈ Wu
δ (v).

Now we use λ to define a decomposition. We give a general definition since the
procedure here applies not just to geodesic flows, but to other examples including
the partially hyperbolic systems in Sects. 1.3.2 and 1.3.4 (indeed, the decomposition
in Sect. 1.3.4.2 is of this type); see [109].

Definition 1.4.2.3 Let X be a compact metric space and F = (ft ) a continuous
flow on X. Let λ : X→ [0,∞) be a bounded lower semicontinuous function22 and
fix η > 0. The λ-decomposition (with constant η) ofX×[0,∞) is given by defining

B(η) =
{
(x, t) | 1

t

∫ t

0
λ(fs(x)) ds < η

}
,

G(η) =
{
(x, t) | 1

ρ

∫ ρ

0
λ(fs(x)) ds ≥ η

and
1

ρ

∫ ρ

0
λ(f−sft (x)) ds ≥ η for all ρ ∈ [0, t]

}

and then putting P = S = B(η) and G = G(η). We decompose an orbit segment
(x, t) by taking the longest initial segment in P as the prefix, and the longest
terminal segment in S as the suffix:23 that is,

p(x, t) = sup{p ≥ 0 : (x, p) ∈ P} and s(x, t) = sup{s ≥ 0 : (ft−sx, s) ∈ S}.

The good core is what is left over; see Fig. 1.10.

For rank 1 geodesic flow, the decompositions associated to the horosphere
curvature function λ have the following useful properties:

1. we can relate P([P] ∪ [S], ϕ) to P(Sing, ϕ);
2. the specification and Bowen properties hold for G and ϕ.

For the first of these, one can show that when η > 0 is small, P(P ∪ S, ϕ)
is close to the pressure of the set of orbit segments along which the integral of
λ vanishes; this in turn can be shown to equal P(Sing, ϕ). Thus the pressure gap

22This allows us to use indicator functions of open sets, which is helpful in some applications.
23We could also define the class of one-sided λ-decompositions by taking the longest initial
segment in B(η), declaring what is left over to be good, and setting S = ∅, or conversely by putting
S = B(η) and P = ∅. This formalism is defined in [109]: the decompositions in Sect. 1.3.4.2 are
examples of one-sided λ-decompositions.
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v ft(x)

∈ P
∈ Sfp(x)

ft−s(x)

⇓
∈ G

average(λ) ≥ η

average(λ) < η

Fig. 1.10 A λ-decomposition

assumption (1.4.2.3) gives us P([P] ∪ [S], ϕ) < P(X, ϕ) for sufficiently small η,
which is (III) in Theorem 1.4.2.1.

For the second of these, one can in fact prove the specification property for the
larger collection

C(η) = {(v, t) : λ(v) > η, λ(ft v) > η}; (1.4.2.5)

this will be useful in Sect. 1.4.4. Observe that G(η) ⊂ C(η). The proof of the
specification property is essentially the one from the uniformly hyperbolic case,
as described in Sect. 1.2.4.3. See particularly Remark 1.10, and we refer to [3, §4]
for the full proof. The key ingredient is uniformity of the local product structure
at the end points of the orbit segments. This is provided by the condition that λ is
uniformly positive at these points. Then we use uniform density of unstable leaves
to transition between orbit segments. We additionally need some definite expansion
along the unstable of each orbit segment, which follows from the uniformity of λ at
the endpoints.

Remark 1.28 In fact, C(η) satisfies a stronger version of specification than the one
formulated in Definition 1.4.2.1: one can replace the conclusion that the shadowing
can be accomplished

for some 0 = T1 < T2 < · · · < Tk satisfying Ti+1 − Ti − ti ∈ [0, τ ]

with the stronger conclusion that it can be accomplished

for every T1 < T2 < · · · < Tk satisfying Ti+1 ≥ Ti + τ.

That is, we are able to take all the transition times to be exactly τ , or any length at
least τ that we choose. This stronger conclusion is important in both theK-property
result in Sect. 1.4.3 and the entropy gap result discussed in Sect. 1.4.4.
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Finally, for the Bowen property, the key is to use the distance estimate (1.4.2.4)
to deduce that for every (v, t) ∈ G(η) and w,w′ ∈ Ws

δ (v), we have

ds(fτw, fτw
′) ≤ ds(w,w′)e−τη/2 for all τ ∈ [0, t],

with a similar estimate along the unstables (going backwards from the end of the
orbit segment). Together with the local product structure, this allows the Bowen
property on G for Hölder continuous potentials to be deduced from the same
argument used in Proposition 1.13.

Remark 1.29 Since it is not known whether the geometric potential ϕu is Hölder
continuous, an alternate proof is required to show that it satisfies the Bowen property
on G. This is one of the hardest parts of the analysis of [3], and relies on detailed
estimates involving the Riccati equation.

Combining the ideas described above verifies the hypotheses of the abstract result
in Theorem 1.4.2.1, so that the pressure gap (1.4.2.3) yields a unique equilibrium
state.

1.4.2.7 Unique MMEs for Surfaces Without Conjugate Points

WhenM is merely assumed to have no conjugate points, life is substantially harder
because many of the geometric tools used in the previous section are no long
available, such as convexity of horospheres, monotonicity of the distance function,
and continuity of the stable and unstable foliations of T 1M (cf. the “dinosaur”
example of Ballmann et al. [110]).

Under the additional (strong) assumption that the flow is expansive, uniqueness
of the MME was proved by Aurélien Bosché, a student of Knieper, in his Ph.D.
thesis [111]. The following result says that at least in dimension 2, we can remove
the assumption of expansivity.

Theorem 1.4.2.5 ([20]) Let M be a closed manifold of dimension 2, with genus
≥ 2, equipped with a smooth Riemannian metric without conjugate points. Then the
geodesic flow on T 1M has a unique measure of maximal entropy.

Remark 1.30 A higher-dimensional version of Theorem 1.4.2.5 is available [20],
but requires additional assumptions onM: existence of a ‘background’ metric with
negative curvature; the divergence property; residually finite fundamental group;
and a certain ‘entropy gap’ condition. All of these can be verified for every metric
without conjugate points on a surface of genus 2.

Theorem 1.4.2.5 is proved using a coarse-scale expansivity and specification
result. Issues of coarse scale did not arise in our non-positive curvature result, where
we obtained the specification property at arbitrarily small scales. This removed a
great deal of technicality from the analysis. We will not discuss the general coarse-
scale analogue of Theorem 1.4.2.1, since we do not use it. Instead, we state the
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special case where ϕ = 0 and G = X×[0,∞), which suffices for Theorem 1.4.2.5.
This is the continuous-time analogue of Theorem 1.3.1.1.

Theorem 1.4.2.6 ([2]) Let X be a compact metric space and (ft ) : X → X a
continuous flow. Suppose that ε > 40δ > 0 are such that h⊥exp(X, (ft ), ε) <

h(X, (ft )), and that the system has the specification property at scale δ. Then
(X, (ft )) has a unique measure of maximal entropy.

Note that Theorem 1.4.2.6 is stated using the hypothesis of specification for the
entire system, without passing to a subcollection of orbit segments. The key tool in
proving this fact for surfaces without conjugate points is the Morse Lemma, which
states that if g, g0 are two metrics on M such that g has no conjugate points and
g0 has negative curvature, then there is a constant R > 0 such that if c, α are
geodesic segments w.r.t. g, g0, respectively, in the universal cover M̃ that agree at
their endpoints, then they remain within a distance R for along their entire length.

SinceM is a surface of genus≥ 2, it admits a metric of negative curvature. Given
an orbit segment (v, t) ∈ T 1M×(0,∞) for the g-geodesic flow, let p, q be the start
and end points of some lift of the corresponding g-geodesic segment to the universal
cover. Let w ∈ T 1M × (0,∞) lift to the unique unit tangent vector that begins a
g0-geodesic segment starting at p and ending at q , and let s be the g0-length of this
segment. ThenE : (v, t) �→ (w, s) defines a map from the space of g-orbit segments
to the space of g0-orbit segments with the property that (v, t) and E(v, t) remain
within R for their entire lengths.

Using this correspondence, one can take a finite sequence of g-orbit segments
(v1, t1), . . . , (vk, tk), find g0-orbit segments E(vi, ti ) that remain within R, and use
the specification property for the (Anosov) g0-geodesic flow to shadow these (w.r.t.
g0) by a single orbit segment (y, T ). Then E−1(y, T ) is a shadowing orbit (w.r.t.
g) for the original segments (xi, ti), for which the transition times are uniformly
bounded.

Writing down the details of the scales involved, one finds that the geodesic flow
for g, has specification at scale24 δ = 100A3R, where A ≥ 1 is such that A−1 ≤
‖v‖g/‖v‖g0 ≤ A for all v ∈ TM . (Existence of A follows from compactness.)

To apply Theorem 1.4.2.6, it remains to prove that obstructions to expansivity
at some scale ε > 40δ have small entropy. The problem with this is that R itself,
and especially 40δ = 4000A3R, is likely much larger than the diameter of M . So
at this point, it looks like the previous paragraph is completely vacuous—any orbit
segment of the appropriate length shadows the (vi , ti ) segments to within δ.

The solution is to pass to a finite cover. By gluing together enough copies of
a fundamental domain for M ,25 one can find a finite covering manifold N whose

24In fact one can improve this estimate, but the formula is more complicated [20].
25Formally, one needs to take a finite index subgroup of π1(M) that avoids all non-identity
elements corresponding to a large ball in M̃; this is possible because π1(M) is residually finite.
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injectivity radius is > 3ε. Observe that

• the geodesic flow on T 1M is a finite-to-1 factor of the geodesic flow on T 1N ,
so there is an entropy-preserving bijection between their spaces of invariant
measures, and in particular there is a unique MME for the geodesic flow over
M if and only if there is a unique MME over N ;

• the argument for specification that we gave above still works for the geodesic
flow onN , with the same scale, because this scale comes from the Morse Lemma
and is given at the level of the universal cover.

So it only remains to argue that h⊥exp(ε) < htop for the geodesic flow on N . This
is done by observing that if d(ft v, ftw) < ε for all t ∈ R but w does not lie on
the orbit of v, then lifting to geodesics on M̃ and using the fact that we are below
the injectivity radius of N allows us to conclude that the lifts of v,w are tangent to
distinct geodesics between the same pair of points on the ideal boundary ∂M̃ . Thus
if μ is any ergodic invariant measure that is not almost expansive at scale ε, then μ
gives full weight to the set of vectors tangent to such “non-unique geodesics”.

On the other hand, if hμ > 0, then μ is a hyperbolic measure by the Margulis–
Ruelle inequality, and thus by Pesin theory, μ-a.e. v has transverse stable and
unstable leaves. These leaves are the normal vector fields to the stable and unstable
horospheres, and thus these horospheres meet at a single point, meaning that the
geodesic through v is the unique geodesic between its endpoints on the ideal
boundary. By the previous paragraph, this means that μ is almost expansive. It
follows that h⊥exp(ε) = 0 < htop, and so there is a unique MME by the coarse-scale
result Theorem 1.4.2.6.

We remark that the proof technique sketched here does not extend to non-zero
potentials, and a theory of equilibrium states for surfaces with no conjugate points
beyond the MME case is currently not available.

1.4.2.8 Geodesic Flows on Metric Spaces

Another natural direction to extend the classical case of geodesic flow on a negative
curvature manifold is to generalize beyond the Riemannian case. The geodesic flow
on a compact locally CAT(−1) metric space is one such generalization. Here, a
geodesic is a curve that locally minimizes distance, and the flow acts on the space of
bi-infinite geodesics parametrized with unit speed. In the Riemannian case this space
is naturally identified with T 1M . The CAT(−1) property is a negative curvature
condition which roughly says that a geodesic triangle is thinner than a comparison
geodesic triangle in the model hyperbolic space with curvature −1. While one
expects these flows to exhibit similar behavior to the classical case, branching
phenomena and the lack of smooth structure are obstructions to some of the usual
techniques.

More generally, one can study geodesic flow on a compact locally CAT(0)metric
space, in which geodesic triangles are thinner than Euclidean triangles. This is a
generalization of geodesic flow in Riemannian non-positive curvature.
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We survey some recent results in this direction. In the CAT(−1) case (allowing
cusps), the MME has been well-studied using the boundary at infinity approach, see
[112]. Constantine, Lafont and the second-named author studied the compact locally
CAT(−1) case using the specification approach [21], and later using a symbolic
dynamics approach [113], proving that every Hölder continuous potential has a
unique equilibrium state, and obtaining many of the strong stochastic properties
one expects from the classical case (e.g., Central Limit Theorem, Bernoullicity,
Large Deviations). Broise-Alamichel, Paulin and Parkonnen [114] have extended
the equilibrium state constructions and results of Paulin et al. [34] to the CAT(−1)
case for a restricted class of potentials which includes the locally constant ones. (See
§2.4 and §3.2 of [114] for a description of this class—in the compact case treated
in [21], no such restrictions are required, as described in the introduction of [21].)
The results of [114] give detailed information in the MME case for non-compact
CAT(−1) spaces, and particularly for trees, which is the focus of their work.

The CAT(0) case has seen substantial recent advances in the MME case, notably
by Ricks [115], who has proved uniqueness of the MME by extending Knieper’s
construction. A theory of equilibrium states for translation surfaces, which is
an important class of CAT(0) examples, is currently being developed by Call,
Constantine, Erchenko, Sawyer and Work [104]. A theory of equilibrium states for
the general CAT(0) setting is currently open.

1.4.3 Kolmogorov Property for Equilibrium States

1.4.3.1 Moving Up the Mixing Hierarchy

We describe results of Ben Call and the second-named author on the Kolmogorov
and Bernoulli properties [103].

A flow-invariant measure μ is said to have the Kolmogorov property, or K-
property, if every time-t map has positive entropy with respect to any non-trivial
partition ξ : that is, for every partition ξ that does not contain a set of full measure,
and for every t �= 0, we have hμ(ft , ξ) > 0.26

Theorem 1.4.3.1 Let F = (ft ) be the geodesic flow over a closed rank 1 manifold
M and let ϕ : T 1M → R be ϕ = qϕu or be Hölder continuous. If P(Sing, ϕ) <
P(ϕ), then the unique equilibrium state μϕ has the Kolmogorov property.

In the case ϕ = 0, the mixing property for the unique MME was known due to
work of Babillot [116]. Theorem 1.4.3.1 strengthens this. We recall the hierarchy of

26This can also be formulated in terms of the Pinsker σ -algebra for μ, which can be thought of as
the biggest σ -algebra with entropy 0: the measure μ has the K-property if and only if the Pinsker
σ -algebra for μ is trivial.
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mixing properties (this is an “express train” version of the hierarchy):

Bernoulli⇒ K⇒ mixing of all orders⇒ mixing⇒ weak mixing⇒ ergodic.

When dim(M) = 2, it was shown by Ledrappier et al. [117] that equilibrium states
are Bernoulli; their proof uses countable-state symbolic dynamics for 3-dimensional
flows. In higher dimensions, Theorem 1.4.3.1 gives the strongest known results.

The implications in the mixing hierarchy are not “if and only if”s in general.
However, in smooth settings with some hyperbolicity, a classic strategy for proving
the Bernoulli property is to move up the hierarchy, establishingK , and then proving
that K implies Bernoulli. This approach was notably carried out by Ornstein and
Weiss [118, 119], Pesin [120], and Chernov and Haskell [121]. In particular, a
major success of Pesin theory is his proof that the Liouville measure restricted to
the regular set is Bernoulli. We refer to the recent book of Ponce and Varão [122]
for more details on this process. Here we simply mention that this approach can be
carried out for the unique MME of rank 1 geodesic flow, and this is done in [103].

Theorem 1.4.3.2 (Bernoulli Property [103]) Let (ft ) be the geodesic flow over a
closed rank 1 manifoldM . The unique measure of maximal entropy is Bernoulli.

1.4.3.2 Ledrappier’s Approach

The main tool in the proof of Theorem 1.4.3.1 is a fantastic result of Ledrappier
[123], which deserves to be more widely known. Ledrappier’s proof is about
one page long, and gives criteria for the K-property in terms of thermodynamic
formalism. The original result is for discrete-time systems. We state here a version
of it for flows; the proof is given in [103], and in more detail in [109].

Given a flow F = (ft ) on a compact metric space X, the idea is to consider the
product flow (X ×X,F × F), i.e., the flow (fs × fs)s∈R given by

(fs × fs)(x, y) = (fsx, fsy) for s ∈ R. (1.4.3.1)

Theorem 1.4.3.3 (Criteria for K-Property) Let (X, F ) be a flow such that ft is
asymptotically entropy expansive for all t �= 0, and let ϕ be a continuous function
onX. Let (X×X,F ×F) be the product flow (1.4.3.1), and define� : X×X→ R

by �(x1, x2) = ϕ(x1)+ ϕ(x2).
If � has a unique equilibrium measure in MF×F (X × X), then the unique

equilibrium state for ϕ in MF (X) has the Kolmogorov property.

The fact that (X, F, ϕ) has a unique equilibrium state when (X ×X,F × F,�)
does is a consequence of the following simple lemma.

Lemma 1.4.3.1 Let μ be an equilibrium state for (X, F, ϕ). Then μ × μ is an
equilibrium state for (X ×X,F × F,�).
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Proof Observe that

hμ×μ(f1 × f1) = hμ(f1)+ hμ(f1)

and
∫

�d(μ× μ) =
∫

ϕ dμ+
∫

ϕ dμ.

Therefore, hμ×μ(f1 × f1) +
∫
�d(μ × μ) = 2P(X,F, ϕ) = P(X × X,F ×

F,�). ��
From Lemma 1.4.3.1 we see that if μ, ν are distinct equilibrium states for

(X,F, ϕ), then μ × μ and ν × ν are both equilibrium states for �. If � has a
unique equilibrium state, then this means that μ × μ = ν × ν and hence μ = ν;
thus, we get uniqueness of the equilibrium state downstairs, and we see that if �
has a unique equilibrium state, it must have the form μ × μ where μ is the unique
equilibrium state for ϕ.

Now the main idea of Ledrappier’s argument can be stated quite quickly: By the
argument above, if � has a unique equilibrium state, then so does ϕ. Write μ for
this measure; then μ × μ is the unique equilibrium state for �. Now assume that
μ is not K . Then μ has a non-trivial Pinsker σ -algebra. This can be used to define
another equilibrium state for �. Contradiction.

1.4.3.3 Decompositions for Products

Given Ledrappier’s result, our strategy for proving the K property in Theo-
rem 1.4.3.1 is now clear. We want to show that the product system of two copies
of the geodesic flow has a unique equilibrium state for the class of potentials under
consideration.

So let’s find a decomposition for the product system.

Problem Lifting decompositions to products in general does not work well. One
fact we do have in our favor is that if G has good properties, then so does G × G.
However, we need G×G to arise in a decomposition for (X×X,F ×F). In general
this does not look at all promising: for example, the reader may try to do it for the
S-gap shifts as studied in [1], and will quickly see the issue.

Idea Work with a nice class of decompositions that does behave well under
products. We claim that the λ-decompositions from Definition 1.4.2.3 form such a
class. To see this, suppose we have a λ-decomposition (P,G,S) for a flow (X, F ),
and define λ̃ : X ×X→ [0,∞) by

λ̃(x, y) = λ(x)λ(y). (1.4.3.2)
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This function inherits lower semicontinuity from λ, and we can consider the λ̃-
decomposition (P̃, G̃, S̃) for (X ×X,F × F).

Given ((x, y), t) ∈ G̃, it follows from (1.4.3.2) and boundedness of λ that we
have (x, t), (y, t) ∈ G (with an appropriate choice of η), and thus G̃ ⊂ G× G. This
means that specification and the Bowen property for G̃ can be deduced from the
corresponding properties for G.

But how big are P̃ and S̃? If λ = 0 on one of the coordinates, then anything is
allowed on the other. Roughly, we can show that:

P(P̃ ∪ S̃,�) ≈ P(ϕ)+ P(P ∪ S, ϕ).

Recall that P(�) = 2P(ϕ). Thus, if we have P(P ∪ S, ϕ) < P(ϕ), then we expect
to be able to obtain the estimate P(P̃ ∪ S̃,�) < P(�). This is the strategy carried
out in [103, 109].

1.4.3.4 Expansivity Issues

Specification and regularity are not the whole story; in fact, dealing with continuous
time and related expansivity issues is the most difficult point in our analysis.

Recall from (1.4.2.2) that for flows we define

NE(ε, F ) := {x ∈ X | �ε(x) �⊂ f[−s,s](x) for any s > 0}.

For a product flow as in (1.4.3.1), the set �ε(x, y) always contains f[−s,s]x ×
f[−s,s]y. That is, we are considering a flow with a 2-dimensional center. The theory
in Sect. 1.4.2.1 does not apply directly because NE(ε, F × F) as defined for a flow
is the whole space! We have to build a new theory that uses information about

NE×(ε) := {(x, y) ∈ X ×X | �ε(x, y) �⊂ f[−s,s](x)× f[−s,s](y) for any s > 0}.
(1.4.3.3)

There are no new difficulties with counting estimates, but serious issues arise
when we build adapted partitions. In the discrete time case, our adapted partition
elements look like pixels and can be used to approximate sets. In the flow case, our
adapted partition elements approach a small piece of orbit, so look like thin cigars.
Collections of partition elements can thus be used to approximate flow-invariant
sets. In the ‘product of flows’ case, the best we can do is approximate sets invariant
under fs × ft for all s, t ∈ R. This creates new technical obstacles that must be
overcome in our uniqueness proof. In particular, to run our ergodicity proof, we
need to be able to approximate sets which are invariant only under fs × fs for all
s ∈ R. This disconnect is a fundamental additional difficulty.
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In [103], this difficulty is overcome by proving weak mixing for μ using a lower
joint Gibbs estimate which gives a kind of partial mixing for sets that are flowed out
by a small time interval. This can be used to prove weak mixing of μ by a spectral
argument. This is equivalent to the desired ergodicity of μ× μ.

1.4.4 Knieper’s Entropy Gap

1.4.4.1 Entropy in the Singular Set

For the geodesic flow on a rank 1 non-positive curvature manifold, we have stated
and discussed our main results on uniqueness of equilibrium states, and the K
property for these equilibrium states. Our results hold under the hypothesis of the
pressure gap P(Sing, ϕ) < P(ϕ). Thus, being able to verify the pressure gap is of
central importance for our results. In this section we outline the proof that the gap
holds for ϕ = 0, when it reduces to the entropy gap h(Sing) < h(X). The argument
extends easily to potentials that are locally constant on a neighbourhood of Sing, as
claimed in Theorem 1.4.2.4.

Our introduction of rank 1 manifolds in Sect. 1.4.1.2 focused on examples
where Sing contains only periodic orbits and has 0 entropy, and indeed for any
surface of nonpositive curvature, one can observe that every μ ∈ Me

F (Sing) has
hμ(f1) ≤ λ+(μ) =

∫ −ϕu dμ = 0 by the Margulis–Ruelle inequality, where the
last equality uses the fact that ϕu|Sing ≡ 0 for surfaces. Then the variational principle
give h(Sing) = 0, and since h(X) > 0 for all surfaces of genus at least 2, the entropy
gap holds.

In higher dimensions, however, Sing can be more complicated27 and it is not at
all clear a priori that the entropy gap should always hold. The Gromov example
described in [99, §6] demonstrates that starting in dimension 3, we may have
h(Sing) > 0. To construct this example, let M0 be a surface of constant negative
curvature with one infinite cusp. Now cut off the cusp and flatten the end so that it
is isometric to a flat cylinder with radius r . Take the productM1 = M0 × S, where
S is the circle of radius r . This defines a non-positive curvature 3-manifold with
boundary, where the boundary is a flat torus ∂M1 = ∂M0×S. Now letM2 = S×M0
so that ∂M2 = S× ∂M0. GlueM1 andM2 along the boundaries (note that the order
of the factors is reversed) to obtain a 3-manifoldM .

One can show that the regular set in T 1M consists of all vectors in T 1M whose
geodesic enters the non-flat part of both M1 and M2. The singular set is then the
set of vectors whose geodesics stay entirely on one side (or in the flat cylinder). It
is not hard to see that h(Sing) > 0. In fact, by defining M0 using a cut arbitrarily
high up the cusp, one can make h(X)− h(Sing) arbitrarily close to 0, and indeed it

27In dimension 2, it is in fact an open problem whether Sing can contain non-periodic orbits [124],
but this does not affect the argument that h(Sing) = 0.
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is not immediately obvious that this difference is non-zero. Why should there be an
entropy gap at all?

Knieper’s work in [99] proved that there is a unique MME for rank 1 geodesic
flow, and that this measure is fully supported on T 1M . This in turn implies the
entropy gap, as explained in Sect. 1.4.2.3.

Our argument in this section differs from Knieper’s by being constructive,
suitable for generalization, and (hopefully) shedding light on the mechanism that
drives the ‘entropy gap’ phenomenon. In Sect. 1.4.4.2 we present the basic idea
behind using the specification property to produce entropy in the symbolic setting,
and then in Sect. 1.4.4.3 we discuss how this approach can be extended to geodesic
flow in non-positive curvature. Full details of the argument are in [3].

1.4.4.2 Warm-Up: Shifts with Specification

The basic mechanism for using specification to produce entropy is simply to
construct exponentially many orbit segments “by hand”. This idea can be seen in
its simplest form in the following result, which has been known since the 1970s, see
[49].

Theorem 1.4.4.1 Let (X, σ) be a shift space with the following strong specification
property: there is τ ∈ N such that for all v,w ∈ L = L(X), there is u ∈ Lτ such
that vuw ∈ L. If X has more than one point, then the strong specification property
has positive entropy.

Proof Fix n ∈ N such that there are w1, w2 ∈ Ln with w1 �= w2. For each k ≥ 1,
define a map � : {1, 2}k → Lk(n+τ ) by

�(i) = wi1v1wi2v2 · · · vk−1wik vk,

where all the vj have length τ and the expression on the right hand side is chosen to
be in the language of X. The existence of such a word is guaranteed by the strong
specification property.

Since w1 �= w2, we can see that � is injective on {1, 2}k, so #Lk(n+τ )(X) ≥ 2k .
Taking logs, dividing by k(n+ τ ), and sending k→∞ gives

h(X) ≥ lim
k→∞

1

k(n+ τ ) log 2k = 1

n+ τ log 2 > 0.

��
We take this basic idea further, and sketch a proof of the following result about

shifts with specification. The interest here is not so much in the statement, but rather
in the fact that the proof contains the main entropy production idea that we will use
for geodesic flow in the next section.
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Theorem 1.4.4.2 Consider a shift space (X, σ) with the strong specification
property. Let Y ⊂ X be a compact invariant proper subset. Then h(Y ) < h(X).

Proof We use the specification property, words in L(Y ) and a single word w /∈
L(Y ) to construct at least en(h(Y )+ε) words in Ln(X) for large n, giving the desired
result.

Since Y �= X, we can fixw /∈ L(Y ). Let t be the length ofw, and τ the gap size in
the strong specification property. We fix a “window size” n > t + 2τ ; givenN ∈ N,
we divide the indices {1, 2, . . . , nN} into N “windows” of the form {kn+ 1, kn +
2, . . . , (k + 1)n} for 1 ≤ k ≤ N . In particular, given y ∈ LnN (Y ), we consider the
subwords of y that appear in each window, which have the form uk := y[kn+1,(k+1)n]
for 1 ≤ k ≤ n.

Within each window, we can perform the following ‘surgery’ to replace uk with
a word that is in Ln(X) but not L(Y ):

uk �→ uk[1,n−t−2τ ]v
1wv2,

where the words v1, v2 of length τ are chosen as needed for the specification
property.

In each of the N windows of length n, we can decide whether to do surgery or
not. Given this choice, we use the specification property to create a new word of
length nN ; as long as we performed at least 1 surgery, this new word lies in L(X)
but not in L(Y ). In this way, from a single word y[1,nN], we can create 2N − 1
new words of length nN in L(X) \ L(Y ) by varying over all the possible choices
of windows for doing this surgery procedure. Note that these words are all distinct
because within each window, we can determine whether or not we did surgery by
checking whether the word w appears.

This looks promising; however, it is too naive: we have to be careful as we vary
over y[1,nN] ∈ L(Y ). In any window we selected for surgery, we are losing all the
information on the last t + 2τ entries in the window. This means that up to #Lt+2τ
distinct words could be mapped to the same word for each window we select for
surgery. If we select too many windows, the gain in new words is far outweighed by
the loss coming from this multiplicity estimate.

Fix Carry out surgery on a small proportion of the windows, and argue that the
number of new words created beats the loss of multiplicity.

More precisely, fix α > 0 small. Each surgery takes place at the boundary
between two windows, so we consider the N − 1 internal boundary points of the
N windows, i.e., the set

A = {n, 2n, 3n, . . . , (N − 1)n}.
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Assuming for convenience that αN ∈ N, we declare αN − 1 of the points in A to
be “on”,28 and denote the set of “on” points by J . Let J αN be the set of all such J ,
that is:

JαN = {J ⊂ A : #J = αN − 1}.

Note that since N−k
αN−k ≥ 1

α
for all 1 ≤ k < αN , we have

#JαN =
(
N − 1

αN − 1

)

=
αN−1∏

k=1

N − k
αN − k ≥

( 1

α

)αN−1 = αe(−α logα)N .

Fix y = y[1,nN] ∈ LnN(Y ). Given J ∈ J αN , we carry out our surgery procedure
on the windows whose boundaries are determined by J .29 We obtain a new word
�J (y) ∈ LnN (X) which is definitely not in L(Y ).

The set {�J (y) : J ∈ J αN } is disjoint because we can recover J from �J (y) by
looking at which windows contain the “marker” w. Given J , the maximum number
of words y ∈ LnN(Y ) that can have the same image �J (y) is CαN−1, where C =
#Lt+2τ (Y ) is independent of α and N . Thus if we carry out this procedure for each
word in #LnN (Y ) and each J ∈ JαN , we obtain

#
( ⋃

y[1,nN]∈LnN (Y )

⋃

J

�J (y)
)
≥ (C−1)αN−1

(
N − 1

αN − 1

)

#LnN(Y ),

which gives

#LnN (X) ≥ αe(−α logα)Ne−αN logC#LnN(Y ).

Taking logs, dividing by N , and sending N →∞, we see that

h(X) ≥ h(Y )+ α
n
(− logα − logC).

If α > 0 is chosen small enough, the quantity in brackets is positive, and thus
h(X) > h(Y ). ��

28The idea is that we want to split a word y[1,nN] into αN subwords and perform surgeries near the
points where it was split; these are the “on” points in A.
29Each such window determined by the set J has length some multiple of n. The surgery procedure
is to remove the last t+2τ symbols from each window and replace with a word of the form v1wv2

where the words vj are provided by the specification property to ensure that this procedure creates
a word in LnN (X).
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1.4.4.3 Entropy Gap for Geodesic Flow

Now we return our attention to the geodesic flow on X = T 1M for a closed rank 1
non-positive curvature manifoldM and outline the proof of the entropy gap h(X) >
h(Sing).

We follow the same entropy production strategy described in the previous
section. The singular set Sing ⊂ X is a compact invariant proper subset. But
how should we construct orbits? We do not expect that orbit segments contained
in Sing will have the specification property. For example, orbit segments which
are contained in the interior of a flat strip definitely do not have the specification
property because of the flat geometry. If we stay ε-close inside the flat strip on the
time interval [0, t], the amount of additional time needed to escape the flat strip
grows with t .

So we want to use a specification argument on orbit segments without specifica-
tion, which does not immediately look promising. Let us recall what kind of orbits
do have specification: it suffices to know that both the start and end of the orbit
segment are ‘uniformly’ in the regular set.

More precisely, for any η > 0, we have the specification property on the
collection

C(η) = {(x, t) : x, ftx ∈ Reg(η)},

where Reg(η) = {x : λ(v) ≥ η}. See Sect. 1.4.2.6 for the definition of λ and
discussion of why the specification property holds on C(η).

In order to make use of this fact, we require a reasonable way to approximate
orbit segments in Sing by orbit segments in C(η). This will be given by a map
�t : Sing → Reg, which can be roughly summarized by the following slogan
(which doesn’t make sense as a rigorous statement):

Move the start of (v, t) along its stable into Reg(η). Move the end along an unstable into
Reg(η).

We now explain the construction that makes this idea precise. In our approximation
of (v, t), we ask that:

1. �t(v),�t (ft v) ∈ Reg(η).
2. there exists L so fs(�tv) and Sing are close for s ∈ [L, t − L].
In the second property, one might hope to find L so fs(�tv) and fsv are close
for s ∈ [L, t − L]; however, this is too much to ask for. We can see the issue if
(v, t) is in the middle of a flat strip; the best we can hope for is that the orbit of
�t(v) approaches the edge of the flat strip; see Fig. 1.11, which also illustrates the
following “regularizing” procedure.

We fix η0 so Reg(η0) has nonempty interior. Then using density of stable and
unstable leaves, together with a compactness argument, we show the following:
There existsR > 0 such that for every v ∈ T 1M we have bothWs

R(v)∩Reg(η0) �= ∅
andWu

R(v) ∩ Reg(η0) �= ∅.
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fLw ft−Lw

δ

v ∈ Sing
ftvflat strip

W s
R(v)

v′ ∈ Reg(η0)

ftv
′

W u
R(ftv

′)

ftw ∈ Reg(η0)w ∈ Reg(η)

Fig. 1.11 The regularizing function �t : v �→ w

Using this fact, given v ∈ Sing, choose v′ ∈ Ws
R(v) ∩ Reg(η0). Then for ft (v′),

choose ft (w) ∈ Wu
R(ftv

′) ∩ Reg(η0). Define�t(v) := w.
By continuity of λ, we have λ(w) ≥ η for an η slightly smaller than η0. We

can argue that the function λu(ftw) is small along all of the orbit segment except
for an initial and terminal run of uniformly bounded length. This in turn implies
that d(ftw,Sing) is small, giving us condition (2). The reason λu(ftw) must be
small away from the ends of the orbit segment is that otherwise small local stable
and unstable manifolds centered here would get big too fast, contradicting that the
endpoints of the orbit segment are in stable and unstable manifolds of size R. This
is made precise by Proposition 3.13 of [3], which tells us that on a compact part of
the regular set, for fixed ε and R, an ε-stable/unstable manifold grows in a uniform
amount of time to cover a R-stable/unstable manifold.

In conclusion, we obtain the following properties:

Theorem 1.4.4.3 For every δ > 0 and η ∈ (0, η0), there exists L > 0 such that for
every v ∈ Sing and t ≥ 2L, the image w = �t(v) has the following properties:

(1) w, ft (w) ∈ Reg(η);
(2) d(fs(w),Sing) < δ for all s ∈ [L, t − L];
(3) for every s ∈ [L, t − L], fs(w) and v lie in the same connected component of

B(Sing, δ) := {w ∈ T 1M : d(w,Sing) < δ)}.
This result is found in [3, Theorem 8.1], where the proof of (2) contains some

typos: we take this opportunity to correct these typos by providing a complete proof
here. (Most of this proof is word-for-word identical to the one in [3].)

Proof of Theorem 1.4.4.3 Let δ, η, η0 be as in the statement of the theorem. For
property (1), it is immediate from the definition of�t that λ(ftw) ≥ η. By uniform
continuity of λ, we can take ε0 sufficiently small such that if v2 ∈ Wu

ε0
(v1) and

λ(v1) ≥ η0, then λ(v2) ≥ η. By Burns et al. [3, Corollary 3.14], there exists T0 > 0
such that if t ≥ T0 and ft (w) ∈ Wu

R(ftv
′), then w ∈ Wu

ε0
(v′). Thus, if λ(v′) ≥ η0,

then λ(w) ≥ η. Thus, item (1) of the theorem holds for any t ≥ T0.
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We turn our attention to item (2). Burns et al. [3, Proposition 3.4] tells us that
there are η′, T1 > 0 such that

if λu(fsv) ≤ η′ for all |s| ≤ T1, then d(v,Sing) < δ. (1.4.4.1)

Given v ∈ Sing, we have�s(v) = v′ ∈ Ws
R(v), and λ(fsv) = 0 for all s.

By continuity of λu, we can take ε1 sufficiently small such that if v2 ∈ Ws
ε1
(v1),

then |λu(v1) − λu(v2)| < η′/2. Applying [3, Proposition 3.13] to the compact set
{v : λu(v) ≥ η′/2} ⊂ Reg gives T2 > 0 such that if λu(v1) ≥ η′/2 and τ ≥ T2, then
f−τWs

ε1
(v1) ⊃ Ws

R(f−τ v1) and fτWu
ε1
(v1) ⊃ Wu

R(fτ v1).
Suppose for a contradiction that λu(fsv′) ≥ η′/2 for some s ≥ T2. Applying the

previous paragraph with v1 = fsv′ gives fsv ∈ fsWs
R(fsv

′) ⊂ Ws
ε1
(fsv

′). By our
choice of ε1, this gives λu(fsv) > 0, contradicting the fact that v ∈ Sing, and we
conclude that λu(fsv′) < η′/2 for s ≥ T2.

Similarly, if there is s ∈ [T2, t − T2] such that λu(fsw) ≥ η′, then the same
argument with v1 = fsw and τ = t−s gives fsv′ ∈ f−(t−s)Wu

R(ftw) ⊂ Wu
ε1
(fsw),

and our choice of ε1 gives λu(fsv′) ≥ λu(fsw)−η′/2 ≥ η′/2, a contradiction since
λu(fsv

′) < η′/2 for all s ≥ T2. Thus λu(fsw) < η′ for all s ∈ [T2, t − T2].
Applying (1.4.4.1) gives d(fsw,Sing) < δ for all s ∈ [T2 + T1, t − T2 − T1].

Thus, taking L = max(T0, T1 + T2), assertions (1) and (2) follow for s ≥ 2L.
For item (3) of the theorem, we observe that v and w can be connected by a

path u(r) that follows first Ws
R(v), then f−t (Wu

R(ftv
′)) (see Figure 1.11), and that

the arguments giving d(fsw,Sing) < δ also give d(fsu(r),Sing) < δ for every
s ∈ [L, t −L] and every r . We conclude that fsv and fsw lie in the same connected
component of B(Sing, δ) for every such s.

The collection {(�t(v), t) : v ∈ Sing} has the specification property. This is
because an orbit segment (�t (v), t) both starts and ends in Reg(η). As discussed,
the collection C(η) of such orbit segments has the specification property.

We certainly do not expect the map �t to preserve separation of orbits. For
example, in Fig. 1.11, we would expect a v2 ∈ Sing defining a geodesic parallel to
γv (for example the arrow just above v in the picture) to be mapped to the same (or
similar) point. However, using estimates in the universal cover, which we omit here,
we can argue that�t has bounded multiplicity on a (t, ε) separated set, independent
of t , in the following sense.

Proposition 1.14 For every ε > 0, there exists C > 0 such that if Et ⊂ Sing is a
(t, 2ε)-separated set for some t > 0, then for every w ∈ T 1M , we have #{v ∈ Et |
dt (w,�tv) < ε} ≤ C.

Now let us return to our entropy production argument. It is basically the argument
we saw in Sect. 1.4.4.2, except that we need to apply the regularizing map�t before
applying the specification property, as shown in Fig. 1.12.
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. . .
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. . .

−T −T regularize

B (Sing )

Reg( )
“glue” with specification

B (Sing )

Reg( )

. . .

recover J

Fig. 1.12 Gluing singular orbits

As before, consider a time window [0, nN]. Given a subset J of αN−1 elements
from the set {n, 2n, 3n, . . . , (N − 1)n}, we write �1, �2, . . . , �αN for the lengths of
the intervals (in order) whose endpoints are determined by J .

For (v1, v2, . . . , vαN) ∈ SingαN , we apply the map ��i−T to each coordinate
and glue the resulting orbit segments in C(η) using specification (where T is the
transition time in the specification property at a suitable scale).

Run this construction over (g�i−T , ε)-separated sets for Sing in each coordinate,
and for each choice of J , we construct exponentially more orbits than there are
in Sing. The argument is analogous to our previous entropy production argument:
for α > 0 small, the growth from the

(
N−1
αN−1

)
term beats the loss coming from

multiplicity in the construction. In particular, we conclude that h(X) > h(Sing).

1.4.4.4 Other Applications of Pressure Production

The argument for entropy and pressure production described above is quite flexible,
and can be used in many other contexts. For example, in [10] we used a variation on
this argument to show that for a continuous potential ϕ with the Bowen property on
the β-shift �β ,

lim
n→∞

1

n

n−1∑

i=1

ϕ(σ iwβ) < P(�β, ϕ),

where wβ is the lexicographically maximal sequence in �β ; this in turn established
a pressure gap condition leading to a uniqueness result, similar to the procedure
described above for geodesic flow.

Another variation of the argument can be used to prove that a unique equilibrium
state μϕ coming from Bowen’s original theorem (i.e., from the assumptions of
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expansivity, specification and the Bowen property) satisfies

P(ϕ) > sup
μ∈Mf (X)

∫

ϕ dμ,

and thus that the entropy of μϕ is positive.30 Such a potential is often called
hyperbolic. This idea was explored in [15, Theorem 6.1] and extended recently in
the symbolic setting in [11].
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Chapter 2
The Role of Continuity
and Expansiveness on Leo and Periodic
Specification Properties

Serge Troubetzkoy and Paulo Varandas

Abstract In this short note we prove that a continuous map of a compact manifold
which is locally eventually onto and is expansive satisfies the periodic specification
property. We also discuss the role of continuity as a key condition in the previous
characterization. We include several examples to illustrate the relation between these
concepts.

2.1 Introduction

There is a well known hierarchy of topological properties involving the topological
indecomposability of a dynamical system, as transitivity, topological mixing, and
the specification property, among many others. The relation between these and many
others has been addressed by Akin, Auslander and Nagar [1]. The aim of this short
note is to complement the above results, and to highlight the relation between the
locally eventually onto (a dynamical property stronger than topological mixing)
and the specification properties, and to make explicit the role of continuity on such
characterization. The specification property was first introduced by Bowen [6], for
a survey of specification-like properties we recommend the following article [13],
while for a survey of mixing properties we recommend the article [1].

First let us recall some well known results. Blokh [5] showed that for a
continuous map of the interval [0, 1] the periodic specification property is equivalent
to topological mixing (see e.g., [7, 17]). So, while for continuous interval maps the
picture is very well understood and most concepts of topological chaoticity coincide,
this is no longer true for more general metric spaces or whenever continuity breaks
down. Yet, the situation is well understood in the case of one-dimensional branched
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manifolds, where there is a characterization of transitive dynamics due to Blokh [4].
In brief terms, he established the following classification theorem: either a transitive
map f of a graph has periodic points and it can be decomposed into n connected
subgraphs with finite pairwise intersections which are cyclically permuted and f n

has the specification property, or f is aperiodic and it is just a cycle of n circles with
f n being an irrational rotation. We refer the reader to [4] for more details.

It is noticeable that while any locally eventually onto continuous map has
dense periodic sets, it may not have periodic points (cf. [1, Theorem 2.30 and
Example 2.31]). In particular, a locally eventually onto continuous map need not
satisfy the periodic specification property. Two results complement this discussion.
First, expansiveness play a key role to bridge between the specification and periodic
specification properties: a topological dynamical system satisfying the specification
property and whose natural extension is expansive satisfies the periodic specification
property (see e.g., [13, Lemma 6]). Second, Yan et al. [20, Theorem 3.1] constructed
an example of a topological mixing subshift, hence expansive, which does not even
have the specification property.

The situation is well understood in the case of continuous, open and distance
expanding maps on compact metric spaces. Indeed, since any such map satisfies the
shadowing property and periodic points are dense in the non-wandering set, these
admit a spectral decomposition theorem (see [16, Theorem 4.3.8]). Moreover, any
such map is topologically mixing map if and only it is locally eventually onto. We
refer the reader to [16, Sections 4.2 and 4.3] for more details. Similar, but slightly
weaker results are known if we drop the openness assumption, instead assume
shadowing [12].

In general, while the locally eventually onto property need not ensure the periodic
specification property, the following result shows that expansiveness can act as a
sufficient condition for it. We refer the reader to Sect. 2.2 for definitions.

Theorem 1.1 Let X be a compact and connected topological manifold. If the
topological dynamical system (X, f ) is locally eventually onto and expansive then
it has the periodic specification property.

This result is no longer true if one replaces the condition of X being a compact
topological manifold by the assumption of being an arbitrary compact metric space.
We refer the reader to Example 2.4, where we present an expansive and locally
eventually onto map for which the periodic specification fails.

Note that the specification property is a topological invariant, hence we can ask
whether such a property holds for the continuous map f on (X, d) or on the metric
space (X, d ′), for a equivalent metric d ′. In the case of compact and connected
topological manifolds, Coven and Reddy [9] constructed adapted metrics, proving
that every expansive dynamics is indeed expanding with respect to some equivalent
metric. In particular, Theorem 1.1 is a direct consequence of the previous discussion
together with the following:

Theorem 1.2 Assume that the topological dynamical system (X, f ) is expanding
and locally eventually onto. Then (X, f ) has the periodic specification property.
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The latter suggests that the failure of periodic specification for distance expand-
ing maps is essentially related to the lack of periodic points (see Example 2.4), the
non-compactness of the phase space (see Example 2.6), or that the dynamics is not
mixing.

Given the previous result it is natural to ask whether any locally eventually onto
continuous map satisfies the specification property.

Remark 2.1 It is worth mentioning that the situation is clear for continuous
interval maps. Indeed, combining [8, Theorem B] and Blokh’s theorem (cf. [17,
Theorem 3.4]), it follows that the locally eventually onto property implies on the
following conditions, which, for interval maps, are equivalent:

(i) f 2 is transitive,
(ii) f n is transitive for every n ≥ 1,

(iii) f is topologically mixing,
(iv) f satisfies the specification property.

While the converse holds in the case of piecewise monotone continuous interval
maps (cf. [8, Lemma 4.1]), it fails for general continuous interval maps. In particular
there are continuous interval maps satisfying the specification property for which the
locally eventually onto property fails (see e.g., [2, Example 3]).

On the positive direction, we notice that the same strategy used in Blokh’s
theorem (cf. [17, Theorem 3.4]) can be used for conformal-like maps.

Theorem 1.3 Every locally eventually onto, continuous and conformal-like map on
a compact metric space satisfies the periodic specification property.

Remark 2.2 In the definition of topological dynamical system, the assumption that
the metric space is complete cannot be removed. Throughout N be the set of non-
negative integers (hence containing 0). There exists a metric space X ⊂ {0, 1, 2}N
such that the shift map (X, σ) is locally eventually onto, it is clearly expansive, but
fails even to present periodic points [1, Example 2.31].

Our second goal concerns describing the consequences of discontinuities on
locally eventually onto maps. This is a problem dual to the one considered by Buzzi
[7], the study of the specification property for piecewise monotone interval maps.
In the case of piecewise monotone continuous interval maps f , the transitivity for
f 2 ensures the following “almost” locally eventually onto property: for any open
intervalA and any closed interval J ⊂ (0, 1) there existsN ≥ 1 so that f N(A) ⊃ J
(see [2, Theorem 6]). However, while the key step in this argument explores the
density of periodic points, the classical argument that ensures the density of periodic
points for expanding maps does not apply for transitive piecewise expanding interval
maps given that dynamical balls may fail to grow to a large scale.

We shall focus on important classes of dynamical systems known as β-
expansions and β-shifts (see e.g., [3]). These can be realized by geometric models
in the interval; for each β > 1, the β-map is the C∞-piecewise expanding interval
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map Tβ : [0, 1)→ [0, 1) given by

Tβ(x) = βx − �βx�.

However, while the previous map is always expansive, and Markov for a countable
set of parameters, Tβ does not satisfy the specification property for Lebesgue almost
every parameter β > 1 (cf. [7]). A characterization of the set of the values of β
which lead to maps with specification can be found in [18]. The next result shows
that continuity is essential in Theorem 1.2.

Theorem 1.4 For Lebesgue almost every β ∈ (1,+∞) the map Tβ :

(i) is locally eventually onto;
(ii) is expansive;

(iii) does not satisfy the specification property [7].

We complete this section with two final comments on the relation between
the specification and the locally eventually onto properties for continuous maps
in more general metric spaces. While any Anosov diffeomorphism satisfies the
specification property (see e.g. [11]), every volume preserving Anosov diffeomor-
phism is clearly not locally eventually onto. Nevertheless, on the converse direction,
locally eventually onto maps displaying non-uniform expansion often satisfy some
measure-theoretical forms of specification (we refer the reader to [14, 19] for the
precise formulations).

2.2 Definitions

Let (X, d) be a compact metric space, and f : X→ X a continuous map. We refer
to (X, f ) as a dynamical system.

The map f is called locally eventually onto (LEO) if for every nonempty open
set U there is an n ∈ N := {0, 1, 2, . . . } such that f n(U) = X.

For integers a ≥ b ≥ 0 let f [a,b](x) := {f j (x) : a ≤ j ≤ b}.
A family of orbit segments {f [aj ,bj ](xj )}nj=1 is an N-spaced specification if

ai − bi−1 ≥ N for 2 ≤ i ≤ n.
We say that a specification {f [aj ,bj ](xj )}nj=1 is ε-shadowed by y ∈ X if

d(f k(y), f k(xi)) ≤ ε for ai ≤ k ≤ bi and 1 ≤ i ≤ n.

We say that (X, f ) has the specification property if for any ε > 0 there is a
constant N = N(ε) such that any N-spaced specification {f [aj ,bj ](xj )}nj=1 is ε-
shadowed by some y ∈ X. If additionally, y can be chosen in such a way that
f bn−a0+N(y) = y then (X, f ) has the periodic specification property.
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The dynamical system (X, f ) is positively expansive if there exists α > 0 , called
expansivity constant of f , such that if x, y ∈ X and x �= y, then for some n ≥ 0,
d(f nn(x), f n(y)) > α.

The dynamical system (X, f ) is expanding if there are constants λ > 1 and
δ0 > 0 such that, for all x, y, z ∈ X,

1. d(f (x), f (y)) ≥ λd(x, y) whenever d(x, y) < δ0 and
2. B(x, δ0) ∩ f−1(z) is a singleton whenever d(f (x), z) < δ0.

A dynamical system (X, f ) satisfying condition (1) if called a distance expanding
map. In any compact metrizable space, a continuous transformation is expanding if
and only if it is open, i.e., maps open sets to open sets, and distance expanding (see
[9, Lemma 1]). In [16] the authors describe the dynamical properties of such maps
and obtaining, in particular, density of periodic points, the shadowing property and
a spectral decomposition theorem (see [16, Section 4]).

The set Bn(x, ε) := {y ∈ X : d(f ix, f iy) < ε for 0 ≤ i < n} is called a Bowen
ball.

A dynamical system (X, f ) is called conformal-like if the image of every ball
is a ball. A conformal map is a map that preserves angles and orientation; in the
special case of smooth dynamics, the Jacobian of a conformal map is a positive
multiple of a rotation matrice. Hence linear conformal maps preserve balls and
are thus conformal-like but not every linear conformal-like map is conformal; for
example it could reverse orientation.

2.3 Proofs

2.3.1 Proof of Theorem 1.2

From the locally eventually onto property, for each y ∈ X, and ε > 0 there is an
N(y, ε) ≥ 1 such that fN(y,ε)(B(y, ε/3)) = X. Morover, by compactness of X we
can cover X by a finite collection of balls {B(yi, ε/3)}i . Let N := maxi{N(yi, ε)}.
Then since any ball B(y, ε) contains one of the B(yi, ε/3) we conclude that
fN(B(y, ε)) = X for all y ∈ X.

Now since f is continuous and expanding, the image by f m of a Bowen ball
Bm(x, ε) is B(f m(x), ε), for every 0 < ε < δ0. Combining this with the previous
paragraph yields fm+NBm(x, ε) = X for each x ∈ X and every 0 < ε < δ0.

Fix ε > 0 and choose N as above. Consider an N-specification, i.e., a collection
of orbit segments {f [aj ,bj ](xj )}nj=1, with ai − bi−1 ≥ N for 2 ≤ i ≤ n. Setting
mj := bj − aj and Nj = mj +N we have shown that

f Nj (Bmj (f
aj (xj ), ε)) = X ⊃ Bmj+1 (f

aj+1(xj+1), ε),
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and thus

Bmj (f
aj (xj ), ε) ∩ f−Nj (Bmj+1 (f

aj+1(xj+1), ε)) �= ∅

hold for each 1 ≤ j ≤ n. Iterating this, and noticing that f is expanding, yields that

{
Bm1(f

a1(x1), ε) ∩ f−N1−N2−···−Ni (Bmi (f ai (xi), ε))
}

2≤i≤n (2.3.1)

is a nested sequence of compact sets. Any point in the intersection of these sets ε-
shadows the specification, and thus we have shown the specification property holds.

Finally we must show that the periodic specification property holds. Fix ε > 0
and consider an arbitraryN-specification {f [aj ,bj ](xj )}nj=1 withN chosen as above.
We extend this to a longer N specification by choosing an+1 = bn + N , bn+1 =
an+1 +m1 and xm+1 = f a1−an+1x1. Thusmn+1 = m1 and Bmn+1(f

an+1xm+1, ε) =
Bm1(f

a1x1, ε). Therefore the chain (2.3.1) of containments extends to

{
Bm1(f

a1(x1), ε) ∩ f−N1−N2−···−Ni (Bmi (f ai (xi), ε))
}

2≤i≤n+1.

The closure of the intersection of the extended chain of containments must contain
a point fixed by f N1+···+Nm+1 , hence the periodic specification property holds. ��

2.3.2 Proof of Theorem 1.3

The strategy follows closely [7, Appendix A]. For that reason we just give a brief
sketch of the proof. Let X be a compact metric space and f : X → X be
a continuous, locally eventually onto conformal map. The key step is a uniform
control on the images of Bowen balls. Indeed, while points in n-Bowen balls are
within controlled distance to the original orbit during n iterates, it is the size of the
image the Bowen ball by iteration of f n which suggests how strong is the capability
to obtain specification.

Claim For any ε > 0 there exists ζ(ε) > 0 so that

diam(f n(Bn(x, ε))) ≥ ζ(ε) for every n ≥ 1 and x ∈ X.

Proof of the Claim Fix x ∈ X. By conformality, for each n ≥ 1 the set
f n(Bn(x, ε)) is a ball around f n(x). Recall also that

Bn+1(x, ε) =
n⋂

j=0

f−j (B(f j (x), ε)) = Bn(x, ε) ∩ f−n(B(f n(x), ε)) (2.3.2)

and clearly Bn(x, ε) ∩ f−n(B(f n(x), ε)) ⊆ Bn(x, ε).
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In particular, by the conformality of f , for each n ≥ 1 either: (i) the equality
Bn+1(x, ε) = Bn(x, ε) holds, or (ii) the set Bn(x, ε)∩ f−n(B(f n(x), ε)) is strictly
contained in Bn(x, ε). In the second case, there exists a point y ∈ Bn(x, ε) so
that f n(y) /∈ B(f n(x), ε). This shows that the ball f n(Bn(x, ε)) ⊃ B(f n(x), ε),
combining with (2.3.2) yields

f n(Bn+1(x, ε)) = B(f n(x), ε).

Altogether, this proves that for every n ≥ 1 there exists 0 ≤ j < n so that
f n(Bn(x, ε)) = f n−j (B(f j (x), ε)).

Thus, in order to prove the claim it is enough to show that the forward image of
balls of a definite size do not degenerate: for any ε > 0 there exists ζ(ε) > 0 such
that diam(f n(B(z, ε))) ≥ ζ(ε) for every n ≥ 1 and every z ∈ X.

Indeed, since f is locally eventually onto, for any given z ∈ X there exists
N(z, ε) > 0 such that f N(z,ε)(B(z, ε)) = X; hence there exists ζz(ε) > 0 such that
diam(f n(B(z, ε))) ≥ ζz(ε) for every n ≥ 1. The continuity of f and compactness
of X ensures that minz∈X ζz(ε) > 0, proving the claim. ��

We now claim that f satisfies the periodic specification property. Indeed, given
ε > 0 let N = N(ε) ≥ 1 be such that fN(B(x, ζ(ε))) = X for every x ∈ X. Such
N ≥ 1 does exists as f is locally eventually onto and X is compact. The proof of
the periodic specification property now follows as in Theorem 1.2. ��

2.3.3 Proof of Theorem 1.4

Since items (ii) and (iii) are known (see e.g., [7]) we need only prove that each Tβ
is locally eventually onto.

Fix β > 1 and take an arbitrary interval J ⊂ [0, 1). We claim that there exists
N ≥ 1 so that T Nβ (J ) = [0, 1). We may assume without loss of generality that
J is contained in some domain of smoothness for Tβ . By the mean value theorem,
Leb(Tβ(J )) ≥ β Leb(J ). If Tβ(J )∩DTβ = ∅ then Leb(T 2

β (J )) ≥ β2 Leb(J ). Since

the diameter is bounded, a recursive argument shows that T kβ (J )∩DTβ �= ∅ for some

k ≥ 1. In particular T kβ (J ) ⊃ [0, a) for some a ∈ (0, 1
β
]. Since Tβ(0) = 0, and Tβ

is monotone increasing in [0, 1
β
] then there exists N ≥ 1 so that T Nβ (J ) ⊃ [0, 1

β
].

This assures that T N+1
β (J ) = [0, 1). ��

2.4 Examples

We finish with some examples. The first example is a simple examples of piecewise
expanding continuous maps which need not be neither expansive nor transitive.
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Example 2.1 Consider the continuous and piecewise expanding interval map
f0 : [0, 1

2 ] → [0, 1
2 ] given by

f0(x) =

⎧
⎪⎪⎨

⎪⎪⎩

3x if x ∈ [0, 1
6 ]

−3x + 1 if x ∈ ( 1
6 ,

1
3 ]

3x − 1 if x ∈ ( 1
3 ,

1
2 ].

Let f : [0, 1] → [0, 1] be obtained by replication of the dynamics f0 in intervals of
exponential decreasing growth accumulating 1, defined by the relation

f (x) = 1− 2−n + 2−nf0(2
n(x − 1+ 2−n)), x ∈ (1− 2−n, 1 − 2−(n+1)].

and f (0) = 0, f (1) = 1. Clearly f is piecewise expanding, continuous, not
expanding nor transitive.

The next example shows that transitivity is essential to avoid unattainable
repelling points.

Example 2.2 Consider the continuous and C1-piecewise expanding interval map
f : [0, 1] → [0, 1] given by

f (x) =

⎧
⎪⎪⎨

⎪⎪⎩

3x if x ∈ [0, 1
3 ]

−2x + 5
3 if x ∈ ( 1

3 ,
2
3 ]

2x − 1 if x ∈ ( 2
3 , 1].

The map is not transitive as f ([ 1
3 , 1]) = [ 1

3 , 1], in other words, [ 1
3 , 1] is an f -

invariant domain. Thus f is not locally eventually onto. Nevertheless, the attractor
 :=⋂

n≥0 f
n((0, 1]]) = [ 1

3 , 1] and f | is locally eventually onto.

Finally we complete this note with an example showing that locally eventually
onto is weaker than specification. We consider an example suggested by Linden-
strauss (cf. [1, Example 2.31]) of a locally eventualy onto map having no periodic
points.

Example 2.3 Consider the subshift Y0 ⊂ {0, 1, 2}N consisting of the set of
sequences that admit no consecutive 0’s, let and let π : Y0 → {1, 2}N be given by
suppression of the 0’s in the sequences belonging to Y0. Endowing the shift spaces
with the usual distances, π is a continuous map on a compact metric space, hence it
is uniformly continuous.

Consider a minimal subshift X ⊂ ({1, 2}N, σ ) and let Y = π−1(X). Akin et al
proved that (Y, σ ) is locally eventually onto (cf. Example 2.31 in [1]). We claim that
(Y, σ ) does not satisfy the specification property. Recall that a factor of a map of a
compact space with specification satisfies specification (cf. [10, Proposition 21.4])
This does not directly apply to our situation since we do not have compactness,
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however it is not hard to prove that the commuting diagram

Y →σ Y

↓π ↓π
X →σ X

together with the uniform continuity of π ensures that if (Y, σ ) satisfies the
specification property then so does (X, σ). Second, (X, σ) does not satisfy the
specification property. Indeed, if (X, T ) has the specification property and its natural
extension is expansive then (X, T ) has the periodic specification property (see
e.g., Lemma 6 in [13]). Altogether, this proves that (Y, σ ) does not satisfy the
specification property, as claimed.

The following example, suggested by F. Przytycki, describes an counter example
to Theorem 1 if we do not assume that X is a topological manifold.

Example 2.4 Consider the circle S
1 = R/Z and the doubling map f : S1 → S

1

given by f (x) = 2x (mod 1). This is an expanding map (with constants λ = 2
and δ0 = 1

2 ), as d(f (x), f (y)) = 2d(x, y) and B(x, 1
2 ) ∩ f−1(z) is a singleton

whenever d(f (x), z) < 1
2 , for all x, y, z ∈ S

1.
Consider an enumeration (pn)n∈N of the set of periodic points for f , in such a

way that their sequence of periods is non-decreasing, and choose a sequence (ηn)n∈N
of positive real numbers converging quickly to zero in such a way that

K = S
1 \

⋃

n≥0

⋃

k≥0

f−k(B(pn, ηn))

is a non-empty compact subset of S1, and thus f (K) = K .
We furthermore suppose that the sequence (ηn)n∈N is chosen as follows. Since

the periodic points of f are equidistributed in S
1 (as f is semi-conjugated to the

full shift on two symbols), for any q0 ∈ S
1 there exists 0 < ζ0  1 so that⋃

k≥0 f
−k(B(q0, ζ0)) ∩ Per(f ) �= ∅. Set q0 = p0 ∈ Per(f ). As all points in S

1

have dense pre-orbits we conclude that

K0 = S
1 \

⋃

k≥0

f−k(B(p0, ζ0)) ⊃ K �= ∅

is a Cantor set. Let n1 = inf{� ≥ 1 : p� ∈ K0} and write q1 = pn1 . Choose

0 < ζ1  ζ0 such that
⋃
k≥0 f

−k
(
B(q0, ζ0) ∪ B(q1, ζ1)

)
∩ Per(f ) �= ∅. The

previous condition can be assured by noting that any periodic point which intersects
B(q0, ζ0) ∪ B(q1, ζ1) has combinatorics determined by either q0 or q1. Then

K1 = S
1 \

1⋃

i=0

⋃

k≥0

f−k(B(qi , ζi)) ⊂ K0
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is a Cantor set which does not contain any of the periodic points in the set {pn : 0 ≤
n ≤ n1}. Proceeding recursively, we obtain a strictly decreasing sequence (ζ�)� of
positive real numbers, a strictly increasing sequence (n�)� of positive integers and a
nested sequence (K�)� of Cantor sets such that

K� = S
1 \

�⋃

i=0

⋃

k≥0

f−k(B(qi, ζi ))

contains some periodic point of f . Since the periodic points in K� ∩ Per(f ) are
dense K� we have that f (K�) = K� for every � ≥ 1. By construction, the set

K = S
1 \

⋃

i≥0

⋃

k≥0

f−k(B(qi , ζi)) �= ∅

is a Cantor set having no periodic points and f (K) = K , as required.
Let us analyze the map g := f |K . This is clearly an expansive, and distance

expanding map. However, the following holds:

(a) g has no periodic points;
(b) g is not an open map;
(c) g is not an expanding map (i.e. condition (2) in Sect. 2.2 fails).

Property (a) is immediate from the construction. Property (b) follows because for
every open, distance expanding map, periodic points are dense in the non-wandering
set (see Corollaries 4.2.4 and 4.2.5 in [16]). Property (c) is a consequence of
property (b), because of the equivalence between the notion of expanding with the
notion of open, distance expanding on compact metric spaces (see [9, Lemma 1]).
Moreover,

(d) g is locally eventually onto.

This property is not immediate for subshifts (see e.g., Example 2.5). In order to
prove property (d) we will prove that each map f |K� (� ≥ 1) is locally eventually
onto with uniform constants.

Fix any � ≥ 1 and ε > 0. If N = �− log ε
log 2 � then fN is a Markov map with 2N

full branches domains (injectivity domains), each of these with diameter larger than
2ε. In particular, f N(B(x, ε)) = S

1 for all x ∈ S
1. We claim that

f N
(
B(x, ε) ∩K�

)
= K�, ∀x ∈ S

1. (2.4.1)

The inclusion ⊆ is immediate. For the converse inclusion ⊇, without loss of
generality we can choose ε = 2−N and thus f N |B(x,ε) is a full branch for f N

Since K� has a dense set of the periodic points, every z ∈ K� is approximated by a
sequence (zn)n of periodic points in K�. In particular, each of the points in the set
f−N({z}) ∩ B(x, ε) is an accumulation point of periodic points in K�. Since K� is
compact, this assures that f−N({z})∩B(x, ε) ∈ K� and proves (2.4.1). Now, as the
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Cantor sets are nested, one can use (2.4.1) to get

f N
(
B(x, ε) ∩

n⋂

�=1

K�

)
=

n⋂

�=1

K�, ∀x ∈ S
1, ∀n ≥ 1.

This, together with the continuity of the map P(S1) � A �→ f N(A) (in the
Hausdorff topology) implies that

fN
(
B(x, ε) ∩K

)
= K, ∀x ∈ S

1.

This proves that g = f |K is locally eventually onto.

Example 2.5 There are examples of strongly mixing subshifts which are not locally
eventually onto. Indeed, Petersen [15] constructed a zero entropy, minimal and
strongly mixing subshift K ⊂ {0, 1}N We claim that the distance expanding map
(K, σ) is not locally eventually onto.

Assume, by contradiction that (K, σ) is locally eventually onto. As K is
compact, for any ε > 0 there exists N = N(ε) ≥ 1 so that

σN(BK(x, ε)) = K for every x ∈ K. (2.4.2)

This implies that for any 0 < ε < 1
2 diam(K) there exist points x1, x2 ∈ K so

that d(σN(x1), σ
N(x2)) > ε. Hence, if s(n, ε) denote the maximal cardinality of

(n, ε)-separated subsets of K , a recursive argument using (2.4.2) together with the
observation that σn(B(x, n, ε)) = B(σn(x), ε) for every x ∈ K , n ≥ 1 and ε > 0
ensures that s(kN, ε) ≥ 2k for every k ≥ 1. Hence

htop(σ |K) = lim
ε→0

lim sup
n→∞

1

n
log s(n, ε)

≥ lim
ε→0

lim sup
k→∞

1

kN
log s(kN, ε) ≥ 1

N
log 2 > 0,

which leads to a contradiction. This proves that (K, σ) is not locally eventually onto.

The next simple example illustrates that compactness is an essential assumption
in Theorem 1.2.

Example 2.6 The mixing and specification properties have been extensively studied
in the case of symbolic dynamics (see e.g., [13, Section 8] and references therein).
Here we give an example of a shift space, hence distance expanding, which is locally
eventually onto, has dense periodic orbits but for which the specification property
fails.

Consider the subshift �G ⊂ N
N determined by the countable graph G with

countable states N and whose allowed directed paths v → w, v,w ∈ N are
0 → w for every w ∈ N, and the arrows v → w with v �= 0 are admissible if
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and only if w ∈ {v − 1, v}. The cylinder sets are defined by [v0, v1, . . . , vn] ={
(w0, w1, w2, . . . ) : wi = vi, ∀0 ≤ i ≤ n}. The shift σ : �G → �G is locally

eventually onto because

σn+1([v0, v1, . . . , vn]) ⊃ σ([1]) = �G for every cylinder [v0, v1, . . . , vn].

It is a simple exercise to show that the condition σj ([n]) ∩ [1] = ∅ for every 0 ≤
j ≤ n− 1 is incompatible with the specification property.

In final example we prove an optimality of Theorem 1.2, in the sense that it fails
if condition (2) in the definition of expanding map is removed.

Example 2.7 Let σ : {0, 1}N → {0, 1}N be the full shift, and let g : [0] → [0] be
the first return map of σ to the cylinder [0]. More precisely, if τ : [0] → N is the
first return time to [0] given by

τ (x0, x1, x2, x3, . . . ) = inf{k ≥ 1 : xk = 0}

then g(·) = στ(·)(·). Equivalently, if x0 = 0 then

g(x0, x1, x2, x3, x4, . . . ) = (xk, xk+1, xk+2, . . . )

where k = τ (x0, x1, x2, x3, . . . ). After identification of the set S of all finite words
(0, 1, 1, 1, . . . , 1, 0) with the cylinder [0, 1, 1, 1, . . . , 1, 0] ⊂ {0, 1}N, the map g
acts as a full shift SN. By the previous identification, we will consider SN as a
subset of the cylinder [0] ⊂ {0, 1}N. This construction is often called the “Rome
graph”.

Let � ⊂ SN be the locally eventually onto subshift so that g |� : � → � does
not satisfy the specification property induced by Example 2.6. Indeed, just use the
bijection

N→ S given by n �→ (0, 1, 1, . . . , 1
︸ ︷︷ ︸

n

, 0) (2.4.3)

to embed the subshift �G ⊂ N
N onto such subshift � ⊂ SN. The possible

unbounded amount of 1’s in (2.4.3) makes the subshift � ⊂ SN not closed. Now,
consider the σ -invariant and compact setK ⊂ {0, 1}N obtained as the closure of the
saturated set

⋃

n≥1

n−1⋃

j=0

σj
({
w ∈ � : τ (w) = n}).

By construction and the fact that K is closed we get

K ∩ [0] = closure(SN) = � ∪ {01∞}
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and

K ∩ [1] = closure
(⋃

n≥1

n−1⋃

j=1

σj
({
w ∈ � : τ (w) = n})

)

=
(⋃

n≥1

n−1⋃

j=1

σj
({
w ∈ � : τ (w) = n})

)
∪ {1∞}

Note that the elements in {01∞, 1∞} do not return to the cylinder [0]. Thus, using
that K \ {01∞, 1∞} is obtained by the union of the finite pieces of orbits of points
in � until their first return time to �, the distance expanding map (K, σ |K) does
not satisfy the specification property.

We claim that (K, σ) is locally eventually onto. Dealing with the induced
topology, it is enough to prove that for any cylinder [x1, x2, . . . , xn] ∩K �= ∅ there
exists N ≥ 1 so that σN([x1, x2, . . . , xn]) = {0, 1}N. This is a consequence of the
fact that g is a Poincaré first return map of σ to the global cross-section [0] and that
g is locally eventually onto (recall Example 2.6). Then Theorem 1.2 implies that the
long inverse branches condition (2) in the definition of expanding map fails.
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16. F. Przytycki, M. Urbańki, Conformal Fractals: Ergodic Theory Methods. London Mathemat-
ical Society Lecture Note Series, vol. 371 (Cambridge University Press, Cambridge, 2010),
x+354 pp

17. S. Ruette, Chaos on the Interval. University Lecture Series, vol. 67 (American Mathematical
Society, Providence, 2017), xii+215 pp

18. J. Schmeling, Symbolic dynamics for β-shifts and self-normal numbers. Ergod. Th. Dyn. Sys.
17(3), 675–694 (1997)

19. P. Varandas, Non-uniform specification and large deviations for weak Gibbs measures. J. Stat.
Phys. 146, 330–358 (2012)

20. Q. Yan, J. Yin, T. Wang, Some weak specification properties and strongly mixing. Chin. Ann.
Math. Ser. B 38(5), 1111–1118 (2017)



Part II
Low Dimensional Dynamics and

Thermodynamics Formalism



Chapter 3
Thermodynamic Formalism
and Geometric Applications
for Transcendental Meromorphic
and Entire Functions

Volker Mayer and Mariusz Urbański

Abstract In this survey we deal with transcendental meromorphic and entire
functions. We thoroughly discuss in this context close relations between topological
pressure and conformal measures for geometric potentials. For two more special
classes of meromorphic functions, namely dynamically semi-regular and those in
the class D that have negative spectrum, we then also discuss, by means of the
appropriate transfer (or Perron-Frobenius) operator, the corresponding thermody-
namic formalism for such potentials. It holds in its full classical version. At the
end of the survey we discuss hyperbolic dimension, Bowen’s Formula, and real
analyticity of Hausdorff dimension.

3.1 Introduction

Originating from statistical physics, the dynamical theory of thermodynamic
formalism was brought to mathematics, particularly to study expanding and
hyperbolic dynamical systems, primarily by Bowen [20], Ruelle [85], Sinai [89],
and Walters [108] in the 1970s. This theory provides an excellent framework for
probabilistic description of the chaotic part of the dynamics and, in the context of
smooth (particularly conformal) expanding/hyperbolic dynamical systems, gives a
rich and detailed information about the geometry of expanding repellers, limit sets
of Kleinian groups and iterated function systems, and Julia sets of holomorphic
dynamical systems. More precisely, by establishing the existence and uniqueness
of Gibbs and equilibrium states, and studying spectral and asymptotic properties
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of corresponding Perron-Frobenius operators, it permits to show that dynamical
systems are “strongly” mixing (K-mixing, weak Bernoulli), have exponential decay
of correlations, satisfy the Invariant Principle Almost Surely, in particular satisfy
the Central Limit Theorem, and the Law of Iterated Logarithm. Furthermore, by
studying the topological pressure function of geometric potentials, particularly
its regularity properties (real analyticity, convexity), this theory gives a precise
information about the fractal geometry of Julia and limit sets. Particularly, R. Bowen
initially showed in [21] that the Hausdorff dimension of the limit set of a co–
compact quasi–Fuchsian group is given by the unique zero of the appropriate
pressure function. His result and its numerous versions commonly bear the name
of Bowen’s Formula ever since. Bowen’s results easily carry through to the case
of expanding (hyperbolic) rational functions providing a closed formula for the
Hausdorff dimension of their Julia sets. D. Ruelle, positively answering a conjecture
of D. Sullivan (see [96]–[101]), proved in [86] that this dimension depends in a real
analytic way on the function.

For hyperbolic, and even much further beyond, rational functions, and more
general distance expanding maps, the theory of thermodynamic formalism is now
well developed and established, and its systematic account can be found in [78]
(see also [49, 66, 109, 111]). The present text concerns transcendental entire and
meromorphic functions. For these classes of functions many differences and new
phenomena pop up that do not occur in the case of rational maps. The following two
properties of transcendental functions show from the outset that the outlook of these
classes is indeed totally different than the one of rational functions.

– Whereas the singularities of hyperbolic rational maps stay away form their Julia
sets, for transcendental functions one always has to deal with the singularity at
infinity.

– Transcendental functions have infinite degree.

One immediate consequence of the later fact is that for transcendental functions
there is no measure of maximal entropy, which is one of the central objects in the
theory of rational functions. Particularly for polynomials, where this measure coin-
cides with harmonic measure viewing from infinity, and also for endomorphisms
of higher dimensional projective spaces. Another consequence is that all Perron–
Frobenius, or transfer, operators of a transcendental meromorphic functions are
always defined by an infinite series. This is the reason that, even for such classical
functions as exponential ones fλ(z) = λez, this operator taken in its most natural
sense, is not even well-defined.

K. Barański first managed to overcome these difficulties and presented a
thermodynamical formalism for the tangent family in [6]. Expanding the ideas from
[6] led to [45], where Walters expanding maps and Barański maps were introduced
and studied. One important feature of the maps treated in [6] and [45] was that all
analytic inverse branches were well-defined at all points of Julia sets. This property
dramatically fails for example for entire functions as fλ(z) = λez (there are no
well-defined inverse branches at infinity). To remedy this situation, the periodicity
of fλ was exploited to project the dynamics of these functions down to the cylinder
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and the appropriate thermodynamical formalism was developed in [104] and [105].
This approach has been adopted to other periodic transcendental functions; besides
the papers cited above, see also [22–24, 47, 55, 106] and the survey [48].

The first general theory of thermodynamic formalism for transcendental mero-
morphic and entire functions was laid down in the year 2008 in [56]. Mayer and
Urbański [58] containes a complete treatment of this approach. It handled all the
periodic functions cited above in a uniform way and went much farther beyond. The
most important key point in these two papers was to replace the standard Euclidean
metric by an appropriate Riemannian metric. Then the power series defining the
Perron–Frobenius operators of geometric potentials becomes comparable to the
Borel series and can be controlled by means of Nevanlinna’s value distribution
theory.

For a large class of transcendental entire functions whose set of singularities is
bounded, quite an optimal approach to thermodynamic formalism was laid down
and developed in [60].

It was observed in this paper that, for these entire functions, the transfer operator
entirely depends on the geometry of the logarithmic tracts, in fact on the behavior
of the boundary of the tracts near infinity. The best way to deal with the often fractal
behavior of the tracts near infinity was by adapting the concept of integral means, a
classical and powerful tool in the theory of conformal mappings.

This text provides an overview of the (geometric) thermodynamic formalism
for transcendental meromorphic and entire functions with particular emphasis
on geometric/fractal aspects such as Bowen’s Formula expressing the hyperbolic
dimension as a unique zero of a pressure function and the behavior of the latter
when the transcendental functions vary in an analytic family.

There are some several important and interesting topics closely related to the
subject matter of our exposition that will nevertheless not be treated at all or
will be merely briefly mentioned in our survey. For example, this exposition only
briefly indicates that thermodynamic formalism has been successfully developed for
random transcendental dynamical systems; see [59, 63], comp. also [107] for non–
hyperbolic random dynamics of transcendental functions. Non–hyperbolic functions
will not be in the focus of our current exposition either but we would like to
bring reader’s attention to some relevant papers that include [57, 106] and [107].
Discussing all these topics at length and detail would increase the length of our
survey substantially, making it too long, and would lead us too far beyond of what
we intended to focus on in the current survey.

We would like to thank the referee for his valuable remarks which influenced the
final version of the paper.

3.2 Notation

Frequently we have to replace Euclidean metric by some other Riemannian metric
dσ = γ |dz|. A natural choice is the spherical metric in which case the density with
respect to Euclidean metric is γ (z) = 1/(1 + |z|2). More generally, we consider
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metrics of the form

dσ(z) = dστ (z) = |dz|
1+ |z|τ , τ ≥ 0. (3.2.1)

They vary between euclidean and spherical metrics when τ ∈ [0, 2]. If such a metric
is used only away from the origin, then one can use the simpler form

dτ(z) = |z|−τ |dz|. (3.2.2)

We denote by Dσ (z, r) the open disk with center z and radius r with respect metric
σ . If σ is the spherical metric then this disk is also denoted by Dsph(z, r) and for
the standard euclidean metric D(z, r). We also denote

DR = D(0, R)

and

D
∗
R = C \D(z, R).

The symbol

A(r,R) := DR \Dr
is used to denote the annulus centered at 0 with the inner radius r and the outer
radius R.

The derivative of a function f with respect to a Riemannian metric dσ = γ |dz|
is given by

|f ′(z)|σ = dσ(f (z))
dσ(z)

= |f ′(z)|γ (f (z))
γ (z)

. (3.2.3)

When the metric σ has the form (3.2.1) or (3.2.2) then dσ only depends on τ and
we will identify σ and τ and write |f ′(z)|τ instead of |f ′(z)|σ . Therefore,

|f ′(z)|τ = |f ′(z)|
1+ |f (z)|τ (1+ |z|

τ ) and |f ′(z)|τ = |f ′(z)|
|f (z)|τ |z|

τ

in the case of the simpler form (3.2.2). When τ = 2 then we also write |f ′(z)|sph.
Besides this, we use common notation such as C and Ĉ for the Euclidean plane

and the Riemann sphere respectively. Another common notation is

A - B.
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As usually, it means that the ratio A/B is bounded below and above by strictly
positive and finite constants that do not depend on the parameters involved. The
corresponding inequalities up to a multiplicative constant are denoted by

A � B and A . B.

Also,

dist(E, F )

denotes the Euclidean distance between the sets E,F ⊂ C.

3.3 Transcendental Functions, Hyperbolicity and Expansion

We consider transcendental entire or meromorphic functions. Such a function f :
C → Ĉ can have two types of singularities: asymptotical and critical values. We
refer to [17] for the classification of the different types of singularities, known as
Iversen’s classification, denote by S(f ) the closure of the set of critical values and
finite asymptotic values of f .

Transcendental functions are very general and one is led, actually forced, to
consider reasonable subclasses. The class B of bounded type functions consists of
all meromorphic functions for which the set S(f ) is bounded. Bounded type entire
functions have been introduced and studied in [37], B is also called the Eremenko–
Lyubich class. It contains an important subclass, called Speiser class, which consists
of all meromorphic functions for which the set S(f ) is finite.

3.3.1 Dynamical Preliminaries

For a general introduction of the dynamical aspects of meromorphic functions we
refer to the survey article of Bergweiler [13] and the book [49]. We collect here
some of its properties, primarily the ones we will need in the sequel. The Fatou set
of a meromorphic function f : C→ Ĉ is denoted by F(f ). It is defined as usually
to be the set of all points z ∈ C for which there exists a neighborhood U of z on
which all the iterates f k , k ≥ 1, of the function f are defined and form a normal
family. The complement of this set is the Julia set Ĵ(f ) = Ĉ \ F(f ). We write

J (f ) = Ĵ(f ) ∩ C.

By Picard’s theorem, there are at most two points ξ ∈ Ĉ that have finite backward
orbit O−(ξ) = ⋃

n≥0 f
−n(z0). The set of these points is the exceptional set
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Ef . In contrast to the case of rational maps it may happen that Ef ⊂ Ĵ(f ).
Iversen’s theorem [40, 68] asserts that every point ξ ∈ Ef is an asymptotic value.
Consequently, Ef is contained in S(f ). the set of critical and finite asymptotic
values of f . The post-critical set P(f ) is defined to be the closure in the complex
plane C of

⋃

n≥0

f n
(
S(f ) \ f−n(∞)) .

This set can contain the whole Julia set.

Definition 3.1 If J (f ) \ P(f ) �= ∅ then f is called tame.

The Julia set contains several dynamically important subsets. First, there is the
escaping set

I(f ) = {z ∈ C ; f n(z) is defined for all n and lim
n→∞ f

n(z) = ∞}.

This set is not always a subset of the Julia set, it may contain Baker domains.
However, for entire functions of bounded type I(f ) ⊂ J (f ) ([37, Theorem 1]).
More important for us is the following set.

Definition 3.2 The radial (or conical) Julia set Jr(f ) of f is the set of points z ∈
J (f ) such that there exist δ > 0 and an unbounded sequence (nj )∞j=1 of positive

integers such that the sequence
(|f nj (z)|)∞

j=1 is bounded above and the map

f nj : Uj −→ D(f nj (z), δ)

is conformal, whereUj is the connected component of f−nj (D(f nj (z), δ)) contain-
ing z.

There are other definitions of radial sets in the literature. While the present
definition is in the spirit of the one from [91], the radial points in [79] are defined
by means of spherical disks. Namely, z ∈ J sphr (f ) if z ∈ J (f ) if there exist δ > 0
and an unbounded sequence (nj )∞j=1 of positive integers such that

f nj : Uj −→ Dsph(f
nj (z), δ)

is conformal where Uj is the connected component of f−nj (Dsph(f nj (z), δ))
containing z. Right from these definitions it is easy to see that Jr(f ) ⊂ J sphr (f ).
Also,

Jr(f ) ⊂ J (f ) \ I(f ) . (3.3.1)
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The differences between all of these radial sets are dynamically insignificant in the
sense that they all have the same Hausdorff dimension and this dimension coincides
with the hyperbolic dimension, which we define right now.

Definition 3.3 The hyperbolic dimension of a meromorphic function f : C → Ĉ,
denoted by HDhyp(f ), is

HDhyp(f ) = sup
K

HD(K)

where the supremum is taken over all hyperbolic sets K ⊂ C, i.e. over all compact
sets K ⊂ C such that f (K) ⊂ K and f |K is expanding. ��
Lemma 3.4 HDhyp(f ) = HD(Jr(f )) = HD(J sphr (f )). ��
Proof LetK be a hyperbolic set. Then, following [78, Section 5] especially Lemma
5.1.1, there exists η > 0 such that

f|D(z,η) injective and f (D(z, η)) ⊃ D(f (z), η) for all z ∈ K.

This shows that K ⊂ Jr(f ) and thus HDhyp(f ) ≤ HD(Jr(f )). Since Jr(f ) ⊂
J
sph
r (f ) we also have HD(Jr (f )) ≤ HD(J sphr (f )). The conclusion comes now

from the result in [79] which says that HD(J sphr (f )) = HDhyp(f ). ��

3.3.2 Hyperbolicity and Expansion

There are several notions of hyperbolic transcendental functions in the literature
(see for example [110]). The following definition is used fairly frequently.

Definition 3.5 A meromorphic function f : C → Ĉ is called hyperbolic if and
only if

P(f ) is bounded and P(f ) ∩ J (f ) = ∅. (3.3.1)

Notice that then f ∈ B, i.e. it is of bounded type. The following notion has
been used by G. Stallard in [92]. Later it was considered in [56, 58] where the,
somehow misleading, name topologically hyperbolic was used. Since it is based on
the euclidean distance, let us call it Euclidean hyperbolic here.

Definition 3.6 A meromorphic function f is called E-hyperbolic if

dist(J (f ),P(f )) > 0 .

Clearly, a hyperbolic function is E-hyperbolic but the later notion is much more
general. For example, the function f (z) = 2 − log 2 + 2z − ez is E-hyperbolic
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and has a Baker domain (see [14]). Other examples arise naturally in the context of
Newton maps. This has been observed in [12] and f (z) = z − tan z is a different
exemple of E-hyperbolic function that is not hyperbolic.

For E-hyperbolic functions every non-escaping point of the Julia set is a radial
point. Together with (3.3.1) it follows that in this case we have equality between
these type of points:

Jr(f ) = J (f ) \ I(f ). (3.3.2)

For rational functions, E-hyperbolicity is equivalent to the property of being
expanding.

Definition 3.7 A meromorphic function f : C → Ĉ is called expanding if and
only if there are two constants c > 0 and γ > 1 such that

|(f n)′(z)| ≥ cγ n f or all z ∈ J (f ) \ f−n(∞) .

The function f (z) = z− tan z is E-hyperbolic and |f ′(z)| → 1 as /f (z)→∞.
Since there are vertical lines in J (f ), it follows that this function is not expanding.
Thus, contrary to the case of rational maps, E-hyperbolicity and expanding are
not equivalent for transcendental functions. It is shown in [92] that every entire
E-hyperbolic function f satisfies limn→∞ |(f n)′(z)| → ∞ for all z ∈ Jf and
under some conditions the expanding property follows from E-hyperbolicity (see
Proposition 4.4 in [58]).

Example 3.8 Let 0 < c < 1/e3. Then the Fatou function f (z) = z− log c+ e−z is
not hyperbolic but it is E-hyperbolic and expanding.

In order to verify this statement, we recall the classical argument that f is semi-
conjugate via w = e−z to the map g(w) = cwe−w (see for example [82]). By the
choice of the constant 0 < c < 1/e3, the origin is an attracting fixed point of the
map g and a simple estimation allows to check that

g(D3) ⊂ D3. (3.3.3)

Consequently, the half space {0z ≥ − log 3} is contained in a Baker domain of f
and the Julia set J (f ) ⊂ {0z < − log 3}. Now, a simple estimate shows that

|f ′(z)| ≥ 2 for all z with 0z ≤ − log 3.

Consequently f is expanding on its Julia set.
It remains to check that f is E-hyperbolic. The function f has no finite

asymptotic value and its critical points are ck = 2πik, k ∈ Z. It follows from
(3.3.3) that there exists ρ > − log 3 such that 0f n(ck) ≥ ρ for every n ≥ 0 and
k ∈ Z. This shows that f is indeed E-hyperbolic .



3 Thermodynamic Formalism and Geometric Applications for. . . 107

3.3.3 Disjoint Type Entire Functions

For entire functions there is a relevant strong form of hyperbolicity called disjoint
type, the notion that first implicitly appeared in [7] and then was explicitly studied
in several papers including [80, 84]. Disjoint type functions are of bounded type.
So, let f ∈ B be an entire function and let R > 0 such that S(f ) ⊂ DR .
Up to normalization we can assume that R = 1. Then f−1(D∗) consists of
countably many mutually Jordan domains �j with real analytic boundaries such
that f : �j → D

∗ is a covering map (see [37]). In terms of the [37]). In terms of the
classification of singularities, this means that f has only logarithmic singularities
over infinity. These connected components of f−1(D∗) are called tracts and the
restriction of f to any of these tracts �j has the special form

f|�j = exp ◦τj where ϕj = τ−1
j : H = {

z ∈ C : 0(z) > 0
} −→ �j (3.3.1)

is a conformal map. Later on we often assume that f has only finitely many tracts:

f−1(D∗) =
N⋃

j=1

�j . (3.3.2)

Notice that this is always the case if the function f has finite order. Indeed, if f has
finite order then the Denjoy–Carleman–Ahlfors Theorem (see [67, p. 313]) states
that f can have only finitely many direct singularities and so, in particular, only
finitely many logarithmic singularities over infinity.

Definition 3.9 If f ∈ B is entire such that

S(f ) ⊂ D and
⋃

j

�j ∩ D = ∅ , equivalently f−1(D∗) =
⋃

j

�j ⊂ D
∗,

(3.3.3)
then f is called a disjoint type function.

This definition is not the original one but it is consistent with the disjoint type
models in Bishop’s paper [19]. The function f is then indeed of disjoint type in the
sense of [7, 80, 84]. It is well known that for every f ∈ B the function λf , λ ∈ C

∗,
is of disjoint type provided λ is small enough (see [8] and [80, p. 261]). Also, the
Julia set of a disjoint type entire function is a subset of its tracts and therefore only
the restriction of the function to these tracts is relevant for the study of dynamics of
such a function near the Julia set.

Besides functions of class S and B we consider the following subclass of
bounded type entire functions called class D. In this definition,

QT =
{
0 < 0z < 4T ; −4T < /z < 4T

}
, T > 0. (3.3.4)
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Definition 3.10 An entire function f : C→ C belongs to class D if it is of disjoint
type, has only finitely many tracts (see (3.3.2)) and if, for every tract, the function
ϕ of (3.3.1) satisfies

|ϕ(ξ)| ≤M|ϕ(ξ ′)| for all ξ, ξ ′ ∈ QT \QT/8, (3.3.5)

for some constantM ∈ (0,+∞) and every T ≥ 1.

3.4 Topological Pressure and Conformal Measures

This section is devoted to two crucial objects: the topological pressure and
conformal measures. Compared to the case of rational functions, they both behave
totally differently in the context of transcendental functions. For example, since
transcendental functions have infinite degree, the topological pressure evaluated
at zero is always infinite. Also, the existence of the pressure and, even more
importantly, of conformal measures is not known in full generality for meromorphic
functions.

3.4.1 Topological Pressure

A standard argument, based on mixing properties (see Lemma 5.8 in [58]), shows
that for a E-hyperbolic meromorphic function f : C → C the following number,
which might be finite or infinite,

Pτ (t) := lim sup
n→∞

1

n
log

∑

f n(z)=w
|(f n)′(z)|−tτ (3.4.1)

does not depend on the point w ∈ J (f ). However, this number may depend on the
metric τ and it clearly depends on the parameter t > 0.

Definition 3.11 Let f : C → C be E-hyperbolic meromorphic function. The
topological pressure of f evaluated at t > 0 with respect to the metric τ as defined
in (3.2.1) is the (possibly infinite) number Pτ (t) defined by formula (3.4.1). When
τ = 2, i.e. dστ is the spherical metric, then we also write Pτ (t) = Psph(t).

Given a meromorphic function f : C → C, a number τ ≥ 0, and a parameter
t ≥ 0, we say that the topological pressure Pτ (t) exists if the number defined by
formula (3.4.1) is independent of w for some “sufficiently large” set of points w ∈
J (f ).

The most general result on the existence of topological pressure going beyond
E-hyperbolic functions is due to Barański et al. [10]. They work with spherical
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metric and call a meromorphic function f exceptional if and only if it has a (Picard)
exceptional value a in the Julia set and f has a non-logarithmic singularity over a.

Theorem 3.12 ([10]) Let f : C→ C be either a meromorphic function in class S
or a non–exceptional and tame function in class B. Then the limit

Psph(t) := lim
n→∞

1

n
log

∑

f n(z)=w
|(f n)′(z)|−tsph

exists (possibly equal to infinity) for all t > 0 and does not depend on w where w
is a good pressure starting point w ∈ C whose precise meaning is given in [10,
Section 4].

If f is tame then every w ∈ J (f ) \ P(f ) is such a good point. Also, if f ∈ B is
E-hyperbolic , then each point w ∈ J (f ) is good. ��

It is also shown in [10] that the pressure function has the usual natural properties.

Proposition 3.13 ([10]) Under the assumptions of Theorem 3.12, Psph(0) = +∞
and Psph(2) ≤ 0, and thus

�sph := inf{t > 0 : Psph(t) <∞} ∈ [0, 2] (3.4.2)

In addition:

Psph(t) = +∞ for all t < �sph and Psph(t) < +∞ for all t > �sph.

The resulting function

(�sph,∞) � t �−→ Psph(t)

is non-increasing and convex, hence continuous. ��
Notice that this result does not provide any information about the behavior of the

pressure function at the critical value t = �sph. For classical families, such as the
exponential family, the pressure at �sph is infinite. Curious examples of functions
that behave differently at the critical value are provided in [61]. We will come back
to such examples later in Theorem 3.37.

3.4.2 Conformal Measures and Transfer Operator

Conformal measures were first defined and introduced by Samuel Patterson in his
seminal paper [70] (see also [71]) in the context of Fuchsian groups. Dennis Sullivan
extended this concept to all Kleinian groups in [98, 99, 101]. He then, in the papers
[96, 97, 100], defined conformal measures for all rational functions of the Riemann
sphere Ĉ. He also proved their existence therein. Both Patterson and Sullivan came



110 V. Mayer and M. Urbański

up with conformal measures in order to get an understanding of geometric measures,
i.e. Hausdorff and packing ones. Although already Sullivan noticed that there are
conformal measures for Kleinian groups that are not equal, nor even equivalent, to
any Hausdorff and packing (generalized) measure, the main purpose to deal with
them is still to understand Hausdorff and packing measures but goes beyond.

Conformal measures, in the sense of Sullivan have been studied in greater detail
in [25], where, in particular, the structure of the set of their exponents was examined.
We do this for our class of transcendental functions.

Since then conformal measures in the context of rational functions have been
studied in numerous research works. We list here only very few of them appearing
in the early stages of the development of their theory: [26, 30, 31]. Subsequently
the concept of conformal measures, in the sense of Sullivan, has been extended
to countable alphabet iterated functions systems in [52] and to conformal graph
directed Markov systems in [53]. It was furthermore extended to transcendental
meromorphic dynamics in [45, 104], and [56]. See also [58, 105], and [11]. Lastly,
the concept of conformal measures found its place also in random dynamics; we cite
only [59, 62], and [107].

Definition 3.14 Let f : C → Ĉ be a meromorphic function. A Borel probability
measuremt on J (f ) is called λ|f ′|tτ -conformal if

mt(f (E)) =
∫

E

λ|f ′|tτ dmt .

for every Borel E ⊂ J (f ) such that the restriction f|E is injective. The scalar λ is
called the conformal factor and, if λ = 1, then mt is called a t-conformal measure.

If f has a λ|f ′|tτ -conformal measure mt and if f is E-hyperbolic then, using
Koebe’s Distortion Theorem, we get for all w ∈ J (f ) that

1 ≥
∑

z∈f−1(w)

mt(Uz) - λ−1mt(D(w, r))
∑

z∈f−1(w)

|f ′(z)|−tτ , (3.4.1)

where for every z ∈ f−1(w), Uz is the connected component of f−1(D(w, r)) con-
taining z. Consequently, the series on the right hand side of (3.4.1) is well defined.
This allows us to introduce the corresponding transfer, or Perron–Frobenius–Ruelle,
operator. Its standard definition as an operator acting on the space Cb(J (f )) of
continuous bounded functions on the Julia set J (f ) is the following.

Definition 3.15 Let f : C → Ĉ be a E-hyperbolic meromorphic function. Fix
τ > 0 and t > 0. The transfer operator of f with (geometric) potential ψ :=
−t log |f ′(z)|τ , t > 0, is defined by

Lt g(w) :=
∑

f (z)=w
eψ(z)g(z) =

∑

f (z)=w
|f ′(z)|−tτ g(z), w ∈ J (f ), g ∈ Cb(J (f )).

(3.4.2)
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Note that (3.4.1) does not imply boundedness of the linear operator Lt . This
crucial issue will be discussed in the next section. Let us simply mention here that,
iterating the inequality (3.4.1) (which is possible if we assume f to be E-hyperbolic
) shows that we have the following relation between the pressure and the conformal
factor λ:

Pτ (t) ≤ logλ . (3.4.3)

On the other hand, if the transfer operator, in fact its adjoint operator L∗t , is
well defined, then mt being a conformal measure equivalently means that mt is an
eigenmeasure of L∗t with eigenvalue λ:

L∗t mt = λmt .

As defined, the measure mt = mτ,t does depend on the metric τ . Given τ ′ �= τ
and corresponding Riemannian metrics (see (3.2.2)), we then have

dmτ ′,t
dmτ,t

(z) = |z|(τ−τ ′)t
∫
J (f ) |ξ |(τ−τ ′)t dmτ,t (ξ)

(3.4.4)

provided the above integral is finite. For example, this allows one to get spherical
conformal measures as soon as we have conformal measures mτ,t for a τ -metric
with τ ≤ 2; this will be the case later in the results Theorems 3.25 and 3.35. Indeed,
the formula

dmsph,t

dmτ,t
(z) := |z|(τ−τ ′)t

∫
J (f ) |ξ |(τ−τ ′)t dmτ,t (ξ)

(3.4.5)

defines a spherical conformal probability measure msph,t . But then it may happen
that the corresponding density (Radon–Nikodym derivative) dμt/dmsph,t in Theo-
rem 3.25 or Theorem 3.35 is no longer a bounded function.

3.4.3 Existence of Conformal Measures

As we have already said, for rational functions, Denis Sullivan proved in [98] that
every rational function admits a conformal measure with conformal factor λ = 1.
For transcendental functions this is not so in full generality and this is again because
of the singularity at infinity. In general, a conformal measure is obtained by a (weak)
limit procedure and one has to make sure that the mass does not escape to infinity
when passing to the limit.

There are two particular cases where natural t-conformal measures do exist. First
of all, there are different types of meromorphic functions for which the (normalized)
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spherical Lebesgue measure is a 2-conformal measure. This is the case for functions
f with J (f ) = Ĉ and for those having a Julia set of positive area such as the
functions of the sine family. This is a result of Curtis McMullen [64]; we will come
back to it and to its generalizations in greater detail in Sect. 3.4.5.

The other particular case is formed by meromorphic functions having as their
Julia sets the real line R or a geometric circle, and thus having a natural 1-conformal
measure. Functions of this type arise among inner functions studied by Aaronson [1]
and Doering–Mané [35].

Coming now to the general case, the relation between topological pressure and
the existence of conformal measures has been studied in [11]. The hypotheses of this
paper are again those of Theorem 3.12 and thus it goes far beyond (E–) hyperbolic
functions. Theorem C of that paper contains the following general statement for the
existence of t-conformal measures.

Theorem 3.16 ([11]) Let f : C→ Ĉ be either a meromorphic function in class S
or a non-exceptional and tame function in class B. If Psph(t) = 0 for some t > 0,
then f has a |f ′|t2-conformal measure, i.e. a t-conformal measure, with respect to
the spherical metric. ��

For E-hyperbolic and expanding function there exists a general construction of
conformal measures. It allows us to produce conformal measures, defined with
respect to adapted τ -metrics, with various conformal factors λ. The proof of
Proposition 8.7 in [60] along with Section 5.3 in [58] yield the following.

Theorem 3.17 Let f : C→ Ĉ be E-hyperbolic and expanding. Assume that t > 0
and τ are such that

‖Lt11‖∞ < +∞ and lim|w|→∞ , w∈J (f )Lt11(w) = 0.

Then there exist a λ|f ′|tτ -conformal measure with λ = ePτ (t). ��
The first hypothesis of this theorem tells us that we have a “good” well defined

bounded linear transfer operator. The second hypothesis can be used to prove
tightness of an appropriate sequence of purely atomic measure, which in turn allows
us to produce, as its weak* limit, a desired conformal measure. Then Theorem 3.17
follows.

3.4.4 Conformal Measures on the Radial Set and Recurrence

For rational functions the behavior of conformal measures on the radial set is fairly
well understood. For example, it has been studied in [32] and in [65, Section 5], and
most of the arguments from these papers can be adapted to the transcendental case.
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Theorem 3.18 Let mt be a λ|f ′|tτ -conformal measure of a meromorphic function
f : C→ Ĉ such that mt(Jr (f )) > 0. Then

mt(Jr (f )) = 1 ,

mt is ergodic, mt almost every point has a dense orbit in J (f ) and mt is a unique
λ|f ′|tτ -conformal measure. More precisely, ifm is a ρ|f ′|tτ -conformal measure then
λ = ρ and m = mt . ��
Proof The radial Julia set has been defined in Definition 3.2. For any z ∈ Jr(f ),
let δ(z) > 0 be the number δ and let (nj )j≥1 be the sequence associated to z, both
according to Definition 3.2. Define then

Jr(f, δ) :=
{
z ∈ Jr(f ) : δ(z) ≥ 2δ and sup

j≥1

{|f nj (z)|} ≤ 1/δ
}
.

Then

Jr(f ) =
⋃

δ>0

Jr(f, δ) (3.4.1)

and, if mt(Jr (f )) > 0, then mt(Jr (f, δ)) > 0 for some δ > 0.
For all z ∈ Jr(f ), consider the blow up mappings

f nj : Vj (z) −→ D
(
f nj (z), 2δ

)
, j ≥ 1,

where Vj (z) is the connected component of f−nj
(
D
(
f nj (z), 2δ

))
containing z. Let

Uj(z) := Vj (z) ∩ f−nj
(
D
(
f nj (z), δ

))
.

Then Koebe’s Distortion Theorem applies for the map f nj on Uj(z). In fact,
what we need is a bounded distortion for the derivatives taken with respect to the
Riemannian metric dτ . This however is a straightforward consequence of Koebe’s
Theorem (see [58, Section 4.2]). Therefore

mt(Uj (z)) - λ−nj |(f nj )′(z)|−tτ mt (D(f nj (z), δ)).

Now, since conformal measures are positive on all non-empty open sets relative to
J (f ), we conclude that for every δ > 0 there exists a constant c > 0 such that

mt(D(w, δ)) ≥ c

for every w ∈ J (f ) ∩ B(0, 1/δ). This shows that

mt(Uj (z)) - λ−nj |(f nj )′(z)|−tτ (3.4.2)



114 V. Mayer and M. Urbański

for every z ∈ Jr(f, δ) and every j ≥ 1 with comparability constants depending on
δ only.

Having this estimate we now can proceed exactly as in [65, Theorem 5.1]. If
νt is any η|f ′|tτ -conformal measure then (3.4.2) also holds with νt , η instead of
mt, ρ, and with other appropriated constants depending on δ only. Hence, for every
z ∈ Jr(f, δ),

mt(Uj (z))

νt (Uj (z))
- 1 for every j ≥ 1.

Since in addition limj→∞ diam(Uj (z)) = 0 and allUj(z), z ∈ Jr(f, δ), j ≥ 1, have
shapes of not “too much” distorted balls, we conclude that the measures mt and νt
are equivalent (mutually absolutely continuous) on Jr(f, δ). Invoking, (3.4.1), we
deduce that these two measures are equivalent on Jr(f ). This is not the end of the
proof yet but the interested reader is referred to the original proof in [65]. ��

Recall that the Poincaré’s Recurrence Theorem asserts that, given T : X → X

measurable dynamical system preserving a finite measure, for every measurable
set F ⊂ X and almost every point x ∈ F , the point T n(x) is in F for infinitely
many n ≥ 1. A conformal measure m is called recurrent if the conclusion
of the Poincaré recurrence theorem holds for it. In the case where the Perron–
Frobenius–Ruelle theorem holds then, due to the existence of probability invariant
measures, commonly called Gibbs states, equivalent to the conformal measure, the
later is always recurrent. By Halmos’ Theorem [39], recurrence is equivalent to
conservativity which means that there does not exist a measurable wandering set of
positive measure, i.e. a measurable setW with m(W) > 0 and such that

f−n(W) ∩ f−m(W) = ∅

for all n > m ≥ 0.

Theorem 3.19 Assume that the transcendental function f : C → Ĉ has mt , a
λ|f ′|tτ -conformal measure. Then

– mt is recurrent and this holds if and only if mt(Jr (f )) = 1 or
– mt -almost every point is in I(f ) or its orbit is attracted by P(f ).

��
Proof Ifmt(J (f )\P(f )) = 0 then the second conclusion holds. So we may assume
from now on that mt(J (f ) \ P(f )) > 0. Notice that then f is tame and thus there
existD = D(w, r), a disk centered at some point w ∈ J (f ) and such that

D(w, 2r) ∩ P(f ) = ∅.
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Assume that there exists W ⊂ J (f ) \ P(f ) a wandering set of positive measure.
Since all omitted values are in P(f ), there exists N such that

W ′ = f N(D) ∩W

is a wandering set of positive measure. But thenW ′′ = f−N(W ′)∩D is a wandering
set of positive measure contained in D. Conformality, bounded distortion, and the
fact theW ′′ is wandering, give

1 ≥
∑

n≥0

mt(f
−n(W ′′)) - mt(W ′′)

∑

n≥0

Lnt 11(z) -
mt(W

′′)
mt(D)

∑

n≥0

mt(f
−n(D)) .

The series in the middle is what is usually called the Poincaré series and we see that
it is convergent for the exponent t . Now, a standard application of the Borel–Cantelli
Lemma shows that a.e. z is in at most finitely many sets f−n(D) or, equivalently,
only for finitely many n we have f n(z) ∈ D. Since this true for every such disk D,
it follows that

z ∈ I(f ) or f n(z)→ P(f ) for mt a.e. z ∈ J (f ). (3.4.3)

This also shows that mt(Jr (f )) = 0 in this case since, as we have seen in
Theorem 3.18, if mt(Jr(f )) > 0 then mt a.e. orbit has a dense orbit in Jf which
contradicts (3.4.3) since f is a tame function.

The other possibility is that J (f ) \ P(f ) does not contain a wandering set of
positive measure. Then mt is conservative hence recurrent on J (f ) \ P(f ). Let

Vε(A) := {z ∈ C : dist (z,A) ≤ ε},

V cε (A) := J (f ) \ Vε(A)

and consider the open set

Uε = D(0, 1/ε) ∩ V cε (P(f )) , ε > 0.

If ε > 0 is small enough, Uε ∩ J (f ) �= ∅, and then mt(Uε) > 0. On the other hand,
recurrence implies that

mt(Uε) = mt
({z ∈ Uε : f n(z) ∈ Uε for infinitely many n’s}).

The set of points z such that, for some ε > 0, z ∈ Uε and f n(z) ∈ Uε for infinitely
many n’s is a subset of Jr(f ). Therefore, mt(Jr (f )) ≥ mt(Uε) > 0 and then, by
Theorem 3.18, mt(Jr (f )) = 1. Notice also that then mt is recurrent on the whole
Julia set since mt(J (f ) \ Jr(f )) = 0. ��
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Every rational function has a t-conformal measure of minimal exponent t = δp;
see [25]. Shishikura [88] gave the first examples of some polynomials p for which
this exponent is maximal, i.e. δp = 2. For them the corresponding conformal
measures are not recurrent. Up to our best knowledge it is unknown whether
there exist polynomials, even rational functions, p with δp < 2 and with non-
recurrent δp-conformal measures. However, there are such quadratic like examples;
see Avila–Lyubich [4], and the first globally defined, i.e. on the whole complex
plane, (transcendental meromorphic) functions having such behavior were produced
in [61, Theorem 1.4]. Notice that these examples are even hyperbolic and their
number� (see Theorem 3.37) is equal to the minimal exponent δp.

Theorem 3.20 ([61]) There exist disjoint type entire functions f : C→ Ĉ of finite
order, with � ∈ (1, 2), that do not have any recurrent �-conformal measure with
conformal factor λ = 1. ��
In fact [61, Theorem 1.4] states that these functions do not have �-conformal
measures supported on the radial Julia set. But this is equivalent to non-recurrence
by Theorem 3.19.

3.4.5 2-Conformal Measures

We finally discuss the special case of 2-conformal measures. As already mentioned
above, for many transcendental, especially entire, functions the spherical Lebesgue
measuremsph of the Julia set is positive and thus it is a natural 2-conformal measure.
In this case each of the following possibilities can occur:

– msph is recurrent and msph(Jr (f )) = 1.
– msph(I(f ) ∩ J (f )) = 1.
– msph(I(f ) ∩ J (f )) = 0 and f n(z)→ P(f ) for msph–a.e. z ∈ C.

Let us first discuss the recurrent case for which the postcritically finite map
f (z) = 2πiez is a typical example having the property that msph(Jr (f )) = 1.
For this function, the Julia set is the whole plane. From a classical zooming and
Lebesgue density argument (see for example the proof of [37, Theorem 8]) follows
that this always holds provided that the radial set is positively charged.

Proposition 3.21 Let f : C → Ĉ be a meromorphic function. If msph is a 2-
conformal measure and if msph(Jr(f )) > 0, then J (f ) = C .

For the third possibility, i.e. where the escaping set is not charged but where a.e.
orbit is attracted by the post-critical set, we have some results due to Eremenko–
Lyubich [37, Section 7].
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Theorem 3.22 ([37]) Let f ∈ B be an entire function of finite order having a finite
logarithmic singular value. Thenmsph(I(f )) = 0 and there existsM > 0 such that

lim inf
n→∞ |f n(z)| < M for a.e. z ∈ C.

��
Given this result combined with Theorem 3.19 we see that there are several

possibilities. Assume that f satisfies the hypotheses of Theorem 3.22 and that the
Julia set of f has positive area. Then, either the spherical Lebesgue measure is
supported on the radial Julia set or a.e. orbit is attracted by the post-critical set.

As typical examples we can consider again the exponential family. As already
mentioned, f (z) = 2πiez is a recurrent example. Totally different is f (z) = ez.
Misiurewicz showed in [69] that J (f ) = C and Lyubich proved in [50] that this
function is not ergodic. Consequently msph(Jr (f )) = 0 and thus a.e. orbit is
attracted by the orbit of 0, the only finite singular value.

Plenty of entire functions have the property msph(I(f ) ∩ J (f )) = 1 (and
F(f ) �= ∅). Initially, McMullen showed in [64] that the Julia set of every function
from the sine–family α sin(z) + β, α �= 0, has positive area. This result has been
generalized in many ways and to many types of entire functions; see [3, 15, 16, 90].
The authors of these papers did not really deal with Julia but with the escaping set
and, as a matter of fact, they showed that

area(I(f ) ∩ J (f )) > 0 . (3.4.1)

Since the escaping set is invariant, it suffices now to normalize properly the spherical
Lebesgue measure restricted to I(f ) in order to get the required 2-conformal
measure that is entirely supported on the escaping set.

3.5 Perron–Frobenus–Ruelle Theorem, Spectral Gap and
Applications

The whole thermodynamic formalism relies on the transfer operator and its proper-
ties. We recall that this operator has been introduced in Definition 3.15. In fact, this
definition treats only the most relevant geometric potentials. More general potentials
ψ were considered in [58]. They are obtained as a sum of a geometric potential
plus an additional Hölder function. This class of potentials has its importance for
the multifractal analysis (see the Chapters 8 and 9 of [58]) of conformal measures
and their invariant versions. In the present text we restrict ourselves to geometric
potentials, so to functions of the form

ψ := −t log |f ′| + b − b ◦ f (3.5.1)
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for some appropriate function b : J (f ) → R (or C). This coboundary is crucial
since it allows us to deal with different Riemannian metrics on Ĉ. We start by
investigating elementary examples to make this transparent.

We already have mentioned in the introduction that the “naive” transfer operator
is not always well defined. Let us consider the simplest entire function f (z) = λez
and a potential ψ := −t log |f ′| without coboundary. Then, for all w �= 0 and
parameter t ,

Lt11(w) =
∑

z∈f−1(w)

|f ′(z)|−t =
∑

z∈f−1(w)

|w|−t = +∞.

In other words, this operator is just not defined. This is the point where a coboundary
b of (3.5.1) shows its significance.

We recall that the derivative of a function f with respect to a Riemannian metric
dσ = γ |dz| is given by Formula (3.2.3). The associated geometric potential is

ψ = −t log |f ′|σ = −t log |f ′| + t log γ − t log γ ◦ f .

Since the Euclidean metric plainly does not work, one can try the spherical metric
dσ = |dz|/(1 + |z|2) which is another natural choice. Considering again f (z) =
λez, we get

Lt11(w) =
(

1+ |w|2
|w|

)t ∑

f (z)=w
(1+ |z|2)−t

which, this time, is finite provided that t > 1/2. In fact then, for large w, and with
x0 = log |w/λ|,

Lt11(w) - |w|t
∫

R

dy

(1+ |x0 + iy|2)t = |w|
t (1+ x2

0)
1/2−t

∫

R

dy

(1+ y2)t
< +∞,

but

lim
w→∞Lt11(w) = +∞.

Thus, Lt is not a bounded operator.
It turns out that for the exponential family and in general for entire functions

the logarithmic metric dσ = 1/(1 + |z|) is best appropriate. This is a natural
choice for several reasons. For example, this point of view is used in Nevanlinna’s
value distribution theory. Also, in the dynamics of entire functions from class B,
Eremenko–Lyubich [37] have introduced logarithmic coordinates, which now is a
standard tool. Either working in these coordinates or considering derivatives with
respect to the logarithmic metric are equivalent things.
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3.5.1 Growth Conditions

The situation is different for meromorphic functions because of their behavior at
poles. If f : C → Ĉ is meromorphic and if b is a pole of multiplicity q , which is
nothing else than a critical point of multiplicity q ≥ 1 of f , then

|f ′(z)| - 1

|z− b|q+1 =
1

|z− b|q(1+1/q)
- |f (z)|1+1/q near b. (3.5.1)

Motivated by the exponential family λez, we introduced in [56] and [58] some
classes of meromorphic functions for which there are relations between |f ′| and
|f |. More precisely:

Definition 3.23 (Rapid Derivative Growth and Dynamical Semi-Regularity) A
meromorphic function f : C → Ĉ is said to have a rapid derivative growth if and
only if there are α2 > max{0,−α1} and κ > 0 such that

|f ′(z)| ≥ κ−1(1+ |z|)α1(1+ |f (z)|α2) (3.5.2)

for all finite z ∈ J (f ) \ f−1(∞). A E-hyperbolic and expanding meromorphic
function of finite order ρ which satisfies the rapid derivative growth condition is
called dynamically semi-regular.

Of course, f (z) = λez satisfies (3.5.2) with α2 ≡ 1 and α1 = 0. The reader can
find many other families in Chapter 2 of [58] which are dynamically semi-regular.

For such functions there is a good choice of the coboundary b or, equivalently, of
the Riemannian metric. We recall that we consider metrics of the form (3.2.1) and
that we frequently use the simpler form of (3.2.2), namely dτ(z) = |z|−τ |dz|. This
is possible as soon as the Fatou set is not empty, which is the case for E-hyperbolic
functions, since then we can assume without loss of generality that 0 ∈ F(f ) and
then ignore what happens near the origin.

If f has balanced growth then, setting τ̂ = α1 + τ ,

|z|τ̂ � |z|τ̂ |f (z)|α2−τ � |f ′(z)|τ � |z|τ̂ |f (z)|α2−τ , z ∈ J (f ) \ f−1(∞),
(3.5.3)

the right hand inequality being true under the weaker condition (3.5.2). Therefore,
for a dynamically semi-regular function f , we get the estimate

Lt11(w) � 1

|w|α2−τ
∑

z∈f−1(w)

|z|−τ̂ t , w ∈ J (f ).

This last sum, which also is called Borel sum, is very well known in Nevanlinna
theory. The order ρ of f is precisely the critical exponent for this sum. Hence, if f
has finite order ρ and if τ̂ t > ρ, then it is a convergent series and in fact one has the
crucial following property (see Proposition 3.6 in [58]).
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Proposition 3.24 If f is satisfies the rapid derivative growth condition, if 0 ∈
F(f ), and if τ ∈ (0, α2) then, for every t > ρ/τ̂ , there existsMt such that

Lt11(w) ≤Mt and lim
w→∞Lt11(w) = 0 , w ∈ J (f ) , (3.5.4)

Once having property (3.5.4), one can develop a full thermodynamic formalism
provided that the function f is E-hyperbolic and expanding. The first issue is again
about the existence of conformal measures. It is taken care of by Theorem 3.17.
Therefore, for E-hyperbolic and expanding meromorphic functions satisfying the
hypotheses of Proposition 3.24, we have good conformal measures for all t > �.

We recall that dynamically semi-regular functions have been introduced in Def-
inition 3.23. The following Perron–Frobenius–Ruelle Theorem is part of Theorem
1.1 in [57] and Theorem 5.15 of [58], which is true for a class of more general
potentials.

Theorem 3.25 If f : C→ Ĉ is a dynamically semi-regular meromorphic function
then, for every t > ρ

τ̂
, the following are true.

(a) The topological pressure P(t) = limn→∞ 1
n
Lnt (11)(w) exists and is independent

of w ∈ J (f ).
(b) There exists a unique λ|f ′|tτ -conformal measure mt and necessarily λ = eP(t).
(c) There exists a unique Gibbs state μt of the parameter t , where being Gibbs

means that μt is a Borel probability f -invariant measure absolutely continuous
with respect to mt . Moreover, the measures mt and μt are equivalent and are
both ergodic and supported on the conical limit set of f .

(d) The Radon–Nikodym derivative ψt = dμt/dmt : J (f ) → [0,+∞) is a
continuous nowhere vanishing bounded function satisfying limz→∞ ψt(z) = 0.

��
Starting from this result, much more can be said but under the stronger growth

condition (3.5.5). Namely, the Spectral Gap property along with its applications:

– The Spectral Gap [58, Theorem 6.5]

Theorem 3.26 If f is a dynamically semi-regular function and if t > ρ

τ̂
, then the

following are true.

(a) The number 1 is a simple isolated eigenvalue of the operator L̂t := e−P(t)Lt :
Hβ → Hβ , where β ∈ (0, 1] is arbitrary and Hβ is the Banach space of all
complex–valued bounded Hölder continuous defined on J (f )f , equipped with
the corresponding Hölder norm. The rest of the spectrum of Lt is contained in
a disk with radius strictly smaller than 1. In particular, the operator L̂t : Hβ →
Hβ is quasi–compact.

(b) More precisely: there exists a bounded linear operator S : Hβ → Hβ such that

L̂t = Q1 + S,
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where Q1 : Hβ → Cρ is a projector on the eigenspace Cρ, given by the
formula

Q1(g) =
(∫

g dmφ

)

ρt ,

Q1 ◦ S = S ◦Q1 = 0 and

||Sn||β ≤ Cξn

for some constant C > 0, some constant ξ ∈ (0, 1) and all n ≥ 1.

��
– [58, Corollary 6.6]

Corollary 3.27 With the setting, notation, and hypothesis of Theorem 3.26 we
have, for every integer n ≥ 1, that L̂n = Q1 + Sn and that L̂n(g) converges to(∫
g dmφ

)
ρ exponentially fast when n→∞. More precisely,

∥
∥
∥
∥L̂

n
(g)−

(∫

g dmφ

)

ρ

∥
∥
∥
∥
β

= ‖Sn(g)‖β ≤ Cξn‖g‖β , g ∈ Hβ.

– Exponential Decay of Correlations [58, Theorem 6.16]

Theorem 3.28 With the setting, notation, and hypothesis of Theorem 3.26 there
exists a large class of functions ψ1 such that for all ψ2 ∈ L1(mt) and all integers
n ≥ 1, we have that

∣
∣
∣
∣

∫

(ψ1 ◦ f n · ψ2) dμt −
∫

ψ1 dμt

∫

ψ2 dμt

∣
∣
∣
∣ ≤ O(ξn),

where ξ ∈ (0, 1) comes from Theorem 3.26(b), while the big “O” constant depends
on both ψ1 and ψ2. ��
– Central Limit Theorem [58, Theorem 6.17]

Theorem 3.29 With the setting, notation, and hypothesis of Theorem 3.26 there
exists a large class of functions ψ such that the sequence of random variables

∑n−1
j=0 ψ ◦ f j − n

∫
ψ dμt√

n
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converges in distribution, with respect to the measure μt , to the Gauss (normal)
distribution N(0, σ 2) with some σ > 0. More precisely, for every t ∈ R,

lim
n→∞μt

({

z ∈ J (f )f :
∑n−1
j=0 ψ ◦ f j (z)− n

∫
ψ dμt√

n
≤ t

})

= 1

σ
√

2π

∫ t

−∞
exp

(

− u
2

2σ 2

)

du.

��
– Variational Principle [58, Theorem 6.25]

Theorem 3.30 With the setting, notation, and hypothesis of Theorem 3.26, we have
that

P(t) = sup

{

hμ(f )− t
∫

J (f )

log |f ′|1 dμ
}

,

where the supremum is taken over all Borel probability f -invariant ergodic mea-
sures μ with

∫
J (f ) log |f ′|1 dμ > −∞. Furthermore,

∫
J (f ) log |f ′|1 dμt > −∞

and μt is the only one among such measures satisfying the equality

P(t) = hμ(f )− t
∫

J (f )

log |f ′|1 dμ.

In the common terminology this means that the f -invariant measure μt is the only
equilibrium state of the potential−t log |f ′|1. ��

In [58] appears also a stronger symmetric growth condition. It is the following
and it was used in order to get more geometric informations out of the thermody-
namical formalism. The principal application of it was to obtain a Bowen’s Formula
expressing the hyperbolic dimension as the zero of the topological pressure function.

Definition 3.31 (Balanced Growth and Dynamical Regularity) A meromorphic
function f : C→ Ĉ is balanced if and only if there are κ > 0, a bounded function
α2 : J (f ) ∩C→ [α2, α2] ⊂ (0,∞) and α1 > −α2 = − infα2 such that

κ−1(1+|z|)α1(1+|f (z)|α2(z)) ≤ |f ′(z)| ≤ κ(1+|z|)α1(1+|f (z)|α2(z)) (3.5.5)

for all finite z ∈ J (f ) \ f−1(∞). A balanced E-hyperbolic and expanding
meromorphic function of finite order ρ is called dynamically regular.

In this stronger symmetric condition it is important that α2 is a function
since (3.5.1) shows that at poles of a meromorphic function this exponent α2
does depend on the multiplicity q . Typical meromorphic functions that satisfy the
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balanced growth condition are all elliptic functions. Again, many other families
appear in Chapter 2 of [58].

3.5.2 Geometry of Tracts

For entire functions the thermodynamical formalism is known to hold in a much
larger setting than the functions that satisfy the growth conditions since we now have
a quite optimal approach of [60]. It shows that the geometry of the tracts determines
the behavior of the transfer operator. Let us briefly recall and explain this now.

As it was explained right after the Definition 3.9, in order to study the dynamics
of a disjoint type entire function f near the Julia set, only its restriction to the tracts
is relevant. Let us here consider the simplest case where f ∈ B has only one tract
�. Remember that f|� = eϕ−1

. A simple calculation gives

|f ′|−1
1 = |ϕ

′|
|ϕ| ◦ ϕ

−1

in �. This gives that

Lt11(w) =
∑

ξ∈exp−1(w)

∣
∣
∣
∣
ϕ′(ξ)
ϕ(ξ)

∣
∣
∣
∣

t

(3.5.1)

entirely does depend on the conformal representation ϕ of the tract and thus entirely
on the tract � itself. In fact, the operator Lt does depend on the geometry of � at
infinity. In order to study the behavior of this operator, one considers the rescaled
maps

ϕT := 1

|ϕ(T )| ϕ ◦ T : Q1 −→ 1

|ϕ(T )|�T

whereQT , especiallyQ1, has been defined in (3.3.4) and where for T ≥ 1,

�T := ϕ(QT ).

These maps behave especially well as soon as the tract has some nice geometric
properties.

3.5.2.1 Hölder Tracts

Loosely speaking, a Hölder domain is the image of the unit disk by a Hölder map.
But such domains are clearly bounded whereas logarithmic tracts are unbounded
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domains. Following [54], we therefore consider natural exhaustions of the tract by
Hölder domains and a scaling invariant notion of Hölder maps. A conformal map
h : Q1 → U is called (H, α)–Hölder if and only if

|h(z1)− h(z2)| ≤ H |h′(1)||z1 − z2|α for all z1, z2 ∈ Q1 . (3.5.2)

Definition 3.32 The tract � is Hölder, if and only if(3.3.5) holds and the maps ϕT
are uniformly Hölder, i.e. there exists (H, α) such that for every T ≥ 1 the map ϕT
satisfies (3.5.2).

Quasidisks and John domains serve as good examples of Hölder tracts.

3.5.2.2 Negative Spectrum

The boundary ∂� of a tract is an analytic curve. However, seen from infinity such a
boundary may appear quite fractal. In order to quantify this property, we associate
to a tract a version of integral means spectrum (see [51] and [72] for the classical
case). In order to do so, let h : Q2 → U be a conformal map onto a bounded domain
U and define

βh(r, t) := log
∫
I
|h′(r + iy)|tdy
log 1/r

, r ∈ (0, 1) and t ∈ R . (3.5.3)

The integral is taken over I = [−2,−1] ∪ [1, 2] since this corresponds to the part
of the boundary of U that is important for our purposes.

Applying this notion to the rescalings ϕT and then letting T → ∞ leads to
desired integral means of the tract �,

β∞(t) := lim sup
T→+∞

βϕT (1/T , t), (3.5.4)

and to the associated function

b∞(t) := β∞(t)− t + 1 , t ∈ R . (3.5.5)

It turns out that the function b∞ is convex, thus continuous, with b∞(0) = 1 and
with b∞(2) ≤ 0. Consequently, the function b∞ has at least one zero in (0, 2] and
we can introduce a number� ∈ (0, 2] by the formula

� := inf{t > 0 : b∞(t) = 0} = inf{t > 0 : b∞(t) ≤ 0} . (3.5.6)

We only considered here the case of a single tract and the adaption for functions in
D having finitely many tracts is straightforward (see [60]).
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Definition 3.33 A function f ∈ D has negative spectrum if and only if, for every
tract,

b∞(t) < 0 for all t > � .

A relation of the Hölder tracts property and the negative spectrum property is
provided by the following.

Proposition 3.34 (Proposition 5.6 in [60]) A function f ∈ B has negative
spectrum if it has only finitely many tracts and all these tracts are Hölder.

3.5.2.3 Back to the Thermodynamic Formalism and Its Applications

From now on we assume that f is a function of the class D and has negative
spectrum. Let� be again the parameter introduced in (3.5.6).

Starting from the formula (3.5.1), one can express the transfer operator in terms
of integral means (see [60, Proposition 4.3]) in the following way:

Lt11(w) - (log |w|)1−t
⎧
⎨

⎩

∫ 1

−1

∣
∣
∣ϕ′log |w|(1+ iy)

∣
∣
∣
t

dy+
∑

n≥1

2
n
(

1−t+βϕ2n log |w| (2
−n, t)

)
⎫
⎬

⎭

(3.5.7)

for every t ≥ 0 and every w ∈ �. The series appearing in this formula may diverge.
Nevertheless, this formula very well describes the behavior of the transfer operator.
It allows us to develop the thermodynamic formalism if the negative spectrum
assumption holds. The first step is to verify again the conclusion of Proposition 3.24
which, we recall, is crucial for establishing the existence of conformal measures.
Then one can adapt the arguments of [58] to get the following version of the Perron-
Frobenius–Ruelle Theorem ([60, Theorem 1.2]).

Theorem 3.35 Let f ∈ D be a function having negative spectrum and let � ∈
(0, 2] be the smallest zero of b∞. Then, the following hold:

– For every t > �, the whole thermodynamic formalism, along with its all usual
consequences holds: the Perron-Frobenius-Ruelle Theorem, the Spectral Gap
property along with its applications: Exponential Mixing, Exponential Decay of
Correlations and Central Limit Theorem.

– For every t < �, the series defining the transfer operator Lt diverges.

��
In many cases, by using a standard bounded distortion argument, this result and

all its consequences can be extended beyond the class of disjoint type to larger
subclasses of hyperbolic functions. For example, it does hold for all hyperbolic
functions in class S having finitely many tracts and no necessarily being of disjoint
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type. This is for example the case for functions of finite order that satisfy (3.3.5).
The later is a very general kind of quasi-symmetry condition.

Question
Is the assumption (3.3.5) necessary?

An important feature of the Hölder tract property is that it is a quasiconformal
invariant notion. This has several important applications. Let us just mention one of
them.

Theorem 3.36 (Theorem 1.3 in [60]) Let M be an analytic family of entire
functions in class S. Assume that there is a function g ∈ M that has finitely many
tracts over infinity and that all these tracts are Hölder. Then every function f ∈M
has negative spectrum and the thermodynamic formalism holds for every hyperbolic
map from M. ��

Theorem 3.35 gives no information at the transition parameter t = �. For all
classical functions the transfer operator is divergent at �, and thus the pressure
P(�) = +∞. This then implies that the pressure function has a zero h > �.
Functions with a completely different behavior have been found recently in [61].

Theorem 3.37 ([61]) For every 1 < � < 2 there exists an entire function f ∈ B
with the following properties:

(a) The entire function f is of finite order and of disjoint type.
(b) The corresponding transfer operator has transition parameter�.
(c) The transfer operator is convergent at� and the property (3.5.4) holds.
(d) Consequently, the Perron–Frobenius–Ruelle Theorem 3.25 and its conse-

quences hold at t = �.
(e) The topological pressure at t = � is strictly negative.
(f) Consequently, the topological pressure of f has no zero.

��
For the special case of � = 2, the reader can find examples in [81].

Here are two more questions related to this section. First of all, we have seen
in Proposition 3.34 that the Hölder tract property implies negative spectrum. For
some special functions, Poincaré linearizer, both properties coincide ([60, Theorem
7.8]).

Question
Are all tracts of any entire function in class B with negative spectrum Hölder?
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For Hölder tracts with corresponding Hölder exponent α ∈ (1/2, 1] it is known
that� < 2.

Question
What abut the general case? More precisely, if � is a Hölder tract with
Hölder exponent α ∈ (0, 1], do we then have that � < 2? If so, this would
be an analogue of the Jones–Makarov Theorem [41] which states that the
Hausdorff dimension of the boundary of an α-Hölder domain is less than two,
furthermore, less than 2− Cα where C > 0 is a universal constant.

3.6 Hyperbolic Dimension and Bowen’s Formula

The Hausdorff dimension, and in fact all other fractal dimensions, of the Julia set
of meromorphic functions have been studied a lot. The interested reader can consult
the survey by Stallard [93]. Here we focus on the hyperbolic dimension.

3.6.1 Estimates for the Hyperbolic Dimension

We recall that the hyperbolic dimension HDhyp(f ) of the function f is the
supremum of the Hausdorff dimensions of all forward invariant compact sets on
which the functions is expanding. Right from the definition,

HDhyp(f ) ≤ HD(J (f )).

It has recently been observed by Avila-Lyubich in [5] that there are polynomials for
which there is strict inequality between these two dimension.

Theorem 3.38 ([5]) There exists a Feigenbaum polynomial p for which

HDhyp(p) < HD(J (p)) = 2.

��
Although this result being rather exceptional for rational functions, it appears quite
often for transcendental, especially entire, functions. Stallard [92] observed this
implicitly and Urbański–Zdunik in [104].

Theorem 3.39 ([92, 104]) There are (even hyperbolic) entire functions f of finite
order and of class S for which

HDhyp(f ) < HD(J (f )) = 2.

��



128 V. Mayer and M. Urbański

The equality HD(J (f )) = 2 goes back to McMullen’s result [64]. In either case, of
rational functions as well as of transcendental functions, we do not know any such
example with the Hausdorff dimension of the Julia set equal to 2. Thus:

Question
Is there an entire or meromorphic function f ∈ B with a logarithmic tract
over infinity and such that

HDhyp(f ) < HD(J (f )) < 2 ?

While the hyperbolic dimension of a meromorphic functions is often strictly
smaller then the dimension of its Julia set. However, it can not be too small as long
as the function has a logarithmic tract over infinity. In fact Barański, Karpińska and
Zdunik [9] obtained the following very general result.

Theorem 3.40 ([9]) The hyperbolic dimension of the Julia set of a meromorphic
function with a logarithmic tract over infinity is greater than 1. ��

For fλ(z) = λez, Karpinska [42] showed that the hyperbolic dimension goes to
one as λ goes to zero. In this sense, the above estimate is sharp. However, if the
logarithmic tracts have some regularity then one gets more information, see [54].

Theorem 3.41 ([54]) If a meromorphic map f has a logarithmic tract over infinity
and if this tract is Hölder, then

HDhyp(f ) ≥ � ≥ 1

where � is the number defined in (3.5.6). ��
In this result, one can not expect strict inequality except if � = 1. Indeed, for

every given � ∈ (1, 2) there is an entire function f with Hölder tract such that
HDhyp(f ) = � (see [61]). On the other hand, the paper [54] provides a sufficient
condition, expressed in terms of the boundary of the tract, which implies strict
inequality.

The hyperbolic dimension can also be maximal. This has been shown by Rempe–
Guillen [81]. He first constructs a local version, called now model, and then
approximates it by entire functions. His approximation result is a very precise
version of Arakelyan’s approximation and is of its own interest.

Theorem 3.42 ([81]) There exists a transcendental entire function f of disjoint type
and finite order such that HDhyp(f ) = 2. ��
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3.6.2 Bowen’s Formula

The pressure function t �→ Pτ (t) is convex, hence continuous and, when the map f
is expanding, it is also strictly decreasing. Consequently, there exists a unique zero
h of Pτ provided

Pτ (t) ≥ 0 for some t .

It goes back to Bowen’s paper [21] that this zero is of crucial importance when
studying fractal dimensions of limit and Julia sets. Bowen showed that this numberh
is the Hausdorff dimension of the limit set for any co-compact quasifuchsian group.
His result extends easily to the case of of Julia sets of hyperbolic rational functions.
Since then his formula has been generalized in many various ways and it became
transparent that for transcendental functions his formula detects the hyperbolic
dimension rather than the Hausdorff dimension of the entire Julia sets.

The first result of this kind for transcendental functions is, up to our knowledge,
was obtained in [104] and [105] while the most general Bowen’s Formula for
transcendental functions is due to Barański et al. [10]. Here again, we only formulate
a version for E-hyperbolic functions while their result holds in much bigger
generality.

Theorem 3.43 ([10]) For every E-hyperbolic meromorphic function f ∈ B we
have Psph(2) ≤ 0 and

HDhyp(f ) = HD(Jr (f )) = inf
{
t > 0 ; Psph(t) ≤ 0

}
.

��
We recall that the authors showed the existence of the spherical pressure

(Theorem 3.12) and that there exists � such that the pressure is finite for all t > �
and infinite for all t < �. If Psph(�) ≥ 0, then the pressure has a smallest zero
h ≥ � and this number h turns out to be the hyperbolic dimension. Otherwise,
so if Psph(�) < 0, then HDhyp(f ) = � and in fact such possibility does happen
(Theorem 3.37).

Other versions of Bowen’s formula, with pressure taken with respect to adapted
Riemannian metrics, still of the form (3.2.1), are contained in [56, 58, 60] and also
a version for random dynamics of transcendental functions in [59] and [107]. All
these papers contain many other results related to Bowen’s formula and formed an
important step between [104, 105] and [9].
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3.7 Real Analyticity of Fractal Dimensions

Bowen’s Formula determines the hyperbolic dimension of a given “sufficiently
hyperbolic” meromorphic function f . But

what happens to this dimension when the map f varies in an analytic family?
For rational functions, this has been explored in detail. In contrast to the case of
entire functions, the radial and Julia sets of a hyperbolic rational function coincide
and consequently also do the corresponding dimensions. Therefore, one is naturally
interested in the behavior of the map

f �−→ HD(J (f )).

In 1982, Ruelle [86] positively confirmed a conjecture of Sullivan and showed that
the Hausdorff dimension of the Julia set of hyperbolic rational functions depends
real–analytically on the map. The hyperbolicity hypothesis is essential here; see
[88, Remark 1.4 ] and also [36].

The first result on analytic variation of the hyperbolic dimension of transcenden-
tal functions is due to Urbański and Zdunik [104] and concerns the exponential
family λez. Since then this property has been obtained for many families of
dynamically regular functions ([56, 91] and [58]; the last of these papers treating
also real analyticity of appropriate multifractal spectra; for entire functions in class
D see [60]). For the same kind of families, such analyticity is also true in the realm
of random dynamics; see [63].

Instead of presenting a complete overview of all relevant, sometimes quite tech-
nical, results we now describe the general framework followed by two representative
methods and results.

Similarly as the hyperbolicity hypothesis for rational functions, there are a
number of conditions, in a sense necessary, needed to expect real analytic variation
of the hyperbolic dimension in the transcendental case. They can be summarized as
follows.

– F is an analytic family of meromorphic functions. The reader simply can assume
that F = {fλ = λf : λ ∈ } where f is a given meromorphic function and
 an open subset of C∗. Clearly there are more general settings. For example, in
the case of entire functions in class S there is a natural notion of analytic family
due to Eremenko–Lyubich [37]; they are in particular always finite dimensional.

– The functions of F are E-hyperbolic and expanding.
– The family F is structurally stable in the sense of holomorphic motions.

In most results the holomorphic motion is also assumed to have some uniform
behavior which is for example implied by a condition called bounded deformation
[58].

The last commonly used hypothesis is that the full thermodynamic formalism
applies. Here appears a crucial fact which is specific to the transcendental case.
The transfer operator of a transcendental function is usually not defined for small
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parameters t > 0. Let us follow the notation used in Theorem 3.35 and call again
� the transition parameter. In fact, one must rather write �f since this number can
depend on a particular function f from a given family F.

– The thermodynamic formalism holds for the functions in F with constant
transition parameter� = �fλ , λ ∈ .
In particular, Bowen’s Formula applies to the functions we consider here and thus

two cases appear: for f ∈ F, either

HDhyp(f ) > � or HDhyp(f ) = �. (3.7.1)

The first analyticity result we present here is due to Skorulski–Urbański obtained
in [91].

Theorem 3.44 ([91]) Suppose that  ⊂ C is an open set, F = {fλ}λ∈ is an
analytic family of meromorphic functions and that, for some λ0 ∈ , fλ0 : C→ Ĉ

is a dynamically regular meromorphic function with HDhyp
(
fλ0

)
> �fλ0

and which
belongs to class S. Then the function

λ �−→ HD(Jr(fλ))

is real–analytic in some open neighborhood of λ0. ��
Notice that here the main hypotheses are only imposed on the function fλ0

and not on all functions in a neighborhood of it. The authors obtained this result
by associating to the globally defined functions locally defined iterated functions
systems (IFS). This is possible by employing so called nice sets whose existence in
the transcendental case is due to Doobs [34] and which have been initially brought
to complex dynamics by Rivera–Letelier in [83] and Przytycki and Rivera–Letelier
in [76]. An open connected set U ⊂ C is called nice if and only if every connected
component of f−n(U) is either contained in U or disjoint from U . If U is disjoint
from the post–singular set, then one can consider all possible holomorphic inverse
branches of iterates of f and the properties of the nice set imply that the inverse
branches that land in U for the first time define a good countable alphabet conformal
IFS in the sense of [52] and[53]. It turns out that the limit set of this IFS has
the same dimension as the hyperbolic dimension of f [91, Theorem 3.4]. Thus it
suffices to consider IFSs. The later have been extensively studied [53] providing
many useful tools, and, especially, developing the full thermodynamic formalism,
and introducing the concepts of regular, strongly regular, co-finitely regular and
irregular conformal IFSs. One of the greatest challenges to apply Theorem 3.44 is
to show that HDhyp

(
fλ0

)
> �fλ0

. In terms of the associated conformal IFSs this
means that the IFS coming from fλ0 is strongly regular.

The common underlying strategy for establishing real analytic variation of
Hausdorff dimension of limit sets of conformal IFSs, see [56, 58, 60, 104] for ex.,
is to complexify the setting and to apply Kato–Rellich Perturbation Theorem. The
later is possible thank’s to the spectral gap property which means that exp(P(t))
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is a leading isolated simple eigenvalue of the transfer operator and the rest of
the spectrum of this operator is contained in a disk centered at 0 whose radius is
strictly smaller than exp(P(t)). An alternative powerful strategy is used in [63]. It
is based on Birkhoff’s approach [18] to the Perron–Frobenius Theorem via positive
cones. This method has been successfully applied in various contexts. The paper
[63] which deals with random dynamics, is based on ideas from Rugh’s paper
[87] who used complexified cones. This powerful method works well as soon as
appropriate invariant cones are found and strict contraction of the transfer operator
in the appropriate Hilbert metric has been shown. The following is a particular result
in [63].

Theorem 3.45 ([63]) Let fη(z) = ηez and let a ∈ ( 1
3e ,

2
3e ) and 0 < r < rmax ,

rmax > 0. Suppose that η1, η2, .. are i.i.d. random variables uniformly distributed
in D(a, r). Let Jη1,η2,... denote the Julia set of the sequence of compositions

fηn ◦ fηn−1 ◦ . . . ◦ fη2 ◦ fη1 : C −→ C, n ≥ 1,

and let

Jr(η1, η2, . . .) =
{
z ∈ Jη1,η2,... : lim inf

n→∞ |fηn ◦ . . . ◦ fη1(z)| < +∞
}

be the radial Julia set of {fηn ◦ . . . ◦ fη1}n≥1. Then, the Hausdorff dimension
of Jr(η1, η2, . . .) is almost surely constant and depends real-analytically on the
parameters (a, r) provided that rmax is sufficiently small. ��

In contrast to the case of hyperbolic rational functions, analytic variation of the
hyperbolic dimension can fail in the class of hyperbolic entire functions of bounded
type. This has been recently proved in [61].

Theorem 3.46 ([61]) There exists a holomorphic family F = {fλ = λ f , λ ∈ C
∗}

of finite order entire functions in class B such that the functions fλ, λ ∈ (0, 1], are
all in the same hyperbolic component of the parameter space but the function

λ �→ HypDim(fλ)

is not analytic in (0, 1]. ��
In order to obtain this result, the authors exploited the dichotomy of (3.7.1). In

fact, all positive analyticity results use, sometimes implicitly like in Theorem 3.45,
the assumption HDhyp(f ) > �. Using the formula (3.5.7) for the transfer operator,
Mayer and Zdunik where able to construct in [61] entire functions for which
HDhyp(f ) = �, so obtaining the very special case of equality in (3.7.1). Moreover,
among these functions there are some that have strictly negative pressure at�which
is the key point not only for Theorem 3.46 but also for the absence of recurrent
conformal measures in Theorem 3.20.
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3.8 Beyond Hyperbolicity

For many kinds of non-hyperbolic holomorphic/conformal dynamical systems
various forms of thermodynamical formalism have been also successfully developed
and usually much earlier than for transcendental dynamics. This is the case for
rational functions and generalized polynomial–like mappings having certain type
of critical points in the Julia set so that the functions are no longer hyperbolic but
sufficient expansion is maintained. Most notably this is so for parabolic rational
functions, subexpanding rational functions, and most generally, for non-recurrent
rational functions and topological Collet–Eckmann rational functions; see ex.
[2, 4, 5, 25–32, 38, 73–77, 94, 95, 102, 103], and the references therein. Note that
some of these papers such as [27, 73] and [75] for ex. deal with all rational functions,
in particular with no restrictions on critical points at all.

But there is a substantial difference with the hyperbolic case. Except perhaps
[27] and [73], the Perron–Frobenius (transfer) operator for the original system is
then virtually of no use—no change of Riemaniann metric seems to work. The
most relevant questions are then about the structure of conformal measures, most
notably, their existence, uniqueness, and atomlessness, and about Borel probability
invariant measures absolutely continuous with respect such conformal measures,
their existence, uniqueness and stochastic properties. Also, application of such
results to study the fractal structure of Julia sets.

Similarly as for non-expanding rational functions, also for non-hyperbolic
non-expanding transcendental, entire and meromorphic, functions some forms of
thermodynamic formalism have been developed. For the papers coping with critical
points in the Julia sets, which is closest to rational functions, see for ex. [44, 46]. One
class of trancendental meromorphic functions deserves here special attention. These
are elliptic (doubly periodic) meromorphic functions. The first fully developed
account of thermodynamic formalism for all elliptic functions and Hölder continu-
ous potentials (satisfying some additional natural hypotheses) was presented in [55].
Up to our best knowledge all other contributions to thermodynamic formalism for
elliptic functions deal with geometric potentials of the form −t log |f ′|. We would
like to mention in this context the paper [47], and, especially, the book [49], which
provides an extensive and fairly complete account of thermodynamic formalism for
many special, but quite large, classes of elliptic functions with some sufficiently
strong expanding features.

The main difficulty and main point of interest in the classes of meromorphic
functions discussed in the last paragraph were caused by critical points lying in the
Julia sets. Going beyond critical points, there are visible two directions of research.
Both of them deal with transcendental entire functions where there are logarithmic
singularities, in the form of asymptotic values, in the Julia sets.

One of them was initiated in [106] dealing with exponential functions λez,
where 0, the asymptotic value, was assumed to escape to infinity sufficiently
fast. The existence and uniqueness of conformal measures and the existence and
uniqueness of Borel probability invariant measures absolutely continuous with
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respect to those conformal measures were proved therein. Its follow up was the
paper [107] dealing with analogous classes of functions but iterated randomly. The
full (random) thermodynamic formalism with respect to random conformal and
invariant measures was laid down and developed therein.

The second direction of research initiated and developed in [57] aimed to analyze
the contribution of non-recurrent logarithmic singularities. Indeed, the paper [57]
by Mayer–Urbański considers the class of meromorphic functions with polynomial
Schwarzian derivatives. For example the tangent family belongs to this class and
in general such functions have no critical points and they have only finitely many
logarithmic singularities. A surprising outcome of this paper was that the behavior
of invariant measures absolutely continuous with respect to conformal measures did
depend on the order of the function.

Theorem 3.47 Let f : Ĉ → Ĉ be a meromorphic function f of polynomial
Schwarzian derivative and assume that it is semi-hyperbolic in the following
sense:

– All the asymptotic values are finite.
– The asymptotic values that belong to the Fatou set belong to attracting compo-

nents.
– The asymptotic values that belong to the Julia set have bounded and non-

recurrent forward orbits.

Let h := HD(J (f )).
Then, a Patterson–Sullivan typ construction provides an atomless h-conformal

measure and this measure is weakly metrically exact, hence ergodic and conser-
vative. Moreover, there exists a σ -finite invariant measure μ absolutely continuous
with respect to m and this measure

μ is finite if and only if h > 3
ρ

ρ + 1

where ρ = ρ(f ) is the order of the function f . If μ is finite, then the dynamical
systems (f,μ) it generates is metrically exact and, in consequence, its Rokhlin’s
natural extension is K-mixing. ��

Notice that 3 ρ
ρ+1 ≥ 2 if and only if the order ρ ≥ 2. Consequently the measure

μ is most often infinite. However, in the case of the tangent family, which is just one
specific example among others, this invariant measure can be finite.

Acknowledgments Research of the second named author supported in part by the Simons Grant:
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52. R.D. Mauldin, M. Urbański, Dimensions and measures in infinite iterated function systems.

Proc. Lond. Math. Soc. 73(3), 105–154 (1996)
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80. L. Rempe, Rigidity of escaping dynamics for transcendental entire functions. Acta Math.
203(2), 235–267 (2009)

81. L. Rempe-Gillen, Hyperbolic entire functions with full hyperbolic dimension and approxima-
tion by eremenko-lyubich functions. Proc. Lond. Math. Soc. 108(5), 1193–1225 (2014)

82. P.J. Rippon, Baker domains, in Transcendental Dynamics and Complex Analysis. London
Mathematical Society Lecture Note Series, vol. 348 (Cambridge University Press, Cambridge,
2008), pp. 371–395

83. J. Rivera–Letelier, A connecting lemma for rational maps satisfying a no-growth condition.
Ergod. Theory Dynam. Syst. 27, 595–636 (2007)

84. G. Rottenfusser, J. Rückert, L. Rempe, D. Schleicher, Dynamic rays of bounded-type entire
functions. Ann. Math. 173(1), 77–125 (2011)

85. D. Ruelle, Thermodynamic Formalism. Encyclopedia of Mathematics and its Applications,
vol. 5 (Addison-Wesley, Reading, 1978). The mathematical structures of classical equilibrium
statistical mechanics, With a foreword by Giovanni Gallavotti and Gian-Carlo Rota

86. D. Ruelle, Repellers for real analytic maps. Ergodic Theory Dynam. Syst. 2(1), 99–107 (1982)
87. H.H. Rugh, On the dimension of conformal repellors. randomness and parameter dependency.

Ann. Math. 168(3), 695–748 (2008)
88. M. Shishikura, The Hausdorff dimension of the boundary of the Mandelbrot set and Julia sets.

Ann. Math. 147, 225–267 (1998)
89. Y.G. Sinai, Gibbs measures in eergodic theory. Russian Math. Surv. 27, 21–70 (1972)
90. D.J. Sixsmith, Julia and escaping set spiders’ webs of positive area. Int. Math. Res. Not.

2015(19), 9751–9774 (2015)
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Chapter 4
Recurrent Sets for Ergodic Sums
of an Integer Valued Function

Jean-Pierre Conze

Abstract For an ergodic measure preserving dynamical system (X,B, μ, T ) and
an integrable function f with values in Z

d , let (Snf (x) := ∑n−1
k=0 f (T

kx), n ≥ 1)
be the process of ergodic sums of f . Given a finite or infinite subset L of Zd , a
question is whether L is recurrent for the process in the sense that Snf (x) ∈ L
infinitely often for a.e. x. We will survey various examples, for non centered or
centered functions f in dimension d = 1 or ≥ 1. For example, for d = 1, one can
estimate the number of visits before time n to the set of squares in Z whenμ(f ) �= 0
(consequence of J. Bourgain’s result (1989)). But if L has unbounded gaps and if
0 �∈ L, over rotations there are simple integrable centered functions f generating
“non regular” cocycles such that (Snf ) does not intersect L. For a transient random
walk in Z

d , d ≥ 3, we give examples of infinite recurrent sets and infinite transient
sets.

4.1 Introduction

In what follows (X,B, μ) is a probability space without atoms and T is an ergodic
measure preserving transformation acting on X. Let f be a measurable function on
X with values in R

d , d ≥ 1. Its ergodic sums under the iteration of T are

S(T , f, n, x) = Snf (x) :=
n−1∑

k=0

f (T kx), n ≥ 1.

The sequence (S(T , f, n, x), n ≥ 1) is a “cocycle” denoted by (T , f ). We denote
by S(T , f, x), or simply S(f, x), the set {S(T , f, n, x), n ≥ 1}. For d = 1, we call
the cocycle (T , f ) positive if f (x) > 0, for a.e. x ∈ X.
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Unless explicitly stated, we assume that f takes its values in Z
d and that, for any

integer a > 1, f does not take its values in a Zd , for μ-a.e. x.
Our aim is to discuss the following question: if L is a subset of Zd , do the ergodic

sums Snf (x) visit L infinitely often for a.e. x and is there a quantitative estimate?
As it is known, for the process (Snf )n≥1 generated by an ergodic transformation,

there is a dichotomy: it is either transient (Snf (x) → ∞, for a.e. x) or recurrent
(the Z

d -valued process satisfies Snf (x) = 0, infinitely often, for a.e. x). In the
previous question, the set L should be an infinite set in the transient case, while in
the recurrent case, the discussion is more about the “recurrence set” of the cocycle.

Definition 4.1 For a cocycle (T , f )with values in R
d , we call r ∈ R

d a recurrent
value, if μ(x : ‖S(T , f, n, x) − r‖ < ε i.o.) = 1, for all ε > 0. The recurrence set
is the set R(T , f ) of recurrent values.

So, for f : X → Z
d , R(T , f ) is the set of values which are visited infinitely

often.

In the recurrent case, we will see that the recurrence set is related to the “regularity”
of the cocycle (Sect. 4.3). A cocycle (T , f ) is transient if and only if R(T , f ) is
empty. The question of recurrence into infinite sets in the sense of the next definition
is adapted to the transient case, even it can be asked for a recurrent process.

Definition 4.2 A subset L of Zd is called recurrent for a cocycle (T , f ) if, for a.e.
x, S(T , f, n, x) ∈ L for infinitely many n.

Sets of Recurrence in Ergodic Theory
The question of recurrence for a subset L of Zd appeared for random walks in the
sixties [30]. Some years later, it became an important topic in ergodic theory.

Definition 4.3 (Furstenberg [16]) A set of positive integers L = {�1 < �2 <

. . . < �k < . . .} is called a “set of recurrence” (or a recurrent sequence, or a Poincaré
set) if, for all dynamical systems (Y,A, ν, S) and all subsets A ∈ A of positive
measure, there are infinitely many � ∈ L such that ν(A ∩ S−�A) > 0.

An equivalent property is that, for every system (Y,A, ν, S) and every subsetA ∈ A
with ν(A) > 0, the intersection L ∩ {� : S�y ∈ A} is infinite for a.e. y ∈ A.

In Definition 4.2, we are interested in the question of recurrence with respect
to a given cocycle (T , f ). The answer for a given set depends on the spectral or
stochastic properties of T . For d =1, Definition 4.3 expresses a “universal” property
of recurrence for a set L ⊂ N, which is equivalent to recurrence in the sense of
Definition 4.2 for all positive integrable cocycles (T , f ) (see below).

Let us mention also another related point of view: ergodic theorems along a
subsequence and “universally representative”sampling schemes, a topic developed
in the 1970s and later. The pointwise ergodic theorem along recurrence times proved
by Bourgain [6] shows that the sequence of recurrence times in a set for a dynamical
system is almost surely a “universally good sequence” of summation and this can
be used as in [25].
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Our aim is merely to survey various examples. We are going to take for L
sequences of positive density or polynomial growth, sequences of ergodic sums for
another dynamical system (Y, ν, S), polynomial sequences, the sequence of prime
numbers and also arbitrary strictly increasing sequences.

The content of the paper is the following. Section 4.2 concerns the case d = 1,∫
f dμ �= 0, in relation with special maps and return times into a set. In Sect. 4.3,

we take d ≥ 1, f integrable and centered. The relation between recurrence set, set
of essential values and “regularity” of the cocycle is discussed. Sets which are not
recurrent for some non regular cocycles, are constructed. In Sect. 4.4, for transient
cocycles defined by random walks in Z

d , d ≥ 3, we give examples of infinite
recurrent sets and infinite transient sets.

Acknowledgments: I would like to thank V. Bergelson, Y. Coudène, Y. Guivarc’h
and E. Lesigne for fruitful discussions, as well as the referee for the very helpful
remarks.

This paper is dedicated to the memory of Michael Boshernitzan, with whom
some of the topics presented here have been discussed some years ago.

4.2 Non Centered Case for d = 1

In this section, L = {�1 < �2 < . . . < �n < . . .} is a strictly increasing sequence of
positive integers. We begin by preliminaries on special maps.

4.2.1 Preliminaries

4.2.1.1 Special Map Tf

With the notation of the introduction, let f : X → Z be integrable and ≥ 1 (the
cocycle is said to be positive). The (discrete time) special map Tf is defined on

X̃ := {(x, k), x ∈ X, k = 0, . . . , f (x)− 1}
by Tf (x, k) := (x, k + 1), if 0 ≤ k < f (x)− 1, := (T x, 0), if k = f (x)− 1.

The probability measure μ̃ is defined on X̃ by μ̃(A × {k}) = μ(f )−1 μ(A), for
k ≥ 0 and A ⊂ {x : k ≤ f (x) − 1}. The space X can be identified with the subset
B0 = {(x, 0), x ∈ X} of X̃ with normalized measure. The set B0 is the basis and
f − 1 the ceiling function of the special map Tf .

For x ∈ B0, f (x) is the first return time of (x, 0) in B0 for Tf . The n-th return
time is S(T , f, n, x). Therefore, it holds:

T nf (x, 0) ∈ B0 ⇐⇒ n ∈ S(T , f, x). (4.2.1)
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This shows that formally, for d = 1, the study of the values of the ergodic sums
for a positive cocycle reduces to that of sets of recurrence for the associated special
map.

Induced Cocycle For a dynamical system (X,B, μ, T ) and a set of positive
measure B ∈ B, let TB be the induced map on B, RB(x) the first return time of
x in B and RBn (x) :=

∑n−1
k=0 R

B(T kBx) the n-th return time of x in B.

We have {RBn (x), n ≥ 1} = S(TB,RB, x) and, since T is assumed to be ergodic,

lim
n

1

n
RBn (x) = μ(B)−1, for a.e. x ∈ B. (4.2.2)

If f is a measurable function on X, the induced cocycle on B is defined on B by

f T,B(x) = f B(x) := f (x)+ f (T x)+ . . .+ f (T RB(x)−1x).

When f is integrable, then f B is integrable. We have the inclusion S(TB, f B, x) ⊂
S(T , f, x) for x ∈ B. The special maps Tf and (TB)fB coincide.

4.2.1.2 Aperiodicity

Definition 4.4 Let (T , f ) be any 1-dimensional cocycle (with f : X → Z). Let
us consider the coboundary multiplicative equation in t ∈ R and h measurable with
modulus 1:

h(T x) = e2πit f (x) h(x), for a.e. x. (4.2.3)

We say that (T , f ) is aperiodic if (4.2.3) has no measurable solution for t ∈ R \Z,
and r-aperiodic if (4.2.3) has no measurable solution for t ∈ Q \ Z.

See also Definition 4.6 for d ≥ 1. Remark that the terminology “aperiodic” is also
associated to the equation (in h measurable and ρ constant) T h = ρ e2πit f h, (see
[22] for non uniformly expanding Markov maps).

Let B be a set of positive measure in X. For any f a cocycle (T , f ) is aperiodic
if and only if (TB, f B) is aperiodic. Given t , there is a solution of (4.2.3) for (T , f ),
if and only if there is a solution of (4.2.3) for (TB, f B).

Eigenvalues of Tf The map Tf is ergodic if and only if T is ergodic. Equa-
tion (4.2.3) has a solution h if and only if e2πit is an eigenvalue of Tf .

It follows that Tf is weakly mixing, if and only if (T , f ) is aperiodic. It is totally
ergodic, i.e., T kf is ergodic for every k ≥ 1, if and only if (T , f ) is r-aperiodic.

Examples Cocycles (T , f ) with T a Bernoulli scheme and f a function of the
first coordinate yield simple examples of aperiodic cocycles. Another examples are
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step functions over a 1-dimensional irrational rotation x → x + α mod 1 with
discontinuities satisfying some Diophantine condition with respect to α (cf. [18]).

Recall that the Kronecker factor of an ergodic dynamical system is its maximal
factor with discrete spectrum. The rational Kronecker factor is generated by the
eigenfunctions with eigenvalues roots of unity.

4.2.1.3 From μ(f ) > 0 to f ≥ 1

For the non centered case μ(f ) > 0, we show how to carry back to the case f ≥ 1.
First let us recall the proof of the known fact that, on a dynamical system, a function
with positive integral is the sum of a non negative function and a coboundary.

Lemma 4.1 If
∫
f dμ > 0, there are h measurable, g integrable non negative with

μ(g ≥ 1) > 0, such that: f = g + T h− h. If f is integer valued, so are g and h.

Proof Let mn(x) := min1≤k≤n Skf (x), n ≥ 1. We have mn+1(x) =
min(f (x), f (x) + mn(T x)) = f (x) − m−n (T x), if mn(T x) ≤ 0,= f (x) =
f (x)−m−n (T x), if mn(T x) > 0, which implies mn+1(x) = f (x)−m−n (T x).

The limit m∞(x) := limn mn(x) is a.e. finite, because Snf (x) → +∞ by the
ergodic theorem. It follows: f (x) = m−∞(T x)−m−∞(x)+m+∞(x), for a.e. x.

Ifm+∞(x) = 0 for a.e. x, then f is a coboundary. By considering the return times
on a set on which m−∞ is bounded, we get a contradiction with Snf (x)→+∞.

By construction, mn(x) ≤ f (x), which implies m∞ ≤ f (x) ≤ |f (x)|, hence
m+∞(x) ≤ |f (x)| andm+∞, as f , is integrable. Moreovermn (and thereforem∞) has
values in Z as f . Putting h := m−∞, g := m+∞, we get the result. ��

We say that a class C of cocycles is closed by induction if, for any (T , f ) in C,
the induced cocycle (TB, f T ,B) is in C for every B of positive measure. Aperiodic
cocycles or r-aperiodic cocycles are examples of such classes.

Proposition 4.1 Let C be a class of cocycles closed by induction. If L is recurrent
for every positive cocycle (T , f ) in C, then L is recurrent for (T , f ) in C such that
μ(f ) > 0.

Proof

(1) First we show that, if μ(f ) > 0, there is a partition of X in measurable sets of
positive measure on which the induced cocycle is ≥ 1.
By the previous lemma, we can write f = g + T h− h, where h, g have values
in Z

+, the measure of the set B := (g ≥ 1) is positive and g is integrable.
LetDj := {h = j } for j ≥ 0. Since Snf = Sng+T nh−h, it holds: Snf (x) =
Sng(x), if x, T nx ∈ Dj . Let Cr,j = T −rB ∩Dj . By ergodicity of T , we have
Dj =⋃

r≥0 Cr,j .
On Cr,j , the ergodic sums generated by f Cr,j (x) and gCr,j (x) under the action
of the induced map TCr,j coincide, since Snf (x) = Sng(x) if x and T nx ∈ Cr,j .
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Now, by Rohlin lemma, up to a set of zero measure, each set Cr,j can be cut in a
countable family of subsets Cr,j,� of positive measure such that RCr,j,� (x) > r .
For x ∈ Cr,j we have: T rx ∈ B = {g ≥ 1} and the induced cocycle on Cr,j,�
satisfies:

gCr,j,� (x) = g(x)+ g(T x)+ . . .+ g(T RCr,j,� (x)−1
x) ≥ g(T rx) ≥ 1, for x ∈ Cr,j,�.

(2) Since X = ∪r,j,�Cr,j,�, it suffices to prove the result for the restriction of f to
the sets Cr,j,� (called simply C). For x ∈ C, the ergodic sums of gC and fC for
the induced map TC coincide and belong to the sets of ergodic sums of g and f
for T .
Let (T , f ) in a class C closed by induction. If L is recurrent for positive cocycles
in C, then L is recurrent for the induced cocycle (TC, f C), hence for (T , f ).

��

4.2.2 Sequence of Positive Density

Let us assume that L = {�1 < �2 < . . . < �n < . . .} has a positive density. Let C
be a finite constant such that �n ≤ Cn,∀n ≥ 1.

Lemma 4.2

(1) If a dynamical system (Y,A, ν, S) is weakly mixing, it holds

1

n

n∑

k=1

S�kϕ
L2(ν)−→
n→∞

∫

ϕ dν,∀ϕ ∈ L2(ν). (4.2.1)

(2) If the dynamical system has the Lebesgue spectrum property, then convergence
a.e. holds in (4.2.1) for any ϕ ∈ L1(ν).

Proof

(1) Let ϕ be in L2(ν). Without loss of generality, we can assume
∫
ϕ dν = 0

and
∫ |ϕ|2 dν = 1. There is a set J in N of zero density such that

limk→∞, k �∈J 〈Skϕ, ϕ〉 = 0. Therefore, for ε > 0, there is Nε,Lε such that,
for N ≥ Nε , |J ∩ [1, N]| ≤ εN and |〈Sjϕ, ϕ〉| ≤ ε, if j �∈ J and j ≥ Lε .
Hence, we have

‖
n∑

k=1

S�kϕ‖2
2 ≤ n+ 2

∑

1≤k′<k≤n
|〈S�k−�k′ϕ, ϕ〉| = n+ (A)+ (B)+ (C) with
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(A) = 2
∑

Lε<�k−�k′ ∈J c
1≤k′<k≤n

|〈S�k−�k′ϕ, ϕ〉| ≤ 2εn2,

(B) = 2
∑

Lε≥�k−�k′ ∈J c
1≤k′<k≤n

|〈S�k−�k′ϕ, ϕ〉| ≤ 2L2
ε,

(C) = 2
∑

�k−�k′ ∈J
1≤k′<k≤n

|〈S�k−�k′ϕ, ϕ〉|

≤ 2
∑

k′≤n
Card{k ≤ n : �k ∈ J + �k′ }

≤ 2
∑

k′≤n
|(J + �k′) ∩ [1, �n]| ≤ 2

∑

k′≤n
|J ∩ [−�k′, �n − �k′ ]|

≤ 2n|J ∩ [1, �n]|
≤ 2Cεn2, for �n ≥ Nε and since �n ≤ Cn.

This implies
1

n2
‖
n∑

k=1

S�kϕ‖2
2 ≤ (n−1 + 2L2

ε n
−2)+ 2 (1+ C) ε, for n ≥ Nε .

(2) Recall that a proof is the following: for the ergodic sums along a sequence
of positive density, a maximal inequality holds; hence the set of ϕ such that
pointwise convergence holds in (4.2.1) is closed in L1(ν). As this set contains
linear combinations of functions in L2(ν) with orthogonal images by Sn, the
result follows.

��
Theorem 4.1 Let L be a sequence of positive density and Ln := L ∩ [1, n].
(1) If (T , f ) is an aperiodic positive cocycle, then

Card(Ln ∩ S(T , f, ·))
Card(Ln)

L2(μ)−→
n→∞ μ(f )

−1. (4.2.2)

(2) L is recurrent for every aperiodic cocycle (T , f ) such that μ(f ) > 0.
(3) If Tf has the Lebesgue spectrum property, then convergence a.e. holds

in (4.2.2).

Proof

(1) With S = Tf , Lemma 4.2 implies, if Tf is weakly mixing:

1

n

n∑

k=1

1B0(T
�k
f (x, 0))

L2−→
n→∞ μ̃(B0) = μ(f )−1.
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As
∑n
k=1 1B(T

�k
f (x, 0)) =

∑n
k=1 1�k∈S(T ,f,x) = Card([1, �n]∩L∩S(T , f, x)),

the convergence (4.2.2) holds if (T , f ) is aperiodic and f ≥ 1. This implies:

lim sup
n

Card(Ln ∩ S(T , f, x))
Card(Ln) > 0, for a.e. x.

(2) By Proposition 4.1, this last property still holds if the cocycle is aperiodic and
μ(f ) > 0.

(3) The last statement follows from 2) in Lemma 4.2.
��

A Counter-Example for (T , f ) Non Aperiodic The following construction gives a
simple example of a sequence with positive density disjoint from the set of values
of a positive non aperiodic cocycle.

Let α ∈]0, 1[ be an irrational number and Tα the irrational rotation x → x +
α mod 1 on [0, 1[. Let a be an integer ≥ 2, and define f by f (x) = a, for x ∈
[0, 1−α[,= a+1, for x ∈]1−α, 1[. The special map over Tα with ceiling function
f is the rotation Tγ : x → x + γ mod 1 on the unit interval, with γ = 1

a+α .
To show it, let us start with the rotation Tγ and consider the induced map on

]1− γ, 1[. Since 1− γ < aγ < 1, the interval ]2− (1+ a)γ, 1[ is mapped mod 1
on ]1 − γ, aγ [ after a iterations, and the interval ]1 − γ, 2 − (1 + a)γ [ is mapped
on ]aγ, 1[ after a + 1 iterations.

Therefore the induced map is the permutation on ]1 − γ, 1[ of the two sub-
intervals ]1 − γ, aγ [ and ]aγ, 1[. After normalisation by γ−1 and translation by
1 − γ−1, we obtain the isometric exchange of the sub-intervals ]0, 1 − α[ and
]1− α, 1[ of ]0, 1[, which is the rotation by α.

Observe that 1 − 2γ > 0. Let J :=]0, 1 − 2γ [ and γ1 := 1 − γ . There is an
integer p ≥ 1 such that J, T −1

γ J, . . . , T
−p+1
γ J covers the unit interval. It follows

that in each interval of integers {kp, . . . , kp + p − 1}, k ≥ 1, there is �k such that
T
�k
γ γ1 ∈ J : the increasing sequence L = {�k ≥ 1 : T �kγ γ1 ∈ J } has positive density.

It holds T �kγ (]γ1, 1[) ⊂ [0, γ1[, which implies L ∩ S(Tα, f, x) = ∅.

Polynomial Growth
The property of recurrence with respect to an aperiodic cocycle is satisfied by classes
of sequences with polynomial growth. For conciseness reason, we will only present
an example.

Let us assume that L = {�1 < �2 < . . . < �n < . . .} is such that the following
property holds:

Property 4.1 For all h ≥ 1, the sequences (�n+h−�n)n≥1 are strictly increasing (for
n large enough) and with positive density, i.e., for a finite constant Ch, �n+h − �n <
Chn,∀n ≥ 1.



4 Recurrent Sets for Ergodic Sums of an Integer Valued Function 151

An example is �n = n2 + pn, with pn = O(n).
Lemma 4.3 Let L = {�1 < �2 < . . . < �n < . . .} be an sequence of integers which
satisfies Property 4.1. If (Y,A, ν, S) is weakly mixing, it holds:

1

n

n∑

k=1

S�kϕ
L2(ν)−→
n→∞

∫

ϕ dν,∀ϕ ∈ L2(ν). (4.2.3)

Proof By Van der Corput inequality, for N ≥ 1, all integers H ∈ [1, N] and all
t ∈ R, it holds:

| 1

N

N∑

k=1

eit�k |2 ≤ 2

H
+ 4

H

H−1∑

h=1

| 1

N

N−h∑

k=1

eit (�k+h−�k)|.

Let ϕ be in L2(ν) with integral 0. Denoting by ηϕ the spectral measure of ϕ, it
follows:

‖ 1

N

N∑

k=1

S�kϕ‖2
2 =

∫ 1

0
| 1

N

N∑

k=1

e2πi�kt |2 dηϕ(t)

≤ 2

H
+ 4

H

H−1∑

h=1

∫ 1

0
| 1

N

N−h∑

k=1

e2πit (�k+h−�k)| dηϕ(t)

≤ 2

H
+ 4

H

H−1∑

h=1

(
∫ 1

0
| 1

N

N−h∑

k=1

e2πit (�k+h−�k)|2 dηϕ(t)
) 1

2

= 2

H
+ 4

H

H−1∑

h=1

‖ 1

N

N∑

k=1

S�k+h−�kϕ‖2.

For ε > 0, let H := 1 + [2ε−1]. If h ≤ H , by Lemma 4.2 there is N(h) such that

‖ 1

N

N−h∑

k=1

S�k+h−�kϕ‖2 ≤ ε, if N ≥ Nh. Therefore ‖ 1

N

N∑

k=1

S�kϕ‖2
2 ≤ ε + 4ε, for

N ≥ maxh≤H Nh. ��
Corollary 4.1 If L satisfies Property 4.1, it is recurrent for every aperiodic cocycle
(T , f ) such that μ(f ) > 0.
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4.2.3 Arithmetic Sequences

Furstenberg proved in [16] that arithmetic polynomial sequences are recurrent
sequences. In 1988, J. Bourgain gave a pointwise result for these sequences, i.e.,
an ergodic theorem along polynomial sequences. Let (Y,A, ν, S) be a dynamical
system.

Theorem 4.2 ([5, 6]) If P is a polynomial with integer coefficients, then, for ϕ ∈
Lr(ν), r > 1,

1

n

n∑

k=1

ϕ(SP(k)y) converges a.e. for n→∞.

For polynomial sequences, as well as in Sect. 4.2.5, in order to apply the theorem
to our problem of values of ergodic sums, we need the positivity of the limit on A,
when ϕ = 1A.

Theorem 4.3 If P is a polynomial without constant term, then, for all A ∈ A,

lim
n

1

n

n∑

k=1

1A(SP(k)y) > 0, for a.e. y ∈ A. (4.2.1)

If S is totally ergodic, in particular weakly mixing, then the limit is ν(A).

Proof In the totally ergodic case, the limit is ν(A) by Weyl’s equirepartition
theorem. If S is not totally ergodic, we take into account the rational spectrum of S
and the proof is as in Theorem 3.5 in [16]. ��
Corollary 4.2 Let P be a polynomial of degree r with integer coefficients and
without constant term. Let �P (f,N, x) be the number of terms less than N in
S(T , f, x) of the form P(k).

(a) If (T , f ) is a positive cocyle, for a.e. x there exists a constant c(x) > 0

(depending on P ) such that �P (N, f, x) ∼ c(x)N 1
r . If (T , f ) is r-aperiodic

(cf. 4.2.1.1), then c(x) = μ(f )− 1
r .

(b) For a cocyle such that μ(f ) > 0, �P (N, f, x) ≥ d(x)N 1
r , with d(x) > 0, for

a.e. x.

Proof For (a), we apply the previous results to S = Tf , the special map, and
to the set A = B0, the basis of the special map. The result follows then from
Theorem 4.2.3.

For (b), as in Proposition 4.1, we decompose X in a countable family of subsets
C such that the induced cocycle f C on C is ≥ 1 and we apply a) to f C and the
induced map TC : there is a constant c(x) > 0 such that, for a.e. x ∈ C, the number

of terms in S(TC, f C, x) of the formP(k) less thanN is∼ c(x)N 1
r whenN →∞.

For N ≥ 1, there is τ (N, x) such that RCτ(N,x)(x) ≤ N < RCτ(N+1,x)(x).
Therefore the number of terms in S(T , f, x) of the form P(k) less than τ (N, x)

is asymptotically ≥ c(x) τ (N, x) 1
r when N →∞.
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By (4.2.2), we have: limN 1
N
τ(N, x) = μ(C). We conclude that the number of

terms in S(T , f, x) of the form P(k) less than N is ≥ d(x)N 1
r , with d(x) > 0. ��

An analogous result holds when L = P, the set of prime numbers. We use the

following result (J. Bourgain [4] for p > 1+√3
2 , M. Wierdl [31] for p > 1): if p > 1

and ϕ ∈ Lp(Y, ν), 1

Card{k ∈ P, k < N}
∑

k∈P, k<N
ϕ(T ky) converges a.e. as N →

∞.
If S is totally ergodic, by Vinogradov’s equirepartition theorem, the limit is ν(ϕ).

It follows that, if (T , f ) is r-aperiodic and μ(f ) > 0, for a.e. x there exists d(x) > 0
such that

Card{k ∈ P
⋂

S(f, T , x), k < N} ≥ d(x) Card{k ∈ P, k < N}, for a.e. x.

4.2.4 Arbitrary Sequences and Mixing Special Flows

Proposition 4.2 Any strictly increasing sequence of integers L = {�1 < �2 <

. . . < �n < . . .} is recurrent for a positive cocycle (T , f ) such that Tf is strongly
mixing.

Proof Let (Y,A, ν, S) be a strongly mixing dynamical system. By a theorem of
Blum-Hanson ([3]), it holds: limN ‖ 1

N

∑N−1
i=0 1A◦T �i −ν(A)‖2 = 0, for allA ∈ A.

If Tf is strongly mixing, this implies that, for the basis B0 of the special map Tf ,
along a strictly increasing subsequence (Nk):

lim
k

1

Nk

Nk−1∑

i=0

1B0(T
�i
f (x, 0)) = μ̃(B) = μ(f )−1, for μ-a.e. x.

As 1B0(T
�i
f (x, 0)) �= 0 ⇐⇒ �i ∈ S(T , f, x), this implies, for a.e. x ∈ X:

Card
({�1, �2, . . . , �Nk }

⋂
S(f, T , x)) ∼ μ(f )−1Nk.

��
Remark The set of differences of the elements of a strictly increasing sequence is
recurrent for any cocycle (T , f ) such that μ(f ) > 0. On the contrary, as shown in
[16], if L is a lacunary increasing sequence of integers (i.e, infk

�k+1
�k
> 1), it is not

a set of recurrence and there is a cocycle (T , f ) for which L is not recurrent.

Examples of Mixing Special Maps
The previous proposition leads to the question of finding families of dynamical
systems (X, T ) and functions f such that Tf is strongly mixing.
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An obvious example is given by (X,A, μ, T ) a strongly mixing dynamical
system: for any set B ∈ A with μ(B) > 0, for all infinite sequences of positive
integers L, for a.e. x ∈ B, the sequence RBn (x) of return times in B visits infinitely
often L. More interesting, we would like to find classes of cocycles (T , f ) such that
the associated special map Tf is strongly mixing or (stronger property) aK-system.

Guivarc’h and Hardy [21] gave examples of special flows which are mixing. Let
us take a subshift of finite type with a Gibbs measure (�, T ,μ). By the corollary in
[21, page 96], if f is Hölderian positive on � and under a condition of aperiodicity,
then the special map Tf is mixing. The proof is related to a renewal theorem for a
stationary process satisfying a spectral gap property. Since we are considering here
functions with values in Z, we restrict to “locally constant functions” over a subshift,
i.e., functions depending on a finite number of coordinates. It follows from [21] that
any infinite subset of N is a recurrence set for the cocycle (T , f ) if T is a subshift
of finite type with a Gibbs measure and f > 0 a locally constant function, under an
aperiodicity condition on (T , f ).

In this direction, the question of the K-property for a special flow has been
studied by B. M. Gurevich [19, 20] and by Blanchard [2]. The following result gives
a sufficient condition for special flows Tf to be K and so strongly mixing.

Theorem 4.4 ([2]) Let Tf be a special flow (with discrete time) over a dynamical
system (X,B, μ, T ), with an integer valued ceiling function f ≥ 1.

Suppose that f is B− ∩ B+ measurable, where B− and B+ are two σ -algebras,
respectively T -increasing and T -decreasing and such that B− ∩ TB+ is trivial.

Then, if the values of f are not contained in aZ for any a > 1, the dynamical
system (X̃, μ̃, Tf ) is a K-system.

4.2.5 Intersection of Cocycles

We consider now the question of the intersection of the sets of values of two
cocycles. This is based on J. Bourgain’s results on return times.

4.2.5.1 Return Times Theorem

Theorem 4.5 (Bourgain [8]) Let (X,B, μ, T ) be a dynamical system and let g be
in L∞(X,μ) orthogonal to the eigenfunctions of T . There exists a set X0 of full
μ-measure in X such that, for x ∈ X0, for every dynamical system (Y,A, ν, S), for
all h ∈ L∞(ν), limN 1

N

∑N
n=1 g(T

nx) h(Sny) = 0, for ν-almost every y.

We need a slight extension of this result to any g in L∞(X,μ) and an information
on the positivity of the limit. According to Theorem 4.5, it suffices to consider the
Kronecker factor KT of T and to show the positivity of the limit when g ≥ 0 is
replaced by its projection on KT (which is > 0 a.e. on (g > 0)).



4 Recurrent Sets for Ergodic Sums of an Integer Valued Function 155

Hence, we suppose in the following lemma that (X,B, μ, T ) is a rotation on a
compact abelian group, with μ its Haar measure. We denote by X̂ the dual group of
characters {χj , j ∈ J } and by λj : T χj = λjχj , the corresponding eigenvalue. By
using the ergodic decomposition of ν, we can assume (Y,A, ν, S) to be ergodic. We
show the positivity of the limit for x in a set of full measure in (g > 0) (independent
from the choice of the system S) and for almost all y in (h > 0).

Lemma 4.4 Let g be a function in L2(X,μ) of the form g =∑
j∈J cjχj .

(1) There is a set X1 of full measure in X such that, for every x ∈ X1, for any
dynamical system (Y, ν, S) and any h in L2(Y, ν),

lim
N

1

N

N−1∑

k=0

g(T kx) h(Sky) =
∑

j∈J
cjχj (x) (�jh)(y), for a.e. y ∈ Y,

(4.2.1)

where (�jh)(y) is the projection of h on the eigenspace of eigenvalue λj in
L2(ν).

(2) If g, h are non negative, there is a set X0 of full measure in (g > 0) such that
the limit in (4.2.1) is > 0 for all x ∈ X0 and a.e. y ∈ (h > 0).

Proof

(1) Let (Jp)p≥1 be an increasing family of finite sets of characters whose union is
the set of all characters on X. Let gp =∑

j∈Jp cjχj . We have:

1

N

N−1∑

k=0

gp(T
kx) h(Sky) =

∑

j∈Jp
cjχj (x) [ 1

N

N−1∑

k=0

λkj h(S
ky)].

By the ergodic theorem, there is a set Dj of measure 1 of points y ∈ Y for
which the mean between brackets converges to the projection (�jh)(y) of h on
the eigenspace of eigenvalue λj in L2(ν). The limit is 0 when h is orthogonal to
the subspace generated in L2(ν) by the eigenfunctions of eigenvalues λj . The
set D = ∩jDj has also full measure in Y .

Let (g− gp)∗ be the maximal function supN
1
N

∑N−1
k=0 |g(T kx)− gp(T kx)|.

Suppose first h bounded. The ergodic maximal lemma implies

| 1

N

N−1∑

k=0

g(T kx) h(Sky)− 1

N

N−1∑

k=0

gp(T
kx) h(Sky)|

≤ ‖h‖∞ 1

N

N−1∑

k=0

|g(T kx)− gp(T kx)|

≤ ‖h‖∞ (g − gp)∗(x),with ‖(g − gp)∗‖2 ≤ 2‖g − gp‖2.
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Let (pr) be a sequence such that
∑
r ‖g−gpr ‖2 < +∞. Then (g−gpr )∗(x)→

0 for x in a set E of full μ-measure.
Moreover we have (�jh)(y) = diζj (y), where dj is a constant and ζj is an

eigenfunction for S of modulus 1 with eigenvalue λj , and the series
∑
j |dj |2

converges. Therefore
∑
j |cj ||dj | < +∞ and

∑
j∈Jp cjχj (x) (�jh)(y) →∑

j∈J cjdjχj (x) ζj (y). Putting

 N(x, y) := | 1

N

N−1∑

k=0

g(T kx) h(Sky)−
∑

j∈J
cjdjχj (x) ζj (y)|,

we have for r ≥ 1: lim supN  N(x, y) ≤ (Ar)+ (Br)+ (Cr), where

(Ar) := lim sup
N

| 1

N

N−1∑

k=0

g(T kx) h(Sky)

− 1

N

N−1∑

k=0

gpr (T
kx) h(Sky)| ≤ ‖h‖∞ (g − gpr )∗(x),

(Br) := lim sup
N

| 1

N

N−1∑

k=0

gpr (T
kx) h(Sky)

−
∑

j∈Jpr
cjχj (x) (�jh)(y)| = 0, for y ∈ D,

and (Cr) :=∑
j∈J \Jpr |cj ||dj |. It follows

lim sup
N

 N(x, y) ≤ (Ar)+ 0+ (Cr)→ 0,

when r →+∞, if x is in the set of full μ-measure E and y in D.
If h is not bounded, but in L2(ν), we use again a maximal inequality:

sup
N

1

N

N−1∑

k=0

|g(T kx)| |h(Sky)|

≤ (sup
N

1

N

N−1∑

k=0

|g(T kx)|2) 1
2 (sup

N

1

N

N−1∑

k=0

|h(Sky)2) 1
2

≤ [(g2)∗(x)] 1
2 [(h2)∗(y)] 1

2 ,
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where (g2)∗, (h2)∗ are the maximal functions of g2 for T and h2 for S, which
satisfy the (weak) ergodic maximal inequality valid for L1 functions. Then we
observe that, for x ∈ E ∩ ((g2)∗ < +∞), the set of h such that N(x, y)→ 0
for a.e y contains L∞ and is closed in L2(ν) by the maximal inequality.

(2) By what precedes, the limit is unchanged if h is replaced by its projection
on the Kronecker factor of (Y,A, ν, S) and even by its projection h̃ on the
factor generated by the eigenfunctions with eigenvalues which appear in the
representation of g. Up to an isomorphism this factor can be viewed as a factor
of (X,B, μ, T ) and h̃ as a function on X. Now we have the Fourier series
representations on X: g(x) =∑

j∈J cjχj (x) and h̃(y) =∑
j∈J djχj (y) and

lim
1

N

N−1∑

k=0

g(T kx) h̃(Sky) =
∑

j

cj djχj (x − y) =
∫

X

g(t + x) h̃(t + y) dt.

On the compact abelian group X, there is a distance invariant by translation.
Denote by β(x, δ) the ball centered at x with radius δ > 0. Almost every point x
in (g > 0), resp. y in (h̃ > 0), is a Lebesgue density point in the respective sets.
It means that, for such x (resp. y), for every ε > 0 there is δ(ε) > 0 such that
the intersection (g > 0) ∩ β(x, δ(ε)) (resp. (h̃ > 0) ∩ β(y, δ(ε))) has a measure
which is a 1 − ε proportion of the measure of the corresponding ball. Therefore
μ(β(0, δ(ε)) ∩ [(g > 0)− x] ∩ [(h̃ > 0)− y]) ≥ (1− 2ε) μ(β(0, δ(ε))).

For δ1 = δ( 1
4 ), the measure of β(0, δ1)∩[(g > 0)−x]∩[(h̃ > 0)−y] is positive.

If t belongs to the previous set of positive measure, then g(t + x) h̃(t + y) > 0. It
follows:

∫

g(t + x) h̃(t + y) dt ≥
∫

β(0,δ1)
g(t + x) h̃(t + y) dt > 0.

IfX0 is the set of Lebesgue density points ofX1∩ (g > 0), this shows the positivity
of the limit for x ∈ X0 and for a.e. y in (h̃ > 0), hence in (h > 0). ��
Corollary 4.3 Let (X,B, μ, T ) be an ergodic dynamical system and let B ∈ B.
Then there is a set of full measure in X for which for every ergodic dynamical
system (Y,A, ν, S) and all A ∈ A, the following limit exists for ν-a.e. y ∈ A:

c(x, y) = lim
N

1

N

N∑

n=1

1B(T nx) 1A(Sny).

There is B0 with full measure in B (not depending on (Y,A, ν, S)) such that
c(x, y) > 0,∀x ∈ B0 and for ν-a.e. y ∈ A. If (X,B, μ, T ) is weakly mixing,
then c(x, y) = μ(B)E(1A|JS(y)).
Corollary 4.4 Let f : X→ N be an integrable function such that f ≥ 1. There is
a set of full measureX0 in X such that, for every dynamical system (Y,A, ν, S), for
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x ∈ X0 and h ≥ 1, h : Y → N integrable, the following limit exists:

ch(x, y) := lim
N

1

N
Card{k ≤ N : Skf (x) ∈ S(S, h, y)}

and is > 0 for a.e. y ∈ (h > 0). If (T , f ) is aperiodic and (Y, ν, S) ergodic, then
ch(x, y) = μ(f )−1 ν(h)−1.

If we assume only μ(f ) > 0 and ν(g) > 0, then Card(S(T , f, x)⋂S
(S, h, y)) =∞, for μ-a.e x and ν-a.e. y.

4.2.6 Cocycles for T and T −1

If T and S are commuting measure preserving maps on the same space,
a question is to compare S(T , f, x) and S(S, f, x) for the same x. In this
direction, we take S = T −1 and use a pointwise result of Bourgain [7] for
the means 1

n

∑n−1
k=0 f (T

kx) g(T mkx), m �= 0, 1 (a special case of the means
1
n

∑n−1
k=0 f1(T

kx) f2(T
2kx) . . . fm(T

mkx) considered by H. Furstenberg in the study
of “multiple recurrence”).

By Bourgain [7], for a dynamical system (X,μ, T ) and for f, g ∈ L∞,
the means 1

n

∑n−1
k=0 f (T

kx) g(T −kx) converge to 0, for a.e. x, when g is
orthogonal to the eigenfunctions. Therefore, denoting by f̃ and g̃ the projections
of f and g on the Kronecker factor, it holds: 1

n

∑n−1
k=0 f (T

kx) g(T −kx) −
1
n

∑n−1
k=0 f̃ (T

kx) g̃(T −kx)→ 0.
If g is an eigenfunction, the means converge by Birkhoff’s theorem and this can

be extended to the closed linear span of the eigenfunctions by using: for f, g in L2,
1
n

∑n−1
k=0 |f (T kx)| |g(T −kx)| ≤ [(f 2)∗(x)] 1

2 [(g2)∗(x)] 1
2 , where (f 2)∗, (g2)∗ are

the maximal functions of f 2, g2 for T and T −1. If (ej ) is an orthonormal system of

eigenfunctions for T , it follows:
1

n

n−1∑

k=0

f̃ (T kx) g̃(T −kx)→
∑

j

〈f, ej 〉 〈g, ej 〉.

This shows that, for a.e. x, 1
n

∑n−1
k=0 f (T

kx) g(T −kx) has a limit γ (f, g, x)which
does not change if f, g are replaced by their projection on the Kronecker factor of
T . When T is weakly mixing, then γ (f, g, x) = μ(f )μ(g). It remains to show the
positivity of the limit.

Theorem 4.6

(1) For a.e. x ∈ A, limN 1
N

∑N−1
n=0 1A(T nx)1A(T −nx) > 0.

(2) If T is totally ergodic, for a.e. x ∈ A, limN 1
N

∑N−1
n=0 1A(T nx)1Ac(T −nx) > 0.
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Proof With the previous notation, let BD := {x : γ (1A, 1D, x) = 0}, for D ⊂ X.
By invariance of μ, we get:

0 = lim
N

∫

1BD(x)
1

N

N−1∑

n=0

1A(T nx) 1D(T −nx) dμ(x)

= lim
N

1

N

∫ N−1∑

n=0

1BD(T
nx) 1A(T 2nx) 1D(x) dμ(x). (4.2.1)

(1) For D = A, to show the positivity, for a.e. x ∈ A, it suffices to show that
μ(BA ∩ A) = 0. By (4.2.1), this follows from Theorem 3.5 in [15].

(2) Let us consider the Kronecker factor of the dynamical system (X,μ, T ). With
additive notation, it can be represented as a translation t → t+ θ by an element
θ on a compact abelian groupG endowed with its Haar measure λ.

The map x → 2x = x + x = R(x) is a continuous endomorphisms of G, since
d(R(x), R(y)) ≤ 2d(x, y), if d is a G-invariant distance. By totally ergodicity, the
trivial character is the only character χ which equals 1 on 2G (i.e.,χ(g) = ±1, ∀g).
By duality, this implies that R is surjective. Hence it leaves the Haar measure λ on
G invariant: indeed, the measure f → λ2(f ) :=

∫
G f (Rx) dλ(x) is invariant by

translation by 2y, ∀y ∈ G, hence by any translation because R is surjective, which
implies that λ2 is the Haar measure λ.

Now, taking D = Ac in (4.2.1), let B := BAc = {x : limn 1
n

∑n−1
k=0 1A(T kx)

1Ac(T −kx) = 0}. We want to show that B∩A is negligible. Suppose that μ(B) > 0.
Putting B̃ := {(P1B)(t) > 0}, we have λ(B̃) > 0 (where P is the conditional
expectation on the Kronecker factor) and the limit (namely 0) is the same as for the
projection by P (cf. Furstenberg [15, Lemma 3.4]). This implies

0 = lim
N

1

N

∫ N−1∑

n=0

(P1B)(t + kθ) (P1A)(t + 2kθ) (P1Ac)(t) dλ(t)

=
∫

(P1B)(t + u) (P1A)(t + 2u) (P1Ac)(t) du dλ(t)

=
∫

(P1B)(t) (P1A)(t + u) (P1Ac)(t − u) du dλ(t).

Let us show that 2B̃ generates an open subgroup of G. We use the invariance of λ
by R. The set 2B̃ is measurable. Since B̃ ⊂ R−1(2B̃) and λ(R−1(2B̃)) = λ(2B̃)),
it follows λ(2B̃) ≥ λ(B̃) > 0. Now 1

(2B̃) ∗ 1
(−2B̃) is a continuous function not

identically 0, hence > 0 on a non empty open set contained in (2B̃) + (−2B̃) =
(2B̃)− (2B̃). This shows the claim.
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Let t be in B̃. We have:
∫
(P1A)(t + u) (P1Ac )(t − u) du = 0, hence:

∫

(P1A)(u) (P1A)(2t − u) du =
∫

(P1A)(u) du = μ(A).

Since
∫
(P1A)2(u) du ≤

∫
(P1A)(u) du = μ(A) and

∫
(P1A)2(2t − u) du ≤∫

(P1A)(2t − u) du = μ(A), we have equality in the Cauchy-Schwarz Inequality,
which implies: P1A(u) = P1A(2t − u), λ-a.e. Therefore,

(P1A)(u) =
∑

χ∈Ĝ
cχχ(−u) =

∑

χ∈Ĝ
cχχ(u)

=
∑

χ∈Ĝ
cχχ(2t − u) =

∑

χ∈Ĝ
cχχ(2t)χ(−u).

Let χ be such that cχ �= 0. It holds χ(2t) = cχ/cχ ; hence χ ≡ 1 on the open set
(2B̃)− (2B̃). So the character χ is equal to 1 on the open subgroup of G generated
by (2B̃) − (2B̃). But the quotient is finite and this implies that χ is a root of unity.
By the assumption that T is totally ergodic, it follows that χ ≡ 1 onG. This implies
P1A = μ(A), hence 0 = ∫

(P1B)(u) du = μ(B). ��
Remark Theorem 4.6 is related to the following result of Cuny and Derriennic
([12]): Let f be a measurable function on an ergodic invertible dynamical system
(X,μ, T ). The set of points x for which the strict inequality f (T −nx) < f (T nx)
holds for all n large enough is negligible.

Theorem 4.6 applied to the special map Tf implies:

Corollary 4.5 If (T , f ) is positive r-aperiodic, it holds for a.e. x:

lim
N

1

N
Card([1, N]

⋂
S(T , f, x)

⋂
S(T −1, f, x)) > 0, (4.2.2)

lim
N

1

N
Card([1, N]

⋂
S(T , f, x)

⋂
S(T −1, f, x)c) > 0. (4.2.3)

Proof The set of ergodic sums (S(T −1, f, n)(x), n ≥ 1) coincides with the set of
return times of (x, 0) in the basis B0 for the inverse T −1

f of the special map Tf .
Therefore the result follows from Theorem 4.6 above by the equivalences

(T nf (x, 0) ∈ B0 and T −nf (x, 0) ∈ B0)⇔ n ∈ S(T , f, x)
⋂

S(T −1, f, x),

(T nf (x, 0) ∈ B0 and T −nf (x, 0) ∈ Bc0)⇔ n ∈ S(T , f, x)
⋂

S(T −1, f, x)c.

If Tf is weakly mixing ((T , f ) aperiodic), the limit is the constant μ(B0)
2 =

μ(f )−2 in (4.2.2) and μ(f ) (1− μ(f )−1) > 0 in (4.2.3). ��
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4.3 Centered Case, d ≥ 1

We consider now the case d ≥ 1, f integrable and centered (centering is obviously
a necessary condition for recurrence). We start by recalling briefly some definitions
and facts about essential values and regularity of a cocycle (cf. [29]).

4.3.1 Values of a Regular Cocycle

Recurrent and Essential Values
Let (X,B, μ, T ) be a dynamical system and (T , f ) a cocycle, where f has values

in G = Z
d or Rd .

Essential Value An element v ∈ G = G∪∞ is called an essential value for (T , f ),
if for each open neighborhood U � v in G, for each B ∈ B of positive measure,
there exists n ≥ 1 such that μ(B ∩ T −nB ∩ [fn ∈ U ]) > 0. We denote the set of
essential values by E(T , f ) and by E(T , f ) := E(T , f )∩G the set of finite essential
values.

For a recurrent cocycle (T , f ) (i.e. such that the origin belongs to R(T , f )), the
set E(T , f ) is a subgroup of Zd . If f and g differs by a coboundary (f = g+T h−h,
for h measurable), then E(T , f ) = E(T , g).

The recurrence set R(T , f ) contains the set of finite essential values. The
converse is false as shown by the example 1 below.

In the discrete case, the set E(T , f ) can be defined equivalently as E(T , f ) =⋂
B R(TB, f T ,B), where the intersection is taken over the family of measurable sets

of positive measure. In other words, k ∈ Z
d is a finite essential value of the cocycle

(T , f ) if the ergodic sums for all induced cocycles (cf. 4.2.1.1) visit k infinitely
often.

A cocycle (T , f ) is ergodic if the skew product from X ×G to itself defined by
Tf : (x, z)→ (T x, z+f (x)) is ergodic. Recall also the notion of “regular cocycle”.
One of the equivalent definitions is:

Definition 4.5 A cocycle (T , f ) is regular if there is a closed subgroupH ofG and
a measurable function u : X → G such that ψ := f − u ◦ T + u takes μ-a.e. its
values in H and Tψ : (x, h)→ (T x, h + ψ(x)) is ergodic for the product measure
μ⊗ λH on X ×H .

Observe that for a regular cocycle the groupH above is E(T , f ). Clearly an ergodic
cocycle (T , f ) is regular.

In general, a question is to find whether a given cocycle is regular (and not a
coboundary) or not. This depends both on T and f . In the hyperbolic case, one
can expect that (T , f ) is regular for a “smooth” f , whereas, for T a rotation,
construction of simple functions generating non regular cocyles can be done. We
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will illustrate this point below and in the two following subsections. Right now, let
us mention two examples:

Example 4.1 A simple example of ergodic cocycle (T , f ) is given by T an
irrational rotation and f = 1[0, 1

2 [ − 1[ 1
2 ,1[.

Example 4.2 Let us recall the construction of a cocycle with increment ±1,
oscillating between ±∞, hence with set of recurrence Z, but such that E(T , f ) =
{0} (cf. [10]).

For β, r ∈ R, let Tr be the rotation x → x + r mod 1 and ϕβ,r := 1[0,β] −
1[0,β] ◦ Tr . Let α ∈]0, 1[ with unbounded partial quotients. Using results in [18],
one can show that there are β �∈ αZ + Z, s �∈ Q, γ of modulus 1 and ψ measurable
of modulus 1 such that e2πis1[0,β] = γ T ψ/ψ .

Hence e2πis ϕβ,r is a multiplicative coboundary for every r . Equivalently, ϕβ,r
has values in s−1

Z, up to an additive coboundary, which implies that E(Tα, ϕβ,r) ⊂
Z ∩ s−1

Z = {0}. Moreover, one easily shows that there are values of r such that
ϕβ,r is not an additive coboundary.

For such a value of r , the function ϕβ,r satisfies: E(Tα, ϕβ,r) = {0,∞}, hence is
non regular.

Let us make some remarks about the question of recurrence for a given set L
in Z

d . If f is a coboundary, i.e., f = T u − u, for a measurable u, S(T , f, x)
coincides with R(u)− u(x), where R(u) is the “range” of u. Nothing can be said a
priory for this range. For a regular cocycle (T , f ) which is not a coboundary, if L
contains a non zero element in each non trivial subgroup of Zd (a non zero multiple
of every integer if d = 1), then it follows from Definition 4.5 that L intersects the
set S(T , f, x).

Examples of non regular 1-dimensional cocycles with unbounded gaps were con-
structed by Lemańczyk [26]. (A real 1-dimensional cocycle (T , f ) has unbounded
gaps, if there exists a sequence of open intervals In such that |In| → ∞ and
Skf (x) �∈ In for all x ∈ X, k ∈ Z, n ≥ 1.) We are going to construct in Sect. 4.3.3
examples in dimension d ≥ 1 over rotations on T

r .

4.3.2 Hyperbolic Models

2-d Random Walks and 2-d Hyperbolic Cocycles
A random walk on Z

2, reduced, centered and with a second order moment, yields
an example of recurrent regular cocycle. The same type of result should hold in
models like the planar Markov random walks studied in [23].

Analogously, regularity in the sense of Definition 4.5 for a 2-dimensional
centered cocycle over a dynamical system of hyperbolic type (like an Anosov map)
seems to hold. It would be interesting to have a proof in some generality.
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Below, using a CLT (which implies recurrence) and a Hopf argument we give
a sketch of proof for a simple model of cocycle (T , f ) where T is a hyperbolic
automorphism of a 2-dimensional torus X, μ is the Lebesgue measure on X and f
belongs to a space F of functions from X to G = Z

2 defined as follows.
For f with range of values R(f ) ⊂ G and for a ∈ R(f ), let ∂Bf (a) be the

boundaries of the sets Bf (a) := {x : f (x) = a}. The space F consists of the
G-valued centered functions f which satisfy (for a constant C):

∑
a∈R(f ) μ({x :

d(x, ∂Bf (a)} < δ) ≤ Cδ, for all δ > 0.
We will need a notion of aperiodicity extending in dimension d ≥ 1 the property

given in Definition 4.4 for d = 1:

Definition 4.6

(a) Let (T , f ) be a cocycle, where f has values in Z
d or R

d . It is aperiodic if,
whenever f − T h + h ∈ H , with H is a closed subgroup of R

d and h a
measurable function, then H = R

d .
(b) When f has values in Z

d , the cocycle (T , f ) is r-aperiodic if, whenever f −
T h+ h ∈ H , with H a subgroup of Zd , then H = Z

d .

Let fn(x) = ∑n−1
j=0 f (T

jx) denote simply the ergodic sum of f . For a function
ϕ on X×G, we denote the ergodic sums of ϕ for the action of the skew-product Tf
by Snϕ(x, u) :=∑n−1

j=0 ϕ(T
jx, u+ fj (x)).

Lemma 4.5 Suppose that there is a rate of contraction λ < 1 along stable leaves
for the action of T . If f is in F, for all x in a set X0 of full measure in X, for y in
the stable leaf of x, there is N(x, y) such that f (T nx) = f (T ny), for n ≥ N(x, y),
Proof Take δ ∈]λ, 1[. Since

∑
a∈R(f) μ({x : d(x, ∂Bf (a)} < δ) ≤ Cδ (here X is

the 2-dimensional torus), it holds by invariance of the measure:

μ(
⋂

N

⋃

n≥N

⋃

a∈R(ϕ)
{x : d(T nx, ∂Bf (a)) < δn} ≤ lim

N

CδN

1− δ = 0.

Therefore, for a set X0 of full measure in X, for all x ∈ X0 there is N(x) such that
for n ≥ N(x) d(T nx, ∂Bf (a)) ≥ δn, for all a ∈ R(f ). Let x be in X0 and y in the
stable leaf of x. If n is large enough, d(T nx, T ny) < λn, so that, if T nx belongs to
Bf (a) and T ny �∈ Bf (a), then T nx must be at a distance < λn < δn to ∂Bf (a),
contrary to what precedes. This implies the result. ��
Theorem 4.7 Under the aperiodicity condition 4.6 (b), the cocycle (T , f ), where T
is a hyperbolic automorphism of a 2-dimensional torusX and f : X→ Z

2 belongs
to F, is ergodic.

Proof

(1) For the functional space F the Local Limit Theorem is a question, but the
simpler question of the Central Limit Theorem can be solved for instance by
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using the method of foliation and martingale as in [11]. The CLT insures the
recurrence of the process (Snf ) for f with values in Z

2.
Now we will use a method like Hopf’s argument for the proof of ergodicity

of the geodesic flow. Let y be in the stable leaf of x. By Lemma 4.5, we can
write fj (y)− fj (x) = F+(x, y)+ ε+j (x, y), with F+ not depending on j and

ε+j such that there isN(x, y) a.e. finite for which ε+j (x, y) = 0, if j ≥ N(x, y).
It follows:

T
j
f (y, v) = (T jy, v + fj (y)) = (T jy, v + fj (x)+ F+(x, y)+ ε+j (x, y))

= (T jy, v + fj (x)+ F+(x, y)), for j ≥ N(x, y).

Taking v = u− F+(x, y), we get for j ≥ N(x, y):

d(T
j

f (y, u− F+(x, y)), T jf (x, u))
= d((T j y, u+ fj (x)), (T jx, u+ fj (x))→ 0.

Therefore (y, u− F+(x, y) belongs to the stable leaf of (x, u) for the action of
Tf on X ×G and if ϕ is Lipschitzian with respect to the first coordinate, then∑
n |ϕ(T nf (y, u− F+(x, y)))− ϕ(T nf (x, u))| < +∞.

The same observation holds for the unstable leaf with T −1
f and a function

F−(x, y).
(2) Let h on G such that h(g) > 0 everywhere on G and

∑
g∈G h(g) = 1. If ϕ

has compact support on X × G, there is c > 0 such that |ϕ(x, g)| ≤ ch(g),
∀(x, g) ∈ X×G. The recurrence of the skew product implies: lim Snh(x, u) =
+∞.

Denote by J the σ -algebra of Tf -invariant sets and μ̃ the probability hμ×dz
on X ×G, where dz is the counting measure on G.

We consider an integrable function ϕ(x, u) on X × Z
2 and denote by

Lϕ the limit in the ergodic theorem (with Snh as denominator), Lϕ(x, u) =
lim
n

Snϕ(x, u)

Snh(x, u)
= Eμ̃(

ϕ

h
|J).

The formula shows that the limit is the same for the action by T −1
f onX×G.

To prove ergodicity, it suffices to check that Lϕ(x, u) is a.e. constant, for every
ϕ with compact support on X ×G. We can assume that ϕ is Lipschitzian with
respect to x.

Let x, y be on the same stable leaf. We have, with An = Snϕ(x, u), Bn =
Snh(x, u), Cn = Snϕ(y, u+ F+(x, y)), Dn = Snh(y, u+ F+(x, y)),

|Snϕ(x, u)
Snh(x, u)

− Snϕ(y, u+ F
+(x, y))

Snh(y, u+ F+(x, y)) |

= |An
Bn
− Cn
Dn
| ≤ |Cn

Dn
| |Dn − Bn

Bn
| + |An − Cn

Bn
|.
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As |Dn − Bn
Bn

|, |An − Cn
Bn

| tend to 0 and |Cn
Dn
| is bounded, it followsLϕ(x, u) =

Lϕ(y, u + F+(x, y)) and similarly Lϕ(y, u) = Lϕ(z, u + F−(y, z)), for x, y
(resp. y, z) on the same stable (resp. unstable) leaf.

Starting from a point x0, one can reach any point z by traveling along stable
and unstable leaves (from x0 to y, then from y to z). Thus we have:Lϕ(x0, u) =
Lϕ(z, u + F+(x0, y) + F−(y, z)). We fix x0 and get Lϕ(x0, u + M(z)) =
Lϕ(z, u), withM(z) := −[F+(x0, y)+ F−(y, z)].

We have shown that the Tϕ-invariant function Lϕ has the form: Lϕ(z, u) =
r(u + M(z)), for some function r . Let Hϕ be the subgroup of periods of Lϕ
(with respect to the second coordinate). The function f satisfies: r(u+ f (z)+
M(T z)) = r(u+M(z)). Therefore f (z)+M(T z)−M(z) ∈ Hϕ .

If f is aperiodic (cf. Definition 4.6), then Hϕ = G, so that Lϕ depends only
on the first coordinate. As it is invariant, it is a constant by ergodicity of T . This
shows that the cocycle is ergodic if f is aperiodic.

��

4.3.3 A Cocycle Disjoint from a Sequence with Unbounded
Gaps (UGB)

For d ≥ 1, let L be a non empty subset of Zd with 0 �∈ L and “unbounded gaps”
(UBG), i.e., such that for every R > 0 there is a ball of radius R disjoint from
L ∪ −L (for example the set of squares for d = 1).

The construction of a cocycle such that its ergodic sums never take values in
L can be done following the method of Rohlin’s towers as in [26] for a general
aperiodic dynamical system.

Below we will construct an explicit example over a rotation. For r ≥ 1, let
α = (α1, . . . , αr ) ∈ R

r and let T = Tα : x → x + α mod 1 be the corresponding
rotation on the torus Tr . We suppose Tα ergodic on T

r endowed with the Lebesgue
measure denoted by μ (equivalently

∑r
i=1 kiαi ∈ Z ⇒ ki = 0,∀i). We are going

to construct ϕ : Tr → Z
d , integrable and centered, not a coboundary, for which

the cocycle generated over Tα is recurrent and such that S(ϕ, Tα, x), for a.e. x is
disjoint from L ⊂ Z

d .
The construction will yields examples of non regular cocycles. There are sets

L (dimension 1) with the property (UBG) which contain multiples of any integer.
So, this latter condition is sufficient to intersect the ergodic sums when (T , f ) is a
regular cocycle and not a coboundary, but is not sufficient in general.

Notation |v| denotes the sup norm of an element v ∈ R
d ; for x ∈ R

d , δ(x) :=
infz∈Zd |x − z| is the distance from x to Z

d . We denote by C a generic constant.

We use r-dimensional Diophantine approximations (cf. the presentation of [9]).
Recall that, for the norm |.|, a positive integer q is called a best (simultaneous
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Diophantine) approximation denominator for α, if

δ(qα) < δ(kα), ∀k ∈ {1, . . . , q − 1}. (4.3.1)

Let (qn)n≥0 = (qn(α))n≥0 denote the sequence of the best approximation denomi-
nators for α in increasing order. Then it holds for all n ∈ N:

δ(qnα) ≤ q−
1
d

n+1. (4.3.2)

An information on the growth of qn) is given by the inequality:

qn+2d+1 ≥ 2qn+1 + qn,∀n ≥ 1. (4.3.3)

Let A be a subset of Tr (for instance a ball of radius 1
2 ) for which there are C, c > 0

such that

‖1A − 1A(.+ t)‖1 ≤ C|t|, for t ∈ T
r and |t| small , (4.3.4)

‖1A − 1A(.+ t)‖1 ≥ c, if 1
2 ≤ δ(t) ≤ 3

4 . (4.3.5)

Let L be UBG in Z
d . We choose (an) and (rn) resp. in Z

d and N as follows:

• (an) is such that a1 = 0 and, for a constant λ > 2c−1 (with c the constant
in (4.3.5)),

|an| > λ
n−1∑

k=1

|ak|, d(an,L ∪ −L) >
n−1∑

k=1

|ak|, for n ≥ 2; (4.3.6)

• (rn) = (qkn) is a sub-sequence of the sequence of best approximations for α with
kn chosen such that

δ(rn+1α)
−1 ≥ max(n2 |an+1| δ(rnα)−1, |an+2|d+1),∀n ≥ 1. (4.3.7)

The construction of the sequence (rn) is possible according to (4.3.2).

Let θn(x) := an 1A(rnx mod 1) and let ϕL (denoted also ϕ) be defined by

ϕL(x) :=
∞∑

k=1

(
θk(x)− θk(x + α)

)
. (4.3.8)
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Denoting simply by T the rotation Tα and by T v the composition v ◦ Tα , we write
ϕ =∑

p≥1 up = Vn−1 + un + Rn, with

up = θp − T θp, Vn−1 =
n−1∑

p=1

up, Rn =
∑

p≥n+1

up.

By the first condition in (4.3.6) on (an), we have

‖SjVn−1‖∞ = ‖
n−1∑

p=1

(θp − T j θp)‖∞ ≤
n−1∑

p=1

|ap| ≤ λ−1|an|, (4.3.9)

The invariance of the Lebesgue measure under the transformations x → rkx mod 1,
for rk ∈ N

∗, and (4.3.4) imply: ‖θn − θn(. + α)‖1 ≤ C |an| δ(rnα). Therefore
Inequality (4.3.7) implies: convergence of the series, ϕ ∈ L1 and, with C1 =
C
∑
p≥1 p

−2,

‖Rn‖1 ≤
∑

p≥n+1

‖θp − θp(.+ α)‖1 ≤ C
∑

p≥n+1

|ap| δ(rpα) ≤ C1 δ(rnα).

(4.3.10)

Moreover, the measure of the support Dn of θn − θn(. + α) satisfies: μ(Dn) ≤
Cδ(rnα). It follows that, for a.e. x there is N(x) such that ϕ(x) = ∑N(x)

1

(
θk(x) −

θk(x + α)
)
.

Proposition 4.3

(a) Let L be a set in Z
d with unbounded gaps and 0 �∈ L. The function ϕ = ϕL

defined by (4.3.8) is integrable centered, the cocycle (Tα, ϕ) is recurrent and ϕ
is not a coboundary. The set S(Tα, ϕ, x) is disjoint from L for a.e. x.

(b) If L intersects any non trivial sub-lattice, then E(Tα, ϕ) = {0,∞} and (Tα, ϕ)
is a non regular cocycle.

Proof

(1) (Recurrence of (Snϕ)) For d = 1, the centering of the integrable function ϕ
suffices to ensure the recurrence. For d > 1, a sufficient condition for recurrence
is: ‖Snϕ‖1 = o(n 1

d ). Let us show that it is satisfied.
By (4.3.9) and (4.3.10), for all n, t ≥ 1, it holds ‖Snϕ‖1 ≤ ‖SnVt‖1 +

‖SnRt‖1 ≤ λ−1|at |+n δ(rtα). To check the above condition, we will find a non

decreasing sequence (tn) such that |atn| ≤ εnn
1
d , n δ(rtnα) ≤ 1 and εn→ 0.

Let us take tn such that |atn| ≤ (ln n)−1 n
1
d < |atn+1|. By (4.3.7), we have

δ(rtnα)
−1 ≥ |atn+1|d+1 ≥ (lnn)−(d+1) n1+ 1

d ≥ n, for n big enough. This shows
that (Tα, ϕ) is a recurrent d-dimensional cocycle.
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(2) Suppose that ϕ is a coboundary: ϕ = ψ − ψ ◦ Tα, where ψ is a measurable
function. With c the positive constant in (4.3.5), for M large enough, the
measure of the set B = {x : |ψ(x)| ≤ 1

2M} is > 1− 1
4c.

Let j be an integer. We have |Sjϕ| ≤M on the set Bj := B ∩ T −jα B which has
a measure > 1− 1

2c. From (4.3.9), it follows |Sjϕ − SjVn−1| ≤ M + λ−1 |an|
on Bj . On the other side, we have

‖Sjun‖1 = ‖Sj (θn − T θn)‖1

= |an|
∫

Tr

|1A(rnx mod 1)− 1A(rnx + rnjα mod 1)| dμ

= |an|
∫

Tr

|1A(x mod 1)− 1A(x + rnjα mod 1)| dμ.

There is j = jn ≤ δ(rnα)−1 such that δ(jnrnα) ∈ [ 1
2 ,

3
4 ]. According to (4.3.5),

we get: ‖Sjn (θn − T θn)‖1 ≥ c|an|, hence:

∫

Bjn

|Sjnun|dμ ≥
∫

Tr

|Sjnun|dμ− μ(Bcjn) |an| ≥
1

2
c|an|.

For the remainderRn, (4.3.10) implies: ‖SjnRn‖1 ≤ jn ‖Rn‖1 ≤ C1jnδ(rnα) ≤
C1.
Finally, we get a contradiction since the previous inequalities imply, with λ−1 >
1
2c, for all n ≥ 1,

M + λ−1 |an| ≥ (
∫

Bjn

|Sjnϕ − SjnVn−1|dμ)

= (
∫

Bjn

|Sjnun + SjnRn|dμ) ≥
1

2
c |an| − ‖SjnRn‖1 ≥ 1

2
c |an| − C1.

(3) We claim that ∀n ≥ 1, j ≥ 1, ∀ x ∈ X,
∑n

1

(
θk(x)− θk(x + jα)

) �∈ L.
The proof is by induction on n. For n = 1, θ1(x) − θ1(x + jα) = 0 �∈ L.
Assume that

∑n−1
k=1

(
θk(x) − θk(x + jα)

)
does not belong to L. Suppose now

that
∑n
k=1

(
θk(x)−θk(x+jα)

) ∈ L. Then one of the following cases occurs:

(a) θn(x)− θn(x+ jα) = 0, hence
∑n−1
k=1

(
θk(x)− θk(x+ jα)

)+0 ∈ L, which
is excluded by induction hypothesis;

(b)
∑n−1

1

(
θk(x)− θk(x + jα)

)± an ∈ L, hence d(an,L∪−L) ≤∑n−1
k=1 |ak|.

This is contrary to (4.3.6) in the construction of (an). It shows the claim.
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(4) We have Sjϕ(x) = ∑Mj (x)

k=1

(
θk(x) − θk(x + jα)

)
, with Mj(x) =

sup�≤j N(T �α x). From 3), the sums
∑n
k=1

(
θk(x) − θk(x + jα)

)
never take

values in L. It follows, that Sjϕ(x), as well, never takes values in L, for a.e. x.
(5) To prove (b), observe that, if E(Tα, ϕ) �= {0}, then the set of finite essential

values is a non trivial lattice which intersects L according to the assumption on
L in b). This is impossible, since the ergodic sums do not intersect L. As ϕ is
not a coboundary, it remains the case E(Tα, ϕ) = {0,∞} and the cocycle is non
regular.

��

4.4 Recurrent Sets for Random Walks

For d = 1 and non centered cocycles, Sect. 4.2 was based on results about recurrent
sets for a transformation. For d > 1, a method to show transience of a set in Z

d

can be based on limit theorems in distribution like the local limit theorem if such a
result is available. This is the case for the cocycle generated by a random walk or
for some cocycles (X, T ) when T has strong stochastic properties and f belongs to
a suitable functional space.

A Sufficient Condition Let L be a subset of Z
d . If

∑
n

∑
a∈L μ{x : Snf (x) =

a} < ∞, then for a.e. x, the number of visits of Snf (x) to L is finite. This is
the easy direction of Borel–Cantelli lemma and can be used when an estimate of
μ{x : Snf (x) = a} is known. For dynamical systems with hyperbolicity, there are
results for some integer valued functions [17], but we will restrict to the example of
random walks.

Random Walks
Let (Zn) be a random walk starting from 0: Zn = X0 + . . . + Xn−1, where
(Xn, n ≥ 0) is a sequence of iid random variables with values in G = Z

d , d ≥ 1,
and distribution p. If T is the shift acting on the product space � = GZ endowed
with the product measure pZ, the random walk (Zn) defines a cocycle (T , f ) with
f : ω → X0(ω) and the problem of recurrence of a set L ∈ Z

d , studied in the
sixties, fits in the framework discussed here.

The question (cf [30]) was to find whether for the r.w. a given set L ⊂ Z
d is

recurrent (Zn(ω) ∈ L infinitely often for a.e. ω) or transient (finite number of visits
to L for a.e. ω). The problem of recurrence to 0 for the random walk is a special
case, but can be extended to an infinite set L.

For d = 1, 2 recurrence (to 0) holds for a simple centered random walk and
the model is relevant of the previous section. We will consider the case when (Zn)
is transient, d ≥ 3, strictly aperiodic (in the sense of random walks) with a finite
second moment.
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(1) Examples of transient sets for random walks (d ≥ 3)

Recall that if (Zn) is a strictly aperiodic centered random walk with finite second
moment, then, for a constant C:

P(Zn = k) ≤ Cn− d2 , ∀k ∈ Z
d . (4.4.11)

Let B(0, R) denote the ball of center 0 and radius R. By the law of iterated
logarithm, there is a constant c > 0 such that, for a.e. ω, the inequality ‖Zn(ω)‖ >
c (n Log Logn)

1
2 is satisfied only for finitely many values of n. Hence, for a.e. ω,

there is N(ω) such that ‖Zn(ω)‖ > c (n LogLogn)
1
2 , for n ≥ N(ω). By (4.4.11)

this implies the sufficient condition of transience for a set L ⊂ Z
d :

∑

n≥1

n−
d
2 Card(L ∩ B(0, n 1

2 ( Log Logn)
1
2 )) < +∞.

If L satisfies: Card(L ∩ B(0, R)) ≤ CRα for some constants C, α, the series
converges if − d2 + α

2 < −1. The set L is transient if α < d − 2.

Example 4.3 Let us consider the subset

Ld,p := {([kp1 ], [kp2 ], . . . , [kd ]p), k1, . . . , kd ∈ N} ∈ Z
d, d ≥ 3. (4.4.12)

For Ld,p we have α = d
p

and transience holds if p > d
d−2 .

(2) Examples of recurrent sets for random walks

Consider a simple (centered) random walk in Z
d , d ≥ 3. It is transient and a

criterion of recurrence for subsets of Zd (called Wiener’s test for recurrence) has
been given in terms of capacity [24, 27, 30]:

For n ≥ 1, let Ln denote the set L ⋂ {k ∈ Z
d : 2n ≤ ‖k‖ < 2n+1} and let

Cap (Ln) denote its capacity. Then the set L is recurrent if and only if

∞∑

n=1

2−(d−2)n Cap (Ln) = +∞. (4.4.13)

Therefore a method to prove the recurrence of a set L is to obtain a lower bound for
the capacity Cap (Ln).

Let A ⊂ Z
d be a finite set. Denote by G(., .) the Green function of

the random walk and by EA the escape probability function of A. It holds∑
y∈AG(x, y)EA(y) = 1, for x ∈ A, and Cap (A) = ∑

y∈A EA(y) (cf. [30]
or [27]).
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Moreover, for a simple random walk in Z
d , for a constant factor c, we have

G(x, y) ≤ c‖x − y‖−(d−2), if x �= y. It follows:

Card(A) =
∑

x∈A
[
∑

y∈A
G(x, y)EA(y)] ≤ c

∑

y∈A
[

∑

x∈A,x �=y
‖x − y‖−(d−2)]EA(y)

≤ c[sup
y∈A

∑

x∈A,x �=y
‖x − y‖−(d−2)]

∑

y∈A
EA(y) = cγ (A) Cap (A)

with γ (A) := sup
y∈A

∑

x∈A, x �=y
‖x − y‖−(d−2).

Example 4.4 Let us consider again L = Ld,p.
To show recurrence using (4.4.13), a method is to estimate from below γ (Ln),

where Ln = Ld,pn = Ld,p ⋂ {k : 2n ≤ ‖k‖ < 2n+1}.
We start with some remarks:

(1) In the estimation of γ (A) for a finite set A, changing the norm on Z
d modifies

the bounds only by a constant factor. We use the sup norm: ‖x−y‖ = max(|xi−
yi |, i = 1, . . . , d) and, putting λn = 2n/p, we express γ (Ln), as

sup
1≤ri≤λn, i=1,...,d

′∑

1≤ki≤λn, i=1,...,d

1

[max(|[kpi ] − [rpi ]|, i = 1, . . . , d)]d−2
.

Above and below,
∑′ means that (0, . . . , 0) is excluded in the denominator of

the sum.
(2) We will use the inequality:

|(u+ t)q − uq | ≥ |t|q, ∀u ≥ 0, t ≥ −u, q ≥ 1. (4.4.14)

(3) Observe also that if we perturb each r and k by a small perturbation: r → r+αr ,
k→ k + βr , the sum above is modified only up to a bounded factor. Therefore,
after replacing the coordinates [kpi ] of the elements in Ln by kpi , we have to
bound

γ0(Ln) := sup
1≤ri≤λn, i=1,...,d

′∑

1≤ki≤λn, i=1,...,d

1

[max(|kpi − rpi |, i = 1, . . . , d)]d−2
.

(4.4.15)

Lemma 4.6 We have the bound

γ0(Ld,pn ) ≤ C p

p − d
d−2

, if p >
d

d − 2
, ≤ Cdn, if p = d

d − 2
. (4.4.16)
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Proof

(a) Using (4.4.14) and putting q = p (d − 2), we get that the sum in (4.4.15), for
1 ≤ ri ≤ λn, i = 1, . . . , d , is bounded by

′∑

−ri+1≤ti≤λn−ri , i=1,...,d

1

[max(|(ri + ti )p − rpi |, i = 1, . . . , d)]d−2

≤
′∑

−ri+1≤ti≤λn−ri , i=1,...,d

1

[max(|ti |p, i = 1, . . . , d)]d−2

≤
′∑

0≤ti≤λn, i=1,...,d

2d

max(|ti |q, i = 1, . . . , d)

≤
∑

j=1,...,d

∑

1≤ti≤λn, i=j,...,d

2d

max(|ti |q, i = j, . . . , d) .

(b) A bound for the sum is given by bounding an integral:
Let q ≥ d and L ≥ 1. Put J (q, d) := ∫ L

1 . . .
∫ L

1
1

sup(tq1 ,...,t
q
d )
dt1 . . . dtd .

Using the inequality J (q, d) ≤ (1)+ (2) with

(1) =
∫ L

1
. . .

∫ L

1
[
∫ sup(t2,...,td )

1

1

sup(tq2 , . . . , t
q
d )
dt1] dt2 . . . dtd

≤
∫ L

1
. . .

∫ L

1

1

sup(tq−1
2 , . . . , t

q−1
d )

dt2 . . . dtd,

(2) =
∫ L

1
. . .

∫ L

1
[
∫ L

sup(t2,...,td )

1

t
q

1

dt1] dt2 . . . dtd

≤ (q − 1)−1
∫ L

1
. . .

∫ L

1

1

sup(tq−1
2 , . . . , t

q−1
d )

dt2 . . . dtd,

we get by iteration: J (q, d) ≤ q

q − d , if q > d, ≤ Cq lnL, if q = d .

It follows: γ0(Ld,pn ) ≤ J (q, d) ≤ C p

p− d
d−2
, if p > d

d−2 ,≤ Cdn, if p =
d
d−2 .

��
Proposition 4.4 For d ≥ 3, Ld,p is recurrent if 1 ≤ p ≤ d

d−2 , transient if p >
d
d−2 .
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Proof With p0 = d
d−2 , Lemma 4.6 implies Cap (Ld,p0

n ) ≥ C
n

Card(Ld,p0
n ). As

Card(Ld,p0
n ) is of order (2n/p0)d = 2n(d−2), we have

∑∞
n=1 2−n(d−2) Cap (Ln) =

+∞, Condition (4.4.13) is satisfied and Ld,p is recurrent for p = p0 = d
d−2 .

For p > p0, transience of the set Ld,p has been shown previously.
If p < p0, let L′ be the subset of Ld,p defined by

{(�(ki)p, i = 1, . . . , d), (k1, . . . , kd ) ∈ N
d}, where �(ki)p ≤ kp0

i < (�(ki)+ 1)p,

i.e., �(ki) = [kp0/p
i ]. As �(ki)p = kp0

i (1 + o(1)), we can apply Remark 3 before
Lemma 4.6 and find that L′ is recurrent as Ld,p0 . Therefore the set Ld,p, which
contains L′, is recurrent for p < p0. ��
Example 4.5 Let L = (�1 < �2 < . . .) be a strictly increasing sequence of integers
and let L be the set in Z

3 defined by {� = (0, 0, �), � ∈ L}.
The problem of recurrence for L can be interpreted as follows. The r.w. in Z

3 is
transient, but its restriction to the two first coordinates is recurrent in Z

2. Therefore,
recurrence for the set L with respect to the r.w. is equivalent to recurrence for the
subset L of Z and the induced (non integrable) cocycle (induction on 0× 0× Z ⊂
Z

3).
When L is the set Q in Z

3 of the points (0, 0, �) with � prime, McKean [28]
has shown that with probability 1 the standard 3-dimensional random walk visits Q
infinitely often. Erdós [13] has shown that the number of points in Q with � ≤ n
visited by the random walk is a.s. ∼ c ln lnn.

Some Problems
Finally, let us mention some problems related to the topics presented in the paper.

(1) Construct (new) families of special flows which are K-flows.
(2) Show in some generality the regularity of recurrent 2-dimensional cocycles over

dynamical systems of hyperbolic type.
(3) Prove a local limit theorem for f in a space of functions with discrete values

like the space F introduced in 4.3.2 when T has hyperbolic type.
(4) Extend the results about recurrent sets valid for random walks in dimension

d ≥ 3 to more general classes of cocycles.
(5) For the billiards in the plane with Z

2-periodic rectangular obstacles, the position
of the ball yields a cocycle with values in Z

2. It has been shown that, generically,
the cocycle is recurrent [1] and non regular [14]. A question is to find the set of
recurrent obstacles.
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Chapter 5
Almost Sure Invariance Principle
for Random Distance Expanding Maps
with a Nonuniform Decay of Correlations

Davor Dragičević and Yeor Hafouta

Abstract We prove a quenched almost sure invariance principle for certain classes
of random distance expanding dynamical systems which do not necessarily exhibit
uniform decay of correlations.

5.1 Introduction

The aim of this note is to establish an almost sure invariance principle (ASIP) for
certain classes of random dynamical systems. More precisely, similarly to the setting
introduced in [16], the dynamics is formed by compositions

f nω := fσn−1ω ◦ . . . ◦ fσω ◦ fω, ω ∈ �

of locally distance expanding maps fω satisfying certain topological assumptions
which are driven by an invertible, measure preserving transformation σ on some
probability space (�,F,P). Then, under suitable assumptions and for Hölder
continuous observables ψω : X → R, ω ∈ � we establish a quenched ASIP.
Namely, we prove that for P-a.e.ω ∈ �, the random Birkhoff sums

∑n−1
j=0 ψσjω◦f jω

can be approximated in the strong sense by a sum of Gaussian independent random

variables
∑n−1
j=0 Zj with the error being negligible compared to n

1
2 . In comparison

with the previous results dealing with the ASIP for random or sequential dynamical
systems, the main novelty of our work is that we do not require that our dynamics
exhibits uniform (with respect to ω) decay of correlations.
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Department of Mathematics, University of Rijeka, Rijeka, Croatia
e-mail: ddragicevic@math.uniri.hr

Y. Hafouta
Department of Mathematics, The Ohio State University, Columbus, OH, USA
e-mail: yeor.hafouta@mail.huji.ac.il

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
M. Pollicott, S. Vaienti (eds.), Thermodynamic Formalism, Lecture Notes
in Mathematics 2290, https://doi.org/10.1007/978-3-030-74863-0_5

177

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-74863-0_5&domain=pdf
mailto:ddragicevic@math.uniri.hr
mailto:yeor.hafouta@mail.huji.ac.il
https://doi.org/10.1007/978-3-030-74863-0_5


178 D. Dragičević and Y. Hafouta

In a more general setting and under suitable assumptions, Kifer proved in [13]
a central limit theorem (CLT) and a law of iterated logarithm (LIL). As Kifer
remarks, his arguments (see [13, Remark 4.1]) also yield an ASIP when there is
an underlying random family of σ -algebras which are sufficiently fast well mixing
in an appropriate (random) sense (i.e. in the setup of [13, Theorem 2.1]). In the
context of random dynamics, Kifer’s results can be applied to random expanding
maps which admit a (random) symbolic representation. One of the main ingredients
in [13] is a certain inducing argument, an approach that we also follow in the present
paper. The main idea is that an ASIP for the original system will follow from an
ASIP for a suitably constructed induced system.

For some classical work devoted to ASIP, we refer to [3, 20]. In addition,
we stress that there are quite a few works whose aim is to establish ASIP for
deterministic dynamical systems. In this direction, we refer to the works of Field,
Melbourne and Török [8], Melbourne and Nicol [17, 18], and more recently
to Korepanov [14, 15]. In [9], Gouëzel developed a new spectral technique for
establishing ASIP, which was applied to certain classes of deterministic dynamical
systems with the property that the corresponding transfer operator exhibits a spectral
gap.

Gouëzel’s method was also used in [1] to obtain the annealed ASIP for certain
classes of piecewise expanding random dynamical systems. In [6] the authors
proved for the first time (we recall that Kifer in [13] only briefly commented that his
methods also yield an ASIP) a quenched ASIP for piecewise expanding random
dynamical systems, by invoking a recent ASIP for (reverse) martingales due to
Cuny and Merlevede [5] (which was also applied in many other deterministic and
sequential setups; see for example [12]). While the type of maps fω considered in
[6] is more general than the ones considered in the present paper, in contrast to [6]
in the present paper we do not assume a uniform decay of correlations. Moreover,
the methods used in this paper can be extended to vector-valued observables ψω
(see Remark 5.1). On the other hand, it is unclear if the techniques in [6] can be
extended to the vector-valued case since the results in [5] deal exclusively with
scalar-valued observables. Finally, we mention our previous work [7], where we
have obtained a quenched ASIP for certain classes of hyperbolic random dynamical
systems. In addition, we have improved the main result from [6]. However, the
classes of dynamics we have considered again exhibit uniform decay of correlations.

Our techniques for establishing ASIP (besides the already mentioned inducing
arguments), rely on a certain adaptation of the method of Gouëzel [9] which is of
independent interest. Indeed, we first need to modify Gouëzel’s arguments and show
that they yield an ASIP for non-stationary sequences of random variables, which are
not necessarily bounded in some Lp space.

We stress that our error term in ASIP is of order n1/4+O(1/p) , where p comes
from certain Lp-regularity conditions we impose for the induced system. This is
rather close to the n1/4 rate for deterministic uniformly expanding systems [9], when
p→∞ (although this rate was significantly improved by Korepanov [15]).
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5.2 Random Distance Expanding Maps

Let (�,F,P) be a complete probability space. Furthermore, let σ : � → � be an
invertible P-preserving transformation such that (�,F,P, σ ) is ergodic. Moreover,
let (X, ρ) be a compact metric space normalized in size so that diamX ≤ 1 together
with the Borel σ -algebra B, and let E ⊂ �×X be a measurable set (with respect to
the product σ -algebra F× B) such that the fibers

Eω = {x ∈ X : (ω, x) ∈ E}, ω ∈ �

are compact. Hence (see [4, Chapter III]), it follows that the map ω → Eω is
measurable with respect to the Borel σ -algebra induced by the Hausdorff topology
on the space K(X) of compact subspaces of X. Moreover, the map ω �→ ρ(x,Eω) is
measurable for each x ∈ X. Finally, the projection map π�(ω, x) = ω is measurable
and it maps any F × B-measurable set to an F-measurable set (see [4, Theorem
III.23]).

Let fω : Eω → Eσω, ω ∈ � be a family of surjective maps such that the
map (ω, x) → fω(x) is measurable with respect to the σ -algebra P which is the
restriction of F × B on E. Consider the skew product transformation F : E → E
given by

F(ω, x) = (σω, fω(x)). (5.1)

For ω ∈ � and n ∈ N, set

f nω := fσn−1ω ◦ . . . ◦ fω : Eω → Eσnω.

Let us now introduce several additional assumptions for the family fω, ω ∈ �. More
precisely, we require that:

• (topological exactness) there exist a constant ξ > 0 and a random variable ω �→
nω ∈ N such that for P-a.e. ω ∈ � and any x ∈ Eω we have that

f nωω (Bω(x, ξ)) = Eσnωω, (5.2)

where Bω(x, r) denotes an open ball in Eω centered at x with radius r;
• (pairing property) there exist random variables ω �→ γω > 1 and ω �→ Dω ∈ N

such that for P-a.e. ω ∈ � and for any x, x ′ ∈ Eσω with ρ(x, x ′) < ξ (ξ comes
from the previous assumption), we have that

f−1
ω ({x}) = {y1, . . . , yk}, f−1

ω ({x ′}) = {y ′1, . . . , y ′k}, (5.3)

k = kω,x = |f−1
ω ({x})| ≤ Dω
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and

ρ(yi, y
′
i ) ≤ (γω)−1ρ(x, x ′), for 1 ≤ i ≤ k. (5.4)

The above assumptions were considered in [10], and they hold true in the setup of
distance expanding maps considered in [16]. We note that all the results stated in
[16] hold true under these assumptions (see [16, Chapter 7]) and not only under the
assumptions from [16, Section 2]. For ω ∈ � and n ∈ N, set

γω,n :=
n−1∏

i=0

γσ iω and Dω,n :=
n−1∏

i=0

Dσiω. (5.5)

By induction, it follows from the pairing property that for P-a.e. ω ∈ � and for any
x, x ′ ∈ Eσnω with ρ(x, x ′) < ξ , we have that

(f nω )
−1({x}) = {y1, . . . , yk} and (f nω )

−1({x ′}) = {y ′1, . . . , y ′k}, (5.6)

where

k = kω,x,n = |(f nω )−1({x})| ≤ Dω,n,

and

ρ
(
f jωyi, f

j
ω y

′
i

) ≤ (γσjω,n−j )−1ρ(x, x ′), for 1 ≤ i ≤ k and 0 ≤ j < n. (5.7)

Let g : E→ C be a measurable function. For any ω ∈ �, consider the function
gω := g(ω, ·) : Eω → C. For any 0 < α ≤ 1, set

vα,ξ (gω) := inf{R > 0 : |gω(x)− gω(x ′)| ≤ Rρα(x, x ′) if ρ(x, x ′) < ξ},

and let

‖gω‖α,ξ = ‖gω‖∞ + vα,ξ (gω),

where ‖ · ‖∞ denotes the supremum norm and ρα(x, x ′) := (
ρ(x, x ′)

)α . We
emphasize that these norms are F-measurable (see [10, p. 199]).

Let Hα,ξω = (Hα,ξω , ‖ · ‖α,ξ ) denote the space of all h : Eω → C such that

‖h‖α,ξ <∞. Moreover, let Hα,ξω,R be the space of all real-valued functions in Hα,ξω .
Take a random variableH : �→ [1,∞) such that

∫

�

lnHω dP(ω) <∞,
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where Hω := H(ω). Moreover, let Hα,ξ (H) be the set of all measurable functions
g : E→ C satisfying vα,ξ (gω) ≤ Hω for ω ∈ �. Furthermore, for ω ∈ � set

Hα,ξω (H) := {g : Eω → C : g measurable and vα,ξ (g) ≤ Hω}

and

Qω(H) =
∞∑

j=1

Hσ−j ω(γσ−jω,j )
−α. (5.8)

Since ω �→ lnHω is integrable, we have (see [16, Chapter 2]) that Qω(H) < ∞
for P-a.e. ω ∈ �. The following simple distortion property is a direct consequence
of (5.7).

Lemma 5.1 Take ω ∈ �, n ∈ N and ϕ = (ϕ0, . . . , ϕn−1), where ϕi ∈ Hα,ξ
σ iω
(H)

for 0 ≤ i ≤ n− 1. Set

Sωnϕ :=
n−1∑

j=0

ϕj ◦ f jω .

Furthermore, take x, x ′ ∈ Eσnω such that ρ(x, x ′) < ξ and let yi, y ′i , 1 ≤ i ≤ k be
as in (5.6). Then, for any 1 ≤ i ≤ k we have that

|Sωnϕ(yi)− Sωnϕ(y ′i )| ≤ ρα(x, x ′)Qσnω(H).

5.2.1 Transfer Operators

Let us take an observable ψ : E → R such that ψ ∈ Hα,ξ (H). We consider the
associated random Birkhoff sums

Sωn ψ =
n−1∑

i=0

ψσiω ◦ f iω, for n ∈ N and ω ∈ �.

Furthermore, suppose that φ : E→ R also belongs to Hα,ξ (H). For ω ∈ �, z ∈ C

and g : Eω → C, we define

Lzωg(x) =
∑

y∈f−1
ω ({x})

eφω(y)+zψω(y)g(y). (5.1)



182 D. Dragičević and Y. Hafouta

It follows from [10, Theorem 5.4.1.] that Lzω : Hα,ξω → Hα,ξσω is a well-defined and
bounded linear operator for each ω ∈ � and z ∈ C. Moreover, the map z �→ Lzω is
analytic for each ω ∈ �.

Let us denoteL0
ω simply by Lω. It follows from [16, Theorem 3.1.] that for P-a.e.

ω ∈ �, there exists a triplet (λω, hω, νω) consisting of a positive number λω > 0, a
strictly positive function hω ∈ Hα,ξω and a probability measure νω on Eω so that

Lωhω = λωhσω, (Lω)∗νσω = λωνω, νω(hω) = 1,

and that maps ω �→ λω, ω �→ hω and ω �→ νω are measurable. We can assume
without any loss of generality that λω = 1 for P-a.e. ω ∈ � (since otherwise we
can replace Lω with Lω/λω). For P-a.e. ω ∈ �, let μω be a measure on Eω given
by dμω := hωdνω. We recall (see [16, Lemma 3.9]) that these measures satisfy the
so-called equivariant property, i.e. we have that

f ∗ωμω = μσω, for P-a.e. ω ∈ �. (5.2)

Moreover, these measures give rise to a measure μ on �× E with the property that
for any A ∈ F× B,

μ(A) =
∫

�

μω(Aω)dP(ω),

where Aω = {x ∈ Eω; (ω, x) ∈ A}. Then, μ is invariant for the skew-product
transformation F given by (5.1). Moreover, μ is ergodic.

For t = (t0, . . . , tn−1) ∈ R
n, set

Lt,nω := Litn−1

σn−1ω
◦ . . . ◦Lit1σω ◦Lit0ω .

Moreover, let Lnω := L0,n
ω , where 0 = (0, . . . , 0) ∈ R

n. Note that

‖Lnω1‖∞ ≤ (deg f nω ) · e‖S
ω
n φ‖∞ ≤ Dω,ne‖Sωn φ‖∞ <∞,

where 1 is the function taking constant value 1 and

degf nω := sup
x∈Eσnω

|(f nω )−1({x})|.

Lemma 5.2 For any P-a.e. ω ∈ � we have that for any n ∈ N, T > 0, t =
(t0, . . . , tn−1) ∈ [−T , T ]n and g ∈ Hα,ξω ,

vα,ξ (Lt,nω g) ≤ ‖Lnω1‖∞
(
vα,ξ (g)(γω,n)

−α + 2Qσnω(H)(1+ T )‖g‖∞
)
.
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Consequently,

‖Lt ,nω g‖α,ξ ≤ ‖Lnω1‖∞
(
vα,ξ (g)(γω,n)

−α + (1+ 2Qσnω(H))(1+ T )‖g‖∞
)
.

(5.3)

Proof The proof is similar to the proof of [10, Lemma 5.6.1.], but for reader’s
convenience all the details are given. The idea is to apply Lemma 5.1 for ϕ =
(ϕ0, . . . , ϕn−1) given by

ϕj := φσjω + itjψσjω, for 0 ≤ j ≤ n− 1.

Set Aωn =
∑n−1
j=0 tjψσjω ◦ f jω . Firstly, by the definition of Lnω we have

‖Lt ,nω g‖∞ ≤ ‖g‖∞‖Lnω1‖∞. (5.4)

In order to complete the proof of the lemma we need to approximate vα,ξ (Lt,nω g).
Let x, x ′ ∈ Eσnω be such that ρ(x, x ′) < ξ and let y1, . . . , yk and y ′1, . . . , y ′k be the
points in Eω satisfying (5.3) and (5.4). We can write

∣
∣Lt,nω g(x)−Lt,nω g(x ′)

∣
∣

= ∣
∣
k∑

q=1

(
eS
ω
n φ(yq)+iAωn (yq)g(yq)− eSωn φ(y ′q)+iAωn (y ′q)g(y ′q)

)∣
∣

≤
k∑

q=1

eS
ω
n φ(yq)|eiAωn (yq)g(yq)− eiAωn (y ′q)g(y ′q)|

+
k∑

q=1

|eiAωn (y ′q)g(y ′q)| · |eS
ω
n φ(yq) − eSωn φ(y ′q)| =: I1 + I2.

In order to estimate I1, observe that for any 1 ≤ q ≤ k,

|eiAωn (yq)g(yq)− eiAωn (y ′q)g(y ′q)|
≤ |g(yq)| · |eiAωn (yq) − eiAωn (y ′q)| + |g(yq)− g(y ′q)| =: J1 + J2.

By the mean value theorem and then by Lemma 5.1,

J1 ≤ 2T ‖g‖∞Qσnω(H)ρα(x, x ′),

while by (5.7),

J2 ≤ vα,ξ (g)ρα(yq, y ′q) ≤ vα,ξ (g)(γω,n)−αρα(x, x ′).
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It follows that

I1 ≤ Lnω1(x)
(
2T ‖g‖∞Qσnω(H)+ vα,ξ (g)(γω,n)−α

)
ρα(x, x ′).

Next, we estimate I2. By the mean value theorem and Lemma 5.1,

|eSωn φ(yq) − eSωn φ(y ′q)| ≤ Qσnω(H) ·max{eSωn φ(yq), eSωn φ(y ′q)}ρα(x, x ′)

and therefore

I2 ≤ ‖g‖∞(Lnω1(x)+Lnω1(x ′))Qσnω(H)ρα(x, x ′)

≤ 2‖g‖∞‖Lnω1‖∞Qσnω(H)ρα(x, x ′),

yielding the first statement of the lemma and (5.3) follows from (5.4), together with
the first statement. ��

By Lemma 5.2, together with the observation that (γω,n)−α ≤ 1, we conclude
that there exists a random variable C : � → [1,∞) such that for P-a.e. ω ∈ �,
n ∈ N and for any t = (t0, t1, . . . , tn−1) ∈ [−1, 1]n, we have that

‖Lt,nω ‖α,ξ ≤ C(σnω)‖Lnω1‖∞, (5.5)

where ‖Lt,nω ‖α,ξ denotes the operator norm of Lt,nω when considered as a linear

operator from Hα,ξω to Hα,ξσnω. Note that we can just take C(ω) = 4(1 + Qω). For

P-a.e. ω ∈ �, we define L̂ω : Hα,ξω → Hα,ξσω by

L̂ωg = Lω(ghω)/hσω, g ∈ Hα,ξω .

Moreover, for n ∈ N, set

L̂nω := L̂σn−1ω ◦ . . . ◦ L̂σω ◦ L̂ω.

Clearly,

L̂nωg = Lnω(ghω)/hσnω, for g ∈ Hα,ξω and n ∈ N.

We need the following result which is a direct consequence of [16, Lemma 3.18.].

Lemma 5.3 There exist λ > 0 and a random variableK : �→ (0,∞) such that

‖L̂nωg‖∞ ≤ max(1, 1/Qω)K(σnω)e−λn‖g‖α,ξ ,

for P-a.e. ω ∈ �, n ∈ N and g ∈ Hα,ξω such that
∫
Eω g dμω = 0.
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Applying Lemma 5.3 with the function g = 1/hω − 1, and taking into account that
Lnωhω = hσnω (since λω = 1), it follows from (5.5) that for P-a.e. ω ∈ �, n ∈ N

and for any t = (t0, t1, . . . , tn−1) ∈ [−1, 1]n,

‖Lt,nω ‖α,ξ ≤ (1+ U(ω))K(σnω)C′(σnω) (5.6)

where C′(ω) = C(ω)‖hω‖∞ and U(ω) = max(1, 1/Qω) · (1+ ‖1/hω‖α,ξ ).

5.3 A Refined Version of Gouëzel’s Theorem

In this section we present a more general version of Gouëzel’s almost sure invariance
principle for non-stationary processes [9, Theorem 1.3.]. This result will than be
used in the next section to obtain the almost sure invariance principle for random
distance expanding maps.

Let (A1, A2, . . .) be an R-valued process on some probability space (�,F,P).
We first recall the condition that we denote (following [9]) by (H): there exist ε0 > 0
and C, c > 0 such that for any n,m > 0, b1 < b2 < . . . < bn+m+k , k > 0 and
t1, . . . , tn+m ∈ R with |tj | ≤ ε0, we have that

∣
∣
∣E
(
e
i
∑n
j=1 tj (

∑bj+1−1

�=bj A�)+i∑n+m
j=n+1 tj (

∑bj+1+k−1

�=bj+k A�))

−E(ei
∑n
j=1 tj (

∑bj+1−1

�=bj A�)) · E(ei
∑n+m
j=n+1 tj (

∑bj+1+k−1

�=bj+k A�))
∣
∣
∣

≤ C(1+max |bj+1 − bj |)C(n+m)e−ck.

Theorem 5.1 Suppose that (A1, A2, . . .) is an R-valued centered process on the
probability space (�,F,P) that satisfies (H). Furthermore, assume that:

• there exist u > 0 and L ∈ N such that for any n,m ∈ N, m ≥ L we have that

V ar

( n+m∑

j=n+1

Aj

)

≥ um; (5.1)

• there exist constants p ≥ 6 and a,C > 0 such that for any n ∈ N we have

‖An‖Lp ≤ an
1
p . (5.2)

In addition, for any n,m ∈ N the finite sequence (Ai/(n + m)1/p)n+1≤i≤n+m
also satisfies condition (H) with the same constants ε0, C and c.
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Then for any δ > 0, there exists a coupling between (Aj ) and a sequence (Bj ) of
independent centered normal random variables such that

∣
∣
∣
∣
∣
∣

n∑

j=1

(Aj − Bj )
∣
∣
∣
∣
∣
∣
= o(nap+δ) a.s., (5.3)

where

ap = p

4(p − 1)
+ 1

p
.

Moreover, there exists a constant C > 0 such that for any n ∈ N,

∥
∥
∥

n∑

j=1

Aj

∥
∥
∥
L2
− Cnap+δ ≤

∥
∥
∥

n∑

j=1

Bj

∥
∥
∥
L2
≤
∥
∥
∥

n∑

j=1

Aj

∥
∥
∥
L2
+ Cnap+δ. (5.4)

Finally, there exists a coupling between (Aj ) and a standard Brownian motion
(Wt )t≥0 such that

∣
∣
∣
∣
∣
∣

n∑

j=1

Aj −Wσ 2
n

∣
∣
∣
∣
∣
∣
= o(n 1

2 ap+ 1
4+δ) a.s.,

where

σn =
∥
∥
∥

n∑

j=1

Aj

∥
∥
∥
L2
.

Remark 5.1 The above result (together with its proof) is similar to [9, Theorem 1.3].
However, we stress that [9, Theorem 1.3] requires that the process (A1, A2, . . .) is
bounded in Lp, while the above Theorem 5.1 works under the assumption that (5.2)
holds. Consequently, the estimate for the error term in (5.3) is different from that
in [9, Theorem 1.3].

Note also that our condition (5.1) replaces condition (1.3) in [9, Theorem 1.3].
This, of course, makes it impossible to get a precise formula for the variance of
the approximating Gaussian random variables

∑n
j=1 Bj , as in [9]. However, in our

context we have the estimate (5.4). Observe that (5.4) together with (5.1) ensures
that

lim
n→∞

∥
∥
∥
∑n
j=1 Bj

∥
∥
∥
L2

∥
∥
∥
∑n
j=1 Aj

∥
∥
∥
L2

= 1.
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Therefore, Theorem 5.1 yields a corresponding almost sure version of the CLT for
the sequence 1

an

∑n
j=1 Aj , where an = ‖∑n

j=1 Aj‖L2 . As we have mentioned, a
precise formula for the variance of the approximating Gaussian random variables
in the context of [9, Theorem 1.3] was obtained in [9, Lemma 5.7]. Hence, in
our modification of the proof of [9, Theorem 1.3] we will not need an appropriate
version of [9, Lemma 5.7] (and instead we will prove (5.4) directly).

We also note that our modification of the arguments in [9] also yields a certain
convergence rate for p ∈ (4, 6), but in order to keep our exposition as simple as
possible we have formulated the results only under the assumption that p ≥ 6.

Finally, we remark that like in [9] we can consider processes taking values in R
d

and that Theorem 5.1 holds in this case also. We prefer to work with processes in R

to keep our exposition as simple as possible.

Proof of Theorem 5.1 We follow step by step the proof of [9, Theorem 1.3] by
making necessary adjustments. Firstly, applying [9, Proposition 4.1] with the finite
sequence (Ai/(n+m)1/p)n+1≤i≤n+m, we get that for each η > 0 there exists C > 0
such that

∥
∥
∥
∥
∥
∥

n+m∑

j=n+1

Aj

∥
∥
∥
∥
∥
∥
Lp−η

≤ Cm 1
2 (n+m)1/p, form,n ≥ 0. (5.5)

We note that although [9, Proposition 4.1] was formulated for an infinite sequence,
the proof for a finite sequence proceeds by using the same arguments. We consider
the so-called big and small blocks as introduced in [9, p.1659]. Fix β ∈ (0, 1) and
ε ∈ (0, 1 − β). Furthermore, let f = f (n) = �βn�. Then, Gouëzel decomposes
[2n, 2n+1) into a union of F = 2f intervals (In,j )0≤j<F of the same length, and F
gaps (Jn,j )0≤j<F between them. In other words, we have

[2n, 2n+1) = Jn,0 ∪ In,0 ∪ Jn,1 ∪ In,1 ∪ . . . ∪ Jn,F−1 ∪ IN,F−1.

Let us outline the construction of this decomposition. For 1 ≤ j < F , we write
j in the form j = ∑f−1

k=0 αk(j)2
k with αk ∈ {0, 1}. We then take the smallest

r with the property that αr(j) �= 0 and take 2�εn�2r to be the length of Jn,j . In
addition, the length of Jn,0 is 2�εn�2f . Finally, the length of each interval In,j is
2n−f − (f + 2)2�εn�−1.

In addition, we recall some notations from [9] which we will also use. We define
a partial order on {(n, j) : n ∈ N, 0 ≤ j < F(n)} by writing (n, j) ≺ (n′, j ′) if
the interval In,j is to the left of In′,j ′ . Observe that a sequence ((nk, jk))k tends to
infinity if and only if nk →∞. Moreover, let

Xn,j :=
∑

�∈In,j
A�
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and

I :=
⋃

n,j

In,j and J :=
⋃

n,j

Jn,j .

The rest of the proof will be divided (following again [9]) into six steps.

First Step We first prove the following version of [9, Proposition 5.1].

Proposition 5.1 There exists a coupling between (Xn,j ) and (Yn,j ) such that,
almost surely, when (n, j) tends to infinity,

∣
∣
∣
∣
∣
∣

∑

(n′,j ′)≺(n,j)
Xn′,j ′ − Yn′,j ′

∣
∣
∣
∣
∣
∣
= o(2(β+ε)n/2).

Here, (Yn,j ) is a family of independent random variables such that Yn,j and Xn,j
are equally distributed. ��
Before we outline the proof of Proposition 5.1, we will first introduce some
preparatory material. Let X̃n,j = Xn,j + Vn,j , where the Vn,j ’s are independent
copies of the random variable V constructed in [9, Proposition 3.8], which are
independent of everything else (enlarging our probability space if necessary). Write
Xn = (Xn,j )0≤j<F(n) and X̃n = (X̃n,j )0≤j<F(n). Then, we have the following
version of [9, Lemma 5.2].

Lemma 5.4 Let Q̃n be a random variable distributed like X̃n, but independent of
(X̃1, . . . , X̃n−1). We have

π
(
(X̃1, . . . , X̃n−1, X̃n), (X̃1, . . . , X̃n−1, Q̃n)

) ≤ C4−n, (5.6)

where π(·, ·) is the Prokhorov metric (see [9, Definition 3.3]) and C > 0 is some
constant not depending on n. ��
Proof of Lemma 5.4 The proof is carried out by repeating the proof of [9,
Lemma 5.2] with one slight modification. For reader’s convenience we provide
a complete proof.

The random process (X1, . . . , Xn) takes its values in R
D , where D =∑n

m=1 F(m) ≤ C2βn. Moreover, each component in R of this process is one of the
Xn,j , hence it is a sum of at most 2n consecutive variables A�. On the other hand,
the interval Jn,0 is a gap between (Xj )j<n and Xn, and its length k is C±12εn+βn.
Let φ and γ denote the respective characteristic functions of (X1, . . . , Xn−1,Xn)

and (X1, . . . , Xn−1,Qn), where Qn is distributed like Xn and is independent of
(X1, . . . , Xn−1). The assumption (H) ensures that for Fourier parameters tm,j all
bounded by ε0, we have

|φ − γ | ≤ C(1+ 2n)CDe−ck ≤ Ce−c′2βn+εn ,
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if n is large enough. Let φ̃ and γ̃ be the characteristic functions of, respectively,
(X̃1, . . . , X̃n) and (X̃1, . . . , X̃n−1, Q̃n): they are obtained by multiplying φ and γ
by the characteristic function of V is each variable. Since this function is supported
in {|t| ≤ ε0}, we obtain, in particular, that

|φ̃ − γ̃ | ≤ Ce−c2βn+εn .

We then use [9, Lemma 3.5.] with N = D and T ′ = e2εn/2 to obtain that

π((X̃1, . . . , X̃n), (X̃1, . . . , X̃n−1, Q̃n))

≤
∑

m≤n

∑

j<F(m)

P(|X̃m,j | ≥ e2εn/2)+ eCD2εn/2e−c2βn+εn .

So far our arguments were identical to those in the proof of [9, Lemma 5.2]. In
the rest of the proof we will introduce the above mentioned modification of the
arguments from [9]. Using the Markov inequality, we obtain that

P(|X̃m,j | ≥ e2εn/2) ≤ e−2εn/2
E|X̃m,j |.

However, since ‖Al‖Lp ≤ al1/p for every l ∈ N (and for some constant a > 0), we

have that E|X̃m,j | ≤ C2n+
n
p . Summing the resulting upper bounds for P(|X̃m,j | ≥

e2εn/2), we obtain the desired result. ��
The following result follows from Lemma 5.4 exactly in the same way as [9,

Corollary 5.3] follows from [9, Lemma 5.2].

Corollary 5.1 Let R̃n = (R̃n,j )j<F(n) be distributed like X̃n and such that the R̃n
are independent of each other. Then there exist C > 0 and a coupling between
(X̃1, X̃2, . . .) and (R̃1, R̃2, . . .) such that for all (n, j),

P(|X̃n,j − R̃n,j | ≥ C4−n) ≤ C4−n.

We also need the following version of [9, Lemma 5.4].

Lemma 5.5 For any n ∈ N, we have

π
(
(R̃n,j )0≤j<F(n), (Ỹn,j )0≤j<F(n)

)
≤ C4−n

where Ỹn,j = Yn,j + Vn,j . ��
Proof of Lemma 5.5 We follow the proof of [9, Lemma 5.4]. We define Ỹ in,j for 0 ≤
i ≤ f as follows: for 0 ≤ k < 2f−i , the random vector Ỹin,k := (Ỹ in,j )k2i≤j<(k+1)2i

is distributed as (X̃n,j )k2i≤j<(k+1)2i , and Ỹin,k is independent of Ỹin,k′ when k �= k′.
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Set Ỹ i = (Ỹ in,j )0≤j<F , for 0 ≤ i ≤ f . By Gouëzel [9, (5.7)], we have that

π(Ỹ i, Ỹ i−1) ≤
2f−i−1∑

k=0

π(Ỹin,k, (Ỹ
i−1
n,2k, Ỹ

i−1
n,2k+1)), (5.7)

for 1 ≤ i ≤ f . As in the proof of [9, Lemma 5.4], as a consequence of the

condition (H), the difference between the characteristic functions of Ỹin,k and

(Ỹi−1
n,2k, Ỹ

i−1
n,2k+1) is at most Ce−c′2εn+i for n large enough. Hence, by applying [9,

Lemma 3.5] with N = 2i and T ′ = e2εn/2 we obtain that

π(Ỹin,k, (Ỹ
i−1
n,2k, Ỹ

i−1
n,2k+1))

≤
(k+1)2i−1∑

j=k2i
P(|X̃n,j | ≥ e2εn/2)+ Ce2εn/2+i e−c′2εn+i .

By estimating P(|X̃n,j | ≥ e2εn/2) as in the proof of Lemma 5.4, we conclude that

π(Ỹin,k, (Ỹ
i−1
n,2k, Ỹ

i−1
n,2k+1)) ≤ Ce−2δn , (5.8)

for some δ > 0. The conclusion of the lemma now follows from (5.7) and (5.8)
by summing over i and noting that the process (Ỹ fn,j )0≤j<F coincides with

(R̃n,j )0≤j<F and that (Ỹ 0
n,j )0≤j<F coincides with (Ỹn,j )0≤j<F . ��

Finally, relying on Corollary 5.1 and Lemma 5.5 , the proof of Proposition 5.1 is
completed exactly as in [9]. ��
Second Step We now establish the version of [9, Lemma 5.6]. We first recall the
following result (see [22, Corollary 3] or [9, Proposition 5.5]).

Proposition 5.2 Let Y0, . . . , Yb−1 be independent centered R
d -valued random

vectors. Let q ≥ 2 and set M = (∑b−1
j=0 E|Yj |q

)1/q
. Assume that there exists a

sequence 0 = m0 < m1 < . . . < ms = b such that with ζk = Ymk + . . .+ Ymk+1−1
and Bk = Cov(ζk), for any v ∈ R

d and 0 ≤ k < s we have that

100M2|v|2 ≤ Bkv · v ≤ 100CM2|v|2, (5.9)

whereC ≥ 1 is some constant. Then, there exists a coupling between (Y0, . . . , Yb−1)

and a sequence of independent Gaussian random vectors (S0, . . . , Sb−1) such that
Cov(Sj ) = Cov(Yj ) for each j ∈ N and

P

⎛

⎝ max
0≤i≤b−1

∣
∣
∣
∣
∣
∣

i∑

j=0

Yj − Sj
∣
∣
∣
∣
∣
∣
≥ Mz

⎞

⎠ ≤ C′z−q + exp(−C′z), (5.10)
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for all z ≥ C′ log s. Here, C′ is a positive constant which depends only of C, d
and q .

Lemma 5.6 Suppose that p > 2 + 2/β. Then for any n ∈ N, there exists a
coupling between (Yn,0, . . . , Yn,F (n)−1) and (Sn,0, . . . , Sn,F (n)−1), where the Sn,j ’s
are independent centered Gaussian random variables with V ar(Sn,j ) = V ar(Yn,j ),
such that

∑

n

P

⎛

⎝ max
1≤i≤F(n)

∣
∣
∣
∣
∣
∣

i−1∑

j=0

Yn,j − Sn,j
∣
∣
∣
∣
∣
∣
≥ 2((1−β)/2+(β+1)/p+ε/2)n

⎞

⎠ <∞. (5.11)

Proof of Lemma 5.6 Take q ∈ (2, p). By (5.5), we have that

‖Yn,j‖Lq ≤ C2(1−β)n/2+n/p, (5.12)

where we have used that the right end point of each In,j does not exceed 2n+1 and
that Xn,j and Yn,j are equally distributed. It follows from (5.12) that

M :=
( F−1∑

j=0

‖Yn,j ‖qLq
) 1
q

satisfies

M ≤ C2n/p+βn/q+(1−β)n/2.

Therefore, if q is sufficiently close to p thenM2 is much smaller than 2n, where we
have used that p > 2+ 2/β. On the other hand, by (5.1) we have

V ar(Yn,j ) = V ar(Xn,j ) ≥ u2(1−β)n (5.13)

for some constant u > 0 which does not depend on n and j . Here we have taken
into account that the length of each In,j is of magnitude 2(1−β)n. By (5.13) we have

V ar

( F−1∑

j=0

Yn,j

)

=
F−1∑

j=0

V ar
(
Yn,j

) ≥ c2n, (5.14)

where c > 0 is some constant.
Next, set vj = vn,j = V ar(Yn,j ). Then vj ≤ ‖Yn,j‖2

Lq ≤ M2. Let u1 be the
largest index such that

v0 + . . .+ vu1−1 ≥ 100M2.
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Such index exists since
∑F−1
j=0 vj is much larger than M2 (see (5.14)). Notice now

that

v0 + . . .+ vu1−1 ≤ v0 + . . .+ vu1−2 +M2 ≤ 101M2.

This gives us the first block {Yn,0, . . . , Yn,u1−1} of consecutive Yn,j ’s from the
proof of [9, Lemma 5.6] such that (5.9) holds. We can continue by forming k + 1
consecutive blocks, namely

{Yn,0, . . . , Yn,u1−1}, . . . , {Yn,uk , . . . , Yn,uk+1−1},

where k is the first step in the construction such that

vuk+1 + . . .+ vF < 100M2.

Then, we add Yn,uk+1, . . . , Yn,F to the last block {Yuk , . . . , Yn,uk+1−1} we have
constructed. This means that we can always assume that the sum of the variances of
the random variables Yj = Yn,j along successive blocks is not less than 100M2 and
that it doesn’t exceed 201M2. The statement of the lemma now follows by applying
Proposition 5.2 with z = 2εn/2, taking into account that the number of blocks is
trivially bounded by F = F(n).
Third Step It follows from the previous two steps of the proof that, when p >
2 + 2/β there exists a coupling between (An)n∈I and a sequence (Bn)n∈I of
independent centered normal random variables so that when (n, j) tends to infinity,
we have

∣
∣
∣
∣
∣
∣

∑

�<in,j ,�∈I
(A� − B�)

∣
∣
∣
∣
∣
∣
= o(2(β+ε)n/2 + 2((1−β)/2+(β+1)/p+ε)n),

where in,j denotes the smallest element of In,j . We note that we have also used the
so-called Berkes–Philipp lemma (see [3, Lemma A.1] or [9, Lemma 3.1]).

Fourth Step We now establish the version of [9, Lemma 5.8]. However, before we
do that we need the following result, which is a consequence of [19, Theorem 1]
(see also [21, Corollary B1]).

Lemma 5.7 Let Y1, . . . , Yd be a finite sequence of random variables. Let v > 2 be
finite and assume that there exist constants C1, C2 > 0 such that ‖Yi‖Lv ≤ C1 for
every i ∈ {1, . . . , d}. Moreover, assume that for any a, n ∈ N satisfying a + n ≤ d ,
we have that

‖Sa,n‖Lv ≤ C2
2n

1
2 ,
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where

Sa,n =
a+n∑

i=a+1

Yi.

Then, there exists a constantK > 0 (depending only on C1, C2 and v) such that for
any a and n,

‖Ma,n‖Lv ≤ Kn 1
2 , (5.15)

where

Ma,n = max{|Sa,1|, . . . , |Sa,n|}.

The following is the already announced version of [9, Lemma 5.8].

Lemma 5.8 We have that as (n, j)→∞,

max
m<|In,j |

∣
∣
∣
∣
∣
∣

in,j+m∑

�=in,j
A�

∣
∣
∣
∣
∣
∣
= o(2((1−β)/2+β/p+1/p+ε)n) a.s. (5.16)

Proof of Lemma 5.8 Let q ∈ (2, p). Consider the finite sequence

Yk = Ak/(in,j + |In,j |)1/p, k ∈ In,j .

Then, by (5.2) there exists a constant C1 > 0 which does not depend on n and j
so that ‖Yk‖Lq ≤ C1, for any k ∈ In,j . Moreover, by (5.5), there exists a constant
C2 > 0 which does not depend on n and j so that for any relevant a and b,

∥
∥
∥
∥
∥

a+b∑

k=a+1

Yk

∥
∥
∥
∥
∥
Lq

≤ C2b
1
2 .

Using the same notation as in statement of Lemma 5.7, we observe that it follows
from (5.15) that

‖Mn,b‖Lq ≤ Kb 1
2 ,

for some constant K > 0 (which depends only C1, C2 and q).
In particular, by setting v = (1− β)/2+ β/p + ε/2, we have that

P(Min,j ,|In,j | ≥ 2vn) ≤ ‖Min,j ,|In,j |‖qLq /2vnq ≤ K|In,j |q/2/2vnq.
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Moreover, observe that

∑

n,j

|In,j |q/2/2vnq ≤
∑

n

2βn2(1−β)nq/2−vnq.

Notice that the above sum is finite if q is sufficiently close to p. Applying the Borel-
Cantelli lemma yields that, as (n, j)→∞,

max
m<|In,j |

∣
∣
∣
∣
∣
∣

in,j+m∑

�=in,j
Y�

∣
∣
∣
∣
∣
∣
= o(2((1−β)/2+β/p+ε)n),

which implies that (5.16) holds (since the right end point of In,j does not exceed
2n+1).

Fifth Step By combining the last two steps, we derive that when k tends to infinity,

∣
∣
∣
∣
∣
∣

∑

�<k, �∈I
(A� − B�)

∣
∣
∣
∣
∣
∣
= o(k(β+ε)/2 + k(1−β)/2+(β+1)/p+ε)

assuming that p > 2+ 2/β.

Sixth Step Fix some n and consider the finite sequence Yi = Ai/n
1/p where

i ∈ {1, . . . , n}. It follows from our assumptions that (Yi)i satisfies property (H)
(with constants that do not depend on n). Applying [9, Lemma 5.9] with the finite
sequence (Yi) (instead of Ai there), we see that for any α > 0, there exists C = Cα
(which does not depend on n) such that for any interval J ⊂ [1, n] we have

n−2/p
E

∣
∣
∣
∣
∣
∣

∑

�∈J∩J
Ai

∣
∣
∣
∣
∣
∣

2

= E

∣
∣
∣
∣
∣
∣

∑

�∈J∩J
Yi

∣
∣
∣
∣
∣
∣

2

≤ C|J ∩J|1+α. (5.17)

We recall the following version of the Gal-Koksma law of large numbers, which is
a direct consequence of [19, Theorem 3] together with some routine estimates (as
those given in the proof of [19, Theorem 6]). We also note that the lemma can be
proved by an easy adaptation of the arguments in the proof of [20, Theorem A1].

Lemma 5.9 Let Y1, Y2, . . . be a sequence of random variables such that with some
constants σ ≥ 1, C > 0, p > 1 and for any m,n ∈ N we have that

∥
∥
∥
∥
∥
∥

m+n∑

j=m+1

Yj

∥
∥
∥
∥
∥
∥

2

L2

≤ C((n+m)σ −mσ ) · (n+m) 2
p .
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Then, for any δ > 0 we have that P-a.s. as n→∞,

n∑

j=1

Yj = o(nσ/2+1/p ln3/2+δ n).

Relying on (5.17) and Lemma 5.9, one can now repeat the arguments appearing
after the statement of [9, Lemma 5.9] with the finite sequence

(
Ai/k

p
)

1≤i≤k
(instead of (Ai)i ), and conclude that

∑

�<k, �∈J
A�/k

1
p = o(kβ/2+ε).

Finalizing the Proof Combining the estimates from the previous steps we get a
coupling of (A�) with independent centered normal random variables (B�) such
that

∣
∣
∣
∣
∣

∑

�<k

(Ak − Bk)
∣
∣
∣
∣
∣
= o(kβ/2+ε+ 1

p + k(1−β)/2+(β+1)/p+ε), a.s.

Taking β = p/(2p − 2), we obtain (5.3). Observe that for this choice of β we have
p > 2+2/β since p ≥ 6. When 4 < p < 6 we can make a different choice of β and
obtain a slightly less attractive rate. To complete the proof of Theorem 5.1, it remains
to estimate the variance of the approximating Gaussian Gn =∑n

j=1 Bj . Firstly, by

applying [7, Proposition 9] with the finite sequence
(
Ai/2(n+1)/p

)
1≤i≤2n+1 replacing

(Ai)i , we obtain that

∥
∥
∥

∑

(n′,j ′)≺(n,j)
Xn′,j ′ − Yn′,j ′

∥
∥
∥
L2
≤ C2βn/2+n/p,

where (Yn′,j ′) are given by Proposition 5.1. Since Yn′,j ′ and Sn′,j ′ have the same
variances, we conclude that

∣
∣
∣
∣
∣
∣

∥
∥
∥

∑

(n′,j ′)≺(n,j)
Xn′,j ′

∥
∥
∥
L2
−
∥
∥
∥

∑

(n′,j ′)≺(n,j)
Sn′,j ′

∥
∥
∥
L2

∣
∣
∣
∣
∣
∣
≤ C2βn/2+n/p. (5.18)

Take n ∈ N, and let Nn be such that 2Nn ≤ n < 2Nn+1. Furthermore, let jn be the
largest index such that the left end point of INn,jn is smaller than n. In the case when
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n ∈ INn,jn we have

n∑

i=1

Ai −
∑

(n′,j ′)≺(Nn,jn)
Xn′,j ′ =

∑

(n′,j ′)≺(Nn,jn)

∑

i∈Jn′,j ′
Ai +

∑

i∈JNn,jn
Ai

+
n∑

i=iNn,jn
Ai

=
∑

i≤n,i∈J
Ai +

n∑

i=iNn,jn
Ai

=: I1 + I2.

Recall next that by Gouëzel [9, (5.1)] the cardinality of J ∩ [1, 2Nn+1] does not
exceed C2ε(Nn+1)2βNn(εNn + 2), which for our specific choice of Nn is at most
Cnβ+3ε/2 (whereC denotes a generic constant independent of n). Using (5.17) with
a sufficiently small α we derive that

‖I1‖L2 ≤ Cn1/p+β/2+ε.

On the other hand, applying (5.5) we obtain that

‖I2‖L2 ≤ C|INn,jn |
1
2 2Nn/p

≤ C2Nn(1−β)/2+Nn/p ≤ Cn(1−β)/2+1/p ≤ Cnβ/2+1/p

where we have used that for our specific choice of β we have (1 − β)/2 = β/2 −
β/p < β/2. We conclude that there exists a constant C′ > 0 so that for any n ≥ 1,

∥
∥
∥
∥
∥
∥

n∑

j=1

Aj −
∑

(n′,j ′)≺(Nn,jn)
Xn′,j ′

∥
∥
∥
∥
∥
∥
L2

≤ C′nβ/2+ε+1/p.

The proof of (5.4) in the case when n ∈ INn,jn is completed now using (5.18). The
case when n �∈ INn,jn is treated similarly. We first write

n∑

i=1

Ai −
∑

(n′,j ′)≺(Nn,jn)
Xn′,j ′ =

∑

j∈J,j≤n
Ai +XNn,jn := I1 + I2.

Then the L2-norms of I1 and I2 are bounded exactly as in the case when n ∈ INn,jn ,
and the proof of (5.4) is complete. Finally, the last conclusion in the statement of
the theorem follows directly from (5.3), (5.4) together with [11, Theorem 3.2A],
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[3, Lemma A.1] (seel also [9, Lemma 3.1]) and the so-called Strassen–Dudley
theorem [2, Theorem 6.9] (see also [9, Theorem 3.4]).

5.4 Main Result

The goal of this section is to establish the quenched almost sure invariance principle
for random distance expanding maps satisfying suitable conditions. This is done by
applying Theorem 5.1.

Without any loss of generality, we can suppose that our observable ψ : E → R

is fiberwise centered, i.e. that
∫
Eω ψω dμω = 0 for P-a.e. ω ∈ �. Indeed, otherwise

we can simply replace ψ with ψ̃ given by

ψ̃ω = ψω −
∫

Eω
ψω dμω, ω ∈ �.

In what follows, Eω(ϕ) will denote the expectation of a measurable ϕ : Eω →
R with respect to μω. The proof of the following result can be obtained by
repeating the arguments from [6, Lemma 12.] and [6, Proposition 3.] (see also [13,
Theorem 2.3.])

Proposition 5.3 We have the following:

1. there exists �2 ≥ 0 such that

lim
n→∞

1

n
Eω

( n−1∑

k=0

ψσkω ◦ f kω
)2

= �2, for P-a.e. ω ∈ �; (5.1)

2. �2 = 0 if and only if there exists ϕ ∈ L2
μ(E) such that

ψ = ϕ − ϕ ◦ F.

From now on we shall assume that �2 > 0. For any integer L ≥ 1 consider the set

AL =
{

ω ∈ � : 1

n
Eω

( n−1∑

k=0

ψσkω ◦ f kω
)2

≥ 1

2
�2, ∀n ≥ L

}

.

Then AL ⊂ AL′ if L ≤ L′ and the union of the AL’s has probability 1. Due to
measurability ofQω,C(ω), K(ω), and ω �→ hω, for any C0 > 0 and L ∈ N the set

E := {ω ∈ � : max{C(ω),K(ω), ‖hω‖∞, ‖1/hω‖α,ξ , 1/Qω} ≤ C0} ∩ AL
(5.2)
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is measurable, and when C0 and L are sufficiently large we have that P(E) > 0. Fix
some large enough C0 and L, and for ω ∈ �, let

m1(ω) := inf{n ∈ N : σnω ∈ E}.

For k > 1 we inductively define

mk(ω) := inf{n > mk−1(ω) : σnω ∈ E}.

Due to ergodicity of P, we have that mk(ω) is well-defined for P-a.e. ω ∈ � and
every k ∈ N. Let us consider the associated induced system (E,FE,PE, ι), where
FE = {A ∩ E : A ∈ F}, PE(A) = P(A)

P(E)
, A ∈ FE and ι(ω) = σm1(ω)ω for ω ∈ E.

We recall that PE is invariant for ι and in fact ergodic.
It follows from Birkhoff’s ergodic theorem that

lim
n→∞

kn(ω)

n
= P(E) for P-a.e. ω ∈ �, (5.3)

where

kn(ω) := max{k ∈ N : mk(ω) ≤ n}.

Moreover, Kac’s lemma implies that

lim
n→∞

mn(ω)

n
= 1

P(E)
, for P-a.e. ω ∈ �.

By combining the last two equalities, we conclude that

lim
n→∞

mkn(ω)(ω)

n
= 1, for P-a.e. ω ∈ �.

For P a.e. ω ∈ �, set

#ω :=
m1(ω)−1∑

j=0

ψσjω ◦ f jω .

We assume that there exists p ≥ 6, so that

the map ω �→ A(ω) := ‖#ω‖∞ belongs to Lp(�,F,P). (5.4)

Finally, let Lω := Lm1(ω)
ω and Fω := f m1(ω)

ω , for ω ∈ �.
We are now in a position to state the main result of our paper (recall our

assumption that �2 > 0).



5 Almost Sure Invariance Principle for Random Distance Expanding Maps 199

Theorem 5.2 For P-a.e. ω ∈ � and arbitrary δ > 0, there exists a coupling
between (ψσ iω ◦ f iω)i , considered as a sequence of random variables on (Eω,μω),
and a sequence (Zk)k of independent centered (i.e. of zero mean) Gaussian random
variables such that

∣
∣
∣
∣

n∑

i=1

ψσiω ◦ f iω −
n∑

i=1

Zi

∣
∣
∣
∣ = o(nap+δ), a.s., (5.5)

where

ap = p

4(p − 1)
+ 1

p
.

Moreover, there exists C = C(ω) > 0 so that for any n ≥ 1,

∥
∥
∥

n∑

i=1

ψσiω ◦ f iω
∥
∥
∥
L2
− Cnap+δ ≤

∥
∥
∥

n∑

i=1

Zi

∥
∥
∥
L2
≤
∥
∥
∥

n∑

i=1

ψσiω ◦ f iω
∥
∥
∥
L2
+ Cnap+δ.

(5.6)
Finally, there exists a coupling between (ψσ iω ◦ f iω)i and a standard Brownian
motion (Wt )t≥0 such that

∣
∣
∣
∣
∣

n∑

i=1

ψσiω ◦ f iω −Wσ 2
ω,n

∣
∣
∣
∣
∣
= o(n 1

2 ap+ 1
4+δ) a.s.,

where

σω,n =
∥
∥
∥

n∑

i=1

ψσiω ◦ f iω
∥
∥
∥
L2
.

Remark 5.2 Observe that ap → 1
4 as p → ∞. We note that our proof also yields

convergence rate when 4 < p < 6, which has a slightly less attractive form in

terms of p. In addition, we emphasize that
∥
∥
∥
∑n
i=1 Zi

∥
∥
∥
L2

depends on ω but that it is

asymptotically deterministic. More precisely, it follows from (5.1) and (5.6) that

lim
n→∞

∥
∥
∥
∑n
i=1 Zi

∥
∥
∥

2

L2

n�2
= 1.

Proof of Theorem 5.2 Our strategy proceeds as follows. Firstly, we will apply
Theorem 5.1 to establish the invariance principle for the induced system. Secondly,
we extend the invariance principle to our original system. Throughout the proof,
C > 0 will denote a generic constant independent on ω and other parameters
involved in the estimates.
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Forω ∈ E (recall thatE is given by (5.2)), setAn = #ιnω◦Fnω , n ∈ N. Obviously,
An depends also on ω but in order to make the notation as simple as possible, we do
not make this dependence explicit.

Observe that it follows from (5.4) and Birkhoff’s ergodic theorem that there
exists a random variable R : E→ (0,∞) such that:

‖An‖Lp ≤ R(ω)n1/p for P-a.e. ω ∈ E and n ∈ N. (5.7)

It follows easily from (5.2) and (5.1) that for any k ∈ N, n ≥ L and ω ∈ E,

1

n
V ar

( n−1∑

j=0

Aj+k
)

≥ 1

2
�2, (5.8)

where we have used that mn(ιk(ω)) ≥ n. We conclude from (5.7) and (5.8) that the
processes (An)n∈N satisfies (5.2) and (5.1), respectively.

Hence, in order to apply Theorem 5.1, we need to show that (An)n∈N satisfies
property (H) and, in addition, that for any n < m the finite sequence (Ai/(n +
m)1/p)n+1≤i≤n+m also satisfies (H) (with uniform constants). In fact, we will prove
the following: the process (anAn)n∈N satisfies (H) for any sequence (an)n∈N ⊂
(0, 1] (and with uniform constants). Let us begin by introducing some auxiliary
notations. For P a.e. ω ∈ � and z ∈ C, let

L̂zωg := L̂ω(gezψω) = Lω(gezψωhω)/hσω, for g ∈ Hα,ξω .

Furthermore, for z ∈ C and n ∈ N, set

L̂z,nω := L̂zσn−1ω ◦ . . . ◦ L̂
z

ω.

It is easy to verify that

L̂z,nω g = Lnω(gezS
ω
n ψhω)/hσnω = Lz,nω (ghω)/hσnω.

Finally, for ω ∈ �, n ∈ N and t = (t0, t1, . . . , tn−1) ∈ R
n, let

Lt,nω = L̂itn−1,mn(ω)−mn−1(ω)

ιn−1ω ◦ . . . ◦ L̂it1,m2(ω)−m1(ω)

ιω ◦ L̂it0,m1(ω)

ω .

Observe that

Lt,nω g = (Litn−1,mn(ω)−mn−1(ω)

ιn−1ω
◦ . . . ◦Lit1,m2(ω)−m1(ω)

ιω ◦Lit0,m1(ω)
ω )(ghω)/hιnω,
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for any g ∈ Hα,ξω . It follows from (5.6), (5.2) and the above formula that for n ∈ N

and t ∈ [−1, 1]n, we have that

‖Lt,nω ‖α,ξ ≤ C. (5.9)

For ω ∈ � and g ∈ Hα,ξω , set

�ωg :=
(∫

Eω
g dμω

)

1

where 1 denotes the function which takes the constant value 1, regardless of the

space on which it is defined. Since L0,k
ω = L̂mk(ω)ω and mk(ω) ≥ k, it follows from

Lemma 5.3 and (5.2) that

‖(L0,k
ω −�ω)g‖∞ ≤ Ce−λk‖g‖α,ξ , (5.10)

for ω ∈ E, g ∈ Hα,ξω and k ∈ N.
Take now n,m, k ∈ N, b1 < b2 < . . . < bn+m+k and t1, . . . , tn+m ∈ R with

|tj | ≤ 1. We have that

Eμω

(
e
i
∑n
j=1 tj (

∑bj+1−1

�=bj B�)+i∑n+m
j=n+1 tj (

∑bj+1+k−1

�=bj+k B�))

= Eμ
ι
bn+m+1+kω

(
L
t,bn+m+1−bn+1

ιbn+1+kω L
0,k
ιbn+1ω

L
s,bn+1−b1

ιb1ω
1
)
,

where Bn = anAn,

s = (ab1 t1, . . . , ab2−1t1, ab2 t2, . . . , ab3−1t2, . . . , abntn, . . . , abn+1−1tn),

and

t = (abn+1+ktn+1, . . . , abn+2+k−1tn+1, . . . , abn+m+ktn+m, . . . , abn+m+1+k−1tn+m).

Consequently,

Eμω

(
e
i
∑n
j=1 tj (

∑bj+1−1

�=bj B�)+i∑n+m
j=n+1 tj (

∑bj+1+k−1

�=bj+k B�))

= Eμ
ι
bn+m+1+kω

(L
t,bn+m+1−bn+1

ιbn+1+kω
(
L

0,k
ιbn+1ω

−�
ιbn+1ω

)L
s,bn+1−b1

ιb1ω
1
)

+ Eμ
ι
bn+m+1+kω

(
L
t,bn+m+1−bn+1

ιbn+1+kω �
ιbn+1ω

L
s,bn+1−b1

ιb1ω
1
)

=: I1 + I2.
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We claim next that

|I1| ≤ Ce−λk. (5.11)

Indeed, set

A := Lt,bn+m+1−bn+1

ιbn+1+kω , B := L0,k
ιbn+1ω

−�
ιbn+1ω

and g := Ls,bn+1−b1

ιb1ω
1.

Then,

‖A‖∞ := sup
f :‖f ‖∞=1

‖Af ‖∞ ≤ ‖L0,bn+m+1−bn+1

ιbn+1+kω 1‖∞ = ‖1‖∞ = 1,

and therefore

|I1| ≤ ‖A(Bg)‖∞ ≤ ‖A‖∞ · ‖Bg‖∞ ≤ ‖Bg‖∞.

Applying (5.9) we have

‖g‖α,ξ ≤ C,

and thus it follows from (5.10) that

|I1| ≤ ‖Bg‖∞ ≤ Ce−λk.

We conclude that (5.11) holds.
On the other hand,

I2 = Eω

(
e
i
∑n
j=1 tj (

∑bj+1−1

�=bj B�)) · Eω
(
e
i
∑n+m
j=n+1 tj (

∑bj+1+k−1

�=bj+k B�))
.

We conclude that the process (Bn)n∈N satisfies property (H) with constants that
do not depend on the sequence (al). Thus, Theorem 5.1 yields the almost sure
invariance principle for the process (#ιnω ◦ Fnω)n∈N.

It remains to observe that the conclusion of Theorem 5.2 now follows from the
Berkes–Philipp lemma (see [3, Lemma A.1] or [9, Lemma 3.1]) and the following
lemma which together with (5.3), ensures that (5.6) holds true.

Lemma 5.10 There exists a random variable U : �→ (0,∞) such that

∥
∥
∥
∥

n−1∑

j=0

ψσjω ◦ f jω −
kn(ω)−1∑

j=0

#ιjω ◦ Fjω
∥
∥
∥
∥∞

≤ U(ω)n1/p,

for P-a.e. ω ∈ � and n ∈ N. ��
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Proof of the Lemma If n = mkn(ω)(ω) then there is nothing to prove, and so we
assume that mkn(ω)(ω) < n. Observe that

n−1∑

j=0

ψσjω ◦ f jω −
kn(ω)−1∑

j=0

#ιjω ◦ Fjω =
n−1∑

j=mkn(ω)(ω)
ψσjω ◦ f jω

=
mkn(ω)+1(ω)−1∑

j=mkn(ω)(ω)
ψσjω ◦ f jω −

mkn(ω)+1(ω)−1∑

j=n
ψσjω ◦ f jω

= #σkn(ω)ω ◦ f kn(ω)ω − #σnω ◦ f nω
and thus

∥
∥
∥
∥

n−1∑

j=0

ψσjω ◦ f jω −
kn(ω)−1∑

j=0

#ιjω ◦ Fjω
∥
∥
∥
∥∞

≤ ‖#σkn(ω)ω‖∞ + ‖#σnω‖∞,

where we have used that σjω /∈ E when mkn(ω)(ω) < j < mkn(ω)+1(ω). Hence,
the conclusion of the lemma follows directly from Birkhoff’s ergodic theorem, (5.3)
and (5.4). ��
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Chapter 6
Limit Theorem for Reflected Random
Walks

Hoang-Long Ngo and Marc Peigné

Abstract Let ξn, n ∈ N be a sequence of i.i.d. random variables with values
in Z. The associated random walk on Z is S(n) = ξ1 + · · · + ξn+1 and the
corresponding “reflected walk” on N0 is the Markov chain X = (X(n))n≥0 given
by X(0) = x ∈ N0 and X(n + 1) = |X(n) + ξn+1| for n ≥ 0. It is well
know that the reflected walk (X(n))n≥0 is null-recurrent when the ξn are square
integrable and centered. In this paper, we prove that the process (X(n))n≥0, properly
rescaled, converges in distribution towards the reflected Brownian motion on R

+,
when E[ξ2

n ] < +∞,E[(ξ−n )3] < +∞ and the ξn are aperiodic and centered.

6.1 Introduction and Notations

Let (ξn)n≥1 be a sequence of Z-valued, independent and identically distributed
random variables, with common law μ defined on a probability space (�,F,P).
We denote S = (S(n))n≥0 the classical random walks with steps ξk defined by
S(0) = 0 and S(n) = ξ1 + . . .+ ξn for any n ≥ 1.

Throughout this paper, we denote N0 the set of non-negative integers and we
consider the reflected random walk (X(n))n≥0 on N0 defined by

X(n+ 1) = |X(n)+ ξn+1|, for n ≥ 0,

where X(0) is a N0-valued random variables. When X(0) = xP-a.s., with x ∈ N0,
the process (X(n))n≥0 is also denoted by (Xx(n))n≥0. It evolves as the random walk
x + S(n) as long as it stays non negative. When x + S(n) enters the set of negative
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integers, the sign of its value is changed; the same construction thus applies starting
from |x + S(n)|, . . . and so on.

The process (Xx(n))n≥0 is a Markov chain on N0 starting from x. Several papers
describing its stochastic behavior have been published; we refer to [17] where the
recurrence of the reflected random walk is studied under some conditions which are
nearly to be optimal. The reader may find also several references therein.

Firstly, (Xx(n))n≥0 has some similarities with the classical random walk on R;
for instance, a strong law of large numbers holds, namely

lim
n→+∞

Xx(n)

n
= 0 P-a.s.

when E[|ξn|] < +∞ and E[ξn ] = 0 (see Lemma 6.3.1 in section 3). Nevertheless,
in contrast to what holds for the classical random walk on R, this does not yield
to the recurrence of (Xx(n))n≥0. In [17], it is proved that the process (Xx(n))n≥0
is null-recurrent when E[|ξn|3/2] < +∞ and E[ξn] = 0 and that (Xx(n))n≥0 may
be transient when E[|ξn|3/2] = +∞, even if E[|ξn|3/2−ε] < +∞ for any ε > 0.
The reader can find in [12] a necessary and sufficient condition for the recurrence of
(Xx(n))n≥0 (see Theorem 4.6) but this condition cannot be reduced to the existence
of some moments.

Once the strong law of large number holds, it is natural to study the oscillations
of the process around its expectation. Let us state our result.

Theorem 6.1.1 Let (ξn)n≥1 be a sequence of Z-valued i.i.d. random variables such
that

A1. E[ξ2
n ] = σ 2 < +∞ and E[(ξ−n )3] < +∞;1

A2. E[ξn] = 0;
A3. The distribution of the ξn is strongly aperiodic, i.e. the support of the

distribution of ξn is not included in the coset of a proper subgroup of Z.

Let (X(t))t≥0 be the continuous time process constructed from the sequence
(X(n))n≥0 by linear interpolation between the values at integer points. Then, as
n→+∞, the sequence of stochastic processes (Xn(t))n≥1, defined by

Xn(t) := 1

σ
√
n
X(nt), n ≥ 1, 0 ≤ t ≤ 1,

weakly converges in the space of continuous functions on [0, 1] to the absolute value
(|B(t)|)t≥0 of the Brownian motion on R.

Let us insist on the fact thatXx(n) coincides with x+S(n) as long as it stays non-
negative, but after it may differ drastically. The sequence of successive reflection
times of (Xx(n))n≥0 introduces some strong inhomogeneity on time and makes it

1ξ−n = max(0,−ξn) denotes the negative part of ξn.
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necessary to adopt a totally different approach to prove an invariance principle as
stated above.

A model which is quite similar to (Xn(x))n≥0 is the queuing process
(Wx(n))n≥0, also called the Lindley process, corresponding to the waiting times in
a single server queue. We think to (Wx(n))n≥0 as an absorbing random walk on N0;
as Wx(n), it evolves as the random walk x + S(n) as long as it stays non-negative
and, when it attempts to cross 0 and become negative, the new value is reset to 0
before continuing. We refer to [15] for precise descriptions and variations on this
process and follow the same strategy to obtain the invariance principle.

The excursions of (Wx(n))n≥0 and (Xx(n))n≥0 between two consecutively times
of absorption-reflection coincide with some parts of the trajectory of (S(n))n≥0, up
to a translation; thus, their study is related to the fluctuations of (S(n))n≥0. Hence,
as in [15], we introduce the sequence of strictly descending ladder epochs (�l)l≥0 of
the random walk (S(n))n≥0 defined inductively by �0 = 0 and, for any l ≥ 1,

�l+1 := min{n > �l | S(n) < S(�l)}.

When E[|ξn|] < +∞ and E[ξn] = 0, the random variables �1, �2 − �1, �3 − �2, . . .

are P-a.s. finite and i.i.d. and the same property holds for the random variables
S(�1), S(�2)− S(�1), S(�3)− S(�2), . . .. In other words, the processes (�l)l≥0 and
(S(�l))l≥0 are random walks on N0 and Z with respective distribution L(�1) and
L(S(�1)).

Let us briefly point out the main difference between (Wx(n))n≥0 and (X(n))n≥0.
At an absorption time, the value of the processWx(n) is reset to 0 before continuing
as a classical random walk for a while: there is a total loss of memory of the past
after each absorption. Rather, at a reflection time, the process Xx(n) equals the
absolute value of x + S(n). This value is the “new” starting point of the process,
for a while, and has a great influence on the next reflection time; in other words,
the process always captures some memory of the past at any time of reflection.
This phenomenon has to be taken into account and requires a precise study of
the sub-process (X(rk))k≥0 of (X(n))n≥0 corresponding to these successive times
(rk)k≥0 of reflection; our strategy consists in studying the spectrum of the transition
probabilities matrix R of (X(rk))k≥0, acting on some Banach space B = Bα of
functions from N0 to C with growth less than xα at infinity, for some α > 0 to
be fixed. In particular, in order to apply recent results on renewal sequences [9],
we need precise estimates on the tail of distribution of the reflection times; this is
the main reason of the restrictive assumption E[(ξ−n )3] < +∞ instead of moment
of order 2, as we could expect. More precisely, throughout the paper, we need the
following properties to be satisfied:

(i) The operator R acts on Bα.
This holds when E[|S(�1)|1+α] < +∞ and yields to the condition
E[(ξ−n )2+α] < +∞ (see Proposition 6.1).

(ii) The function N0 → N0, x �→ x, belongs to Bα ; this imposes the condition
α ≥ 1 (see Proposition 6.2).
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Eventually, we fix α = 1 from Sect. 6.1.1 on.

Notations Throughout the text, we use the following notations. Let u = (un)n≥0
and v = (vn)n≥0 be two sequences of positive reals; we write

• u
c� v (or simply u � v) when un ≤ cvn for some constant c > 0 and n large

enough;
• un ∼ vn when limn→+∞ un

vn
= 1.

• un ≈ vn when limn→+∞(un − vn) = 0.

6.2 Fluctuations of Random Walks and Auxiliary Estimates

6.2.1 On the Fluctuation of Random Walks

Let h be the Green function of the random walk (S(�l))l≥6, called sometimes the
“descending renewal function” of S, defined by

h(x) =

⎧
⎪⎪⎨

⎪⎪⎩

+∞∑

l=0

P[S(�l) ≥ −x] if x ≥ 0,

0 otherwise.

The function h is harmonic for the random walk (S(n))n≥0 killed when it reaches
the negative half line (−∞; 0]; namely, for any x ≥ 0,

E[h(x + ξ1); x + ξ1 > 0] = h(x).

This holds for any oscillating random walk, possible without finite second moment.
Similarly, we denote h̃ the ascending renewal function of the random walk

(S(n))n≥0 (i.e. the descending renewal function of (−S(n))n≥0).
Both functions h and h̃ are increasing, h(0) = h̃(0) = 1 and h(x) =

O(x), h̃(x) = O(x) as x →+∞ (see [1], p. 648 and [2]).
We have also to take into account the fact that the random walk S does not always

start from the origin; hence, for any x ≥ 0, we set τS(x) := inf{n ≥ 1 : x + S(n) <
0}; it holds

[τS(x) > n] = [Ln ≥ −x],

where Ln = min(S(1), . . . , S(n)). The following result is a combination of
Theorem 2 and Proposition 11 in [7] and Theorem A in [13] (see also Theorems
II.6 and II.7 in [14]).
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Lemma 6.2.1 For any x ≥ 0,

1.

P[τS(x) > n] ∼ c1
h(x)√
n

as n→+∞,

where c1 = E[−S�1]
σ
√

2π
. Moreover, there exists a constantC1 > 0 such that for any

x ≥ 0 and n ≥ 1,

P[τS(x) > n] ≤ C1
h(x)√
n
.

2. For any x, y ≥ 0,

P[τS(x) > n, x + S(n) = y] ∼ 1

σ
√

2π

h(x)h̃(y)

n3/2 as n→+∞,

and there exists a constant C2 > 0 such that, for any x, y ≥ 0 and n ≥ 1,

P[τS(x) > n, x + S(n) = y] ≤ C2
h(x)h̃(y)

n3/2 .

These assertions yield a precise estimate of the probability P[τS(x) = n] itself, and
not only the tail of the distribution of τS . As a direct consequence, the sequence
of descending ladder epochs (�l)l≥1 of the random walk (S(n))n≥0 satisfies some
renewal theorem [7]. Let us state these two consequences which enlighten the next
section where similar statements concerning the successive epochs of reflections of
the reflected random are proved.

Corollary 6.2.1 For any x ≥ 0,

P[τS(x) = n] ∼ c1

2
h(x)

1

n3/2 as n→+∞,

and there exists a constant C3 > 0 such that, for any x ≥ 0 and n ≥ 1,

P[τS(x) = n] ≤ C3
h(x)

n3/2 .

Furthermore,

+∞∑

l=0

P[�l = n] ∼ 1

c1π

1√
n

as n→ +∞.
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6.2.2 Conditional Limit Theorems

The following statement corresponds to Lemma 2.3 in [1]; the symbol “⇒” means
“weak convergence”.

Lemma 6.2.2 Assume E(ξ2
i ) < +∞ and E(ξi) = 0. Then, for any x ≥ 0,

L
((S([nt])

σ
√
n

)

0≤t≤1
|min{S(1), . . . , S(n)} ≥ −x

)

⇒ L(L+) as n→ +∞,

where L+ is the Brownian meander.
In particular, for any bounded and Lipschitz continuous function φ : R→ R,

lim
n→+∞E

[

φ

(
x + S(n)
σ
√
n

) ∣
∣
∣τS(x) > n

]

=
∫ +∞

0
φ(z)ze−z2/2dz.

This Lemma is useful in the sequel to control the fluctuations of the excursions
of the process (X(n))n≥0 between two successive times of reflection. In order
to control also the higher dimensional distributions of these excursions, we need
some invariance principle for random walk bridges conditioned to stay positive.
The following result corresponds in our setting to Corollary 2.5 in [5].

Lemma 6.2.3 For any bounded, Lipschitz continuous function φ : R → R, any
x, y ≥ 0, and any t > s > 0,

lim
n→+∞E

[

φ

(
x + S([ns])
σ
√
n

) ∣
∣
∣τS(x) > [nt], x + S([nt]) = y

]

=
∫ +∞

0
2φ(u

√
s) exp

(

− u2

2 s
t
t−s
t

)
u2

√
2π s

3

t3
(t−s)3
t3

du.

6.3 On the Sub-process of Reflections

We present briefly some results from [8] and [17]. The reflected times rn, n ≥ 0, of
the random walk (X(n))n≥0 are defined by: for any x ≥ 0,

r0 = r0(x) = 0 and rn+1 = inf{m > rn | X(rn)+ ξrn+1 + · · · + ξm < 0}.

Notice that these random variables are N0 ∪ {+∞}-valued stopping times with
respect to the filtration (Gn)n≥0.

When E[|ξn|] < +∞ and E[ξn] = 0, the random walk (S(n))n≥0 is oscillating,
hence the rn, n ≥ 0, are all finite P-a.s. and S(n)/n converges P-a.s. towards 0. The
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strong law of large numbers is still true for the reflected random walk (Xx(n))n≥0
on N0 but does not derive directly.

Lemma 6.3.1 If E[|ξn|] < +∞ and E[ξn] = 0, then, for any x ∈ N0,

lim
n→+∞

Xx(n)

n
= 0 P-a.s.

Proof For any n ≥ 1, there exists a (random) integer kn ≥ 1 such that rkn ≤ n <
rkn+1. It holds

Xx(n) = Xx(rkn)+
(
ξrkn+1 + · · · + ξn

) = Xx(rkn)+ S(n) − S(rkn),

so that

0 ≤ X
x(n)

n
= X

x(rkn)

n
+ S(n)

n
− S(rkn)

n
≤ max{|ξ1|, . . . , |ξn|}

n
+ S(n)

n
− S(rkn )

n
.

The first term on the right hand side converges P-a.s. towards 0 since E[|ξn|] <
+∞.

By the strong law of large number, the second term tends P-a.s. to 0.

At last, the same property holds for the last term, since
∣
∣
∣
S(rkn )

n

∣
∣
∣ =

∣
∣
∣
S(rkn )

rkn

∣
∣
∣ ×

rkn

n
≤
∣
∣
∣
S(rkn )

rkn

∣
∣
∣. ��

It follows from Lemma 2.3 in [16] that the sub-process of reflections (X(rk))k≥0 is
a Markov chain on N0 with transition probability R given by: for all x, y ∈ N0,

R(x, y) =
{

0 if y = 0
∑x
w=0 U

∗(−w)μ∗(w − x − y) if y ≥ 1,
(6.3.1)

where μ∗ is the distribution of S(�1) and U∗ =
+∞∑

n=0

(μ∗)$n denotes its potential.

Set C := sup{y ≥ 1 : μ(−y) > 0}. The support ofμ∗ equals Z− = Z∩(−∞, 0)
when C = +∞, otherwise it is {−C, . . . ,−1}; furthermore, U∗(−w) > 0 for any
w ≥ 0. Then,R(x, y) > 0 if and only if y ∈ Sr , where Sr = N0\{0}whenC = +∞
and Sr = {1, . . . , C} otherwise. Consequently, the set Sr is the unique irreducible
and ergodic class of the Markov chain (X(rk))k≥0 and this chain is aperiodic on Sr .

The measure ν on N0 defined by

ν(x) =
+∞∑

y=1

(1

2
μ∗(−x)+ μ∗((−x − y,−x))+ 1

2
μ∗(−x − y)

)
μ∗(−y),
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is, up to a multiplicative constant, the unique stationary measure for (X(rk))k≥0; its
support equals Sr (see Theorem 3.6 [16]).

Notice that this measure ν is finite when E[ξn] = 0 and E
[|S(�1)|1/2

]
< +∞

(and in particular when E[ξn] = 0 and E[|ξn|3/2] < +∞ [17]). In this case, we
normalize ν it in such a way it is a probability measure.

6.3.1 On the Spectrum of the Transition Probabilities Matrix R

Let us recall some spectral properties of the matrix R = (R(x, y))x,y∈N0. By
Property 2.3 in [8], the matrix R is quasi-compact on the space L∞(N0) of
bounded functions on N0, with 1 as the unique (and simple) dominant eigenvalue;
in particular, the rest of the spectrum of R is included in a disc with radius < 1.

It is of interest in the next section to let R act on a bigger space than L∞(N0).
For instance, following [8], we may fix K > 1 and consider the Banach space

LK(N0) := {φ : N0 → C : ‖φ‖K := sup
x≥0
|φ(x)|/Kx < +∞}

endowed with the norm ‖ · ‖K . By Property 2.3 in [8], if
∑

x≥0

Kxμ(x) < +∞ then

R acts as a compact operator on LK(N0).
In this article, we only assume that μ has a finite moment of order 2 and its

negative part has moment of order 3. Consequently, we consider a smaller Banach
space Bα adapted to these hypotheses and defined by: for α > 0 fixed,

Bα :=
{
φ : N0 → C : |φ|α := sup

x≥0

|φ(x)|
1+ xα < +∞

}
.

Endowed with the norm | · |α , the space Bα is a Banach space on C.

Proposition 6.1 Fix α > 0 and assume E[ξ2
n ]+E[(ξ−n )2+α] < +∞ andE[ξn] = 0.

Then, the operator R acts on Bα and R(Bα) ⊂ L∞(N0). Furthermore,

1. R is compact on Bα with spectral radius 1;
2. 1 is the unique eigenvalue of R with modulus 1, it is simple with corresponding

eigenspace C1;
3. the rest of the spectrum of R on Bα is included in a disc with radius< 1.

Let � be the projection from Bα onto the eigenspace C1 corresponding to this
spectral decomposition, i.e. such that�R = R� = �. In other words, there exists a
bounded operatorQ on Bα with spectral radius< 1 such that R may be decomposed
as follows:

R = �+ Q, �Q = Q� = 0 with �(·) = ν(·)1.
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In the next section, we require that Bα does contain the descending and ascending
renewal functions h and h̃ of the random walk S. This imposes in particular that α
is greater or equal to 1.

Proof

(1) By (6.3.1), for any φ ∈ Bα and x ≥ 0,

Rφ(x) =
∑

y≥1

x∑

w=0

U∗(−w)μ∗(w − x − y)φ(y)

with U∗(−w) =
+∞∑

n=0

P[S(ln) = −w] = P

[
∪n≥0 [S(ln) = −w]

]
≤ 1.

Therefore,

|Rφ(x)| ≤
∑

y≥1

x∑

w=0

μ∗(w − x − y)|φ(y)|

≤
∑

y≥1

μ∗((−∞,−y))|φ(y)|

≤
⎛

⎝
∑

y≥1

(1+ yα)μ∗((−∞,−y))
⎞

⎠ |φ|α.

By Theorem 1 in [6], the condition E[(ξ−n )2+α] < +∞ implies
E
[|S(�1)|1+α

]
< +∞; hence,

∑

y≥1

(1+ yα)μ∗((−∞,−y)) ≤ E [|S(�1)|]+ E

[
|S(�1)|1+α

]
< +∞.

Consequently,

|Rφ|α ≤ |Rφ|∞ ≤
(
E [|S(�1)|]+ E

[
|S(�1)|1+α

] )
|φ|α (6.3.2)

which proves that R acts on Bα when E[(ξ−n )2+α] < +∞. More precisely, the
operator R is bounded from Bα into L∞(N0) and since the canonical injection
L∞(N0) ↪→ Bα is compact, the operator R is compact on Bα .

Let us now check that R has spectral radius ρα = 1 on Bα. On the one hand,
the equality R1 = 1, with 1 ∈ Bα , yields ρα ≥ 1. On the other hands, R is a
power bounded operator on Bα , which readily implies ρα ≤ 1; indeed, for any
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n ≥ 1,

|Rnφ(x)| ≤
+∞∑

z=0

Rn−1(x, z)|Rφ(z)| ≤ |Rφ|∞
+∞∑

z=0

Rn−1(x, z) = |Rφ|∞,

which yields, combining with (6.3.2),

|Rnφ|α ≤ |Rnφ|∞ ≤
(
E [|S(�1)|]+ E

[
|S(�1)|1+α

] )
|φ|α.

Consequently, denoting ‖Rn‖α the norm of Rn on Bα, it holds

sup
n≥0
‖Rn‖α ≤

(
E [|S(�1)|]+ E

[
|S(�1)|1+α

] )
< +∞.

This achieves the proof of assertion 1.
(2) Let us control the peripherical spectrum of R in Bα . Let θ ∈ R and φ ∈ Bα

such that Rφ = eiθφ.
By (6.3.2), the function Rφ is bounded, so is φ. Furthermore, the operator

R being positive, it holds |φ| ≤ R|φ|. Consequently, the function |φ|∞ − |φ|
is super-harmonic and non-negative, hence constant since the Markov chain
(X(rn))n≥0 is irreducible and recurrent on this set.

Without loss of generality, we may assume |φ| = 1 on Sr , i.e. φ(x) = eiϕ(x)
for any x ∈ Sr , with ϕ : Sr → R. Equality Rφ = eiθφ may be rewritten as: for
any x ∈ Sr ,

∑

y∈Sr
ei(ϕ(y)−ϕ(x))R(x, y) = eiθ .

Recall that R(x, y) > 0 for any x, y ∈ Sr ; thus, by convexity, ei(ϕ(y)−ϕ(x)) =
eiθ for any x, y ∈ Sr . Thus, eiθ = 1 and the function φ is harmonic on Sr , hence
constant. Eventually, the function φ is constant on N0: this is the consequence
of equality Rφ(x) = eiθφ(x) = φ(x), valid for any x ∈ N0, combined with the
facts that R(x, y) > 0 if and only if y ∈ Sr and that φ is constant on Sr .

(3) Assertion 3 is a consequence of assertion 2 and the compactness of R on Bα. ��

6.3.2 A Renewal Limit Theorem for the Times of Reflections

In this section, we prove the analogous of Corollary 6.2.1 for the process (rn)n≥0.
Let us introduce some notations and conventions.

From now on, we focus on the process (X(n))n≥0 and denote

((N0)⊗N, (P(N0))⊗N, (X(n))n≥0, (Px)x∈N0, θ)
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the canonical space associated to this process, that is the space of trajectories of
the Markov chain (X(n))n≥0. In particular, Px, x ∈ N0, denotes the conditional
probability with respect to the event [X(0) = x] and Ex the corresponding
conditional expectation. The operator θ is the classical shift transformation defined
by: for any (xk)k≥0 ∈ (N0)⊗N,

θ((xk)k≥0) = ((xk+1)k≥0.

For n ≥ 1 and x, y ≥ 0, set

Rn(x, y) := Px[r1 = n,X(n) = y],

and

�n(x, y) :=
+∞∑

k=1

Px[rk = n,X(n) = y].

We are interested in the behavior as n→ +∞ of these quantities. It has been already
studied in [15] (see Lemma 7) for the Lindley process. For the reflected random
walk, the argument is more complicated since the position at time rk may vary, so
that the excursions of the random walk (X(n))n≥0 between two successive reflection
times are not independent. This explain why we focus here on the reflection process
and it is of interest to express quantitiesRn(x, y) and�n(x, y) in terms of operators
and product of operators related to this sub-process.

We consider the linear operators Rn : L∞(N0) → L∞(N0), n ≥ 0, defined by:
for any φ ∈ L∞(N0) and x ≥ 0,

Rnφ(x) =
∑

y≥1

Rn(x, y)φ(y) = Ex [r1 = n;φ(X(n))].

In particular, Rn(x, y) = Rn1{y}(x). The quantity �n(x, y) is also expressed in
terms of the Rk as follows:

�n(x, y) =
+∞∑

k=1

Px[rk = n,X(n) = y]

=
+∞∑

k=1

∑

j1+···+jk=n
Px[r1 = j1, r2 − r1 = j2, . . . , rk − rk−1 = jk,X(n) = y]

=
+∞∑

k=1

∑

j1+···+jk=n
Rj1 . . . Rjk1{y}(x) (6.3.3)

Firstly, let us check that the Rn act on Bα .
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Lemma 6.3.2 There exists a positive constant C4 such that, for any n ≥ 1 and
α > 0,

|Rn|α ≤ C4
E
[
(ξ−n )2+α

]

n3/2 .

Proof For any φ ∈ Bα and x ≥ 0,

|Rnφ(x)| ≤
∑

y≥1

|φ(y)|Px[r1 = n,X(n) = y]

=
∑

y≥1

∑

z≥0

|φ(y)|P[τS(x) ≥ n− 1, x + S(n − 1) = z, z+ ξn = −y]

=
∑

y≥1

∑

z≥0

|φ(y)|P[τS(x) ≥ n− 1, x + S(n − 1) = z]P[ξn = −y − z].

Hence, by Lemma 6.2.1,

|Rnφ(x)|
1+ xα � 1

n3/2

∑

y≥1

∑

z≥0

|φ(y)| h(x)
1+ xα h̃(z)P[ξ1 = −y − z].

Since h(x) = O(x) and h̃(z) = O(z),
|Rnφ(x)|
1+ xα � |φ|α

n3/2

∑

y≥1

∑

z≥0

(1+ yα)h̃(z)P[ξ1 = −y − z]

� |φ|α
n3/2

∑

y≥1

∑

z≥0

(1+ yα)zP[ξ1 = −y − z]

= |φ|α
n3/2

∑

t≥1

t∑

y=1

(1+ yα)(t − y)P[ξ1 = −t]

� |φ|α
n3/2

∑

t≥1

t2+αP[ξ1 = −t],

which achieves the proof. ��
Hence,

∑

n≥1

|Rn|α < +∞; in particular, the sequence (
∑N
n=1 Rn)N≥1 converges in

Bα . Note that its limit equals R in Bα ; indeed,

∑

n≥1

Rnφ(x) =
∑

n≥1

Ex [φ(X(n)), r1 = n] = Ex[φ(X(r1))] = Rφ(x).
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We can write R =∑
n≥1Rn and, for any z ∈ D := {z ∈ C : |z| ≤ 1}, we set

R(z) =
∑

n≥1

znRn.

Proposition 6.2 Fix α > 0 and assume E[ξ2
n ]+E[(ξ−n )2+α] < +∞ andE[ξn] = 0.

The sequence (Rn)n≥0 is an aperiodic renewal sequence of operators, i.e. it satisfies
the following properties (see [9]):

(R1). The operator R = R(1) has a simple eigenvalue at 1 and the rest of its
spectrum is contained in a disk of radius < 1.

(R2). For any n ≥ 1, set rn := νRn1 =∑
x≥1 ν(x)Px(r1 = n); hence,

�Rn� = rn�,

where � denotes the eigenprojection of R for the eigenvalue 1.
(R3). There exists a constant C > 0 such that |Rn|α ≤ C

n3/2 .

(R4).
∑
j>n rj ∼ c√

n
with c = c1ν(h), where c1 is the positive constant given by

Lemma 6.2.1 and h is the descending renewal function of the random walk S.
(R5). The spectral radius of R(z) is strictly less than 1 for z ∈ D \ {1}.

Proof (R1) is a direct consequence of Proposition 6.1.
(R2) Recall that�φ = ν(φ)1 for any φ ∈ Bα . Hence, setting gn(x) := Px(r1 = n),
it holds Rn�φ = ν(φ)gn, thus

�Rn�φ = ν(φ)�(gn) =
∑

x≥1

ν(x)Px(r1 = n)ν(φ)1,

which is the expected result.
(R3) follows from Lemma 6.3.2.
(R4) Thanks to Lemma 6.2.1,

∑

j≥n
rj =

∑

x≥1

∑

j≥n
ν(x)Px [r1 = j ] =

∑

x≥1

ν(x)Px [r1 ≥ n] ∼ c1
ν(h)√
n

as n→ +∞.

Notice that 0 < ν(h) < +∞ since E[|S(�1)|] < +∞; indeed, 1 ≤ h(x) = O(x)
and

∑

x≥1

xν(x) �
∑

x≥1

∑

y≥1

x+y∑

w=x
μ∗(−w)μ∗(−y)x =

∑

y≥1

∑

w≥1

μ∗(−w)μ∗(−y)
w∑

x=(w−y)∨0

x

≤
∑

y≥1

∑

w≥1

ywμ∗(−w)μ∗(−y)

=
⎛

⎝
∑

y≥1

yμ∗(−y)
⎞

⎠

2

= (E[|S(�1)|])2 < +∞.
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(R5) The argument is the same as the one used to control the peripherical spectrum
of R in Proposition 6.1. For any z ∈ D \ {1}, the operators R(z) are compact on Bα ,
with spectral radius ρz ≤ 1.

If ρz = 1, there exist θ ∈ R and φ ∈ Bα such that R(z)φ = eiθφ. Hence
|φ| = |R(z)φ| ≤ R|φ| and since R(Bα) ⊂ L∞(N0), the function |φ| is bounded on
N0, thus constant on Sr .

Without loss of generality, we may assume |φ| = 1 on Sr , i.e. φ(x) = eiϕ(x) for
any x ∈ Sr , with ϕ : Sr → R. Equality R(z)φ = eiθφ may be rewritten as: for any
x ∈ Sr ,

∑

n≥1

∑

y∈Sr
zneiϕ(y)Px(r1 = n;X(n) = y) = eiθ eiϕ(x).

By convexity, since
∑
n≥1

∑
y∈Sr Px(r1 = n;X(n) = y) = 1, we obtain: for all

n ≥ 1 and x, y ∈ Sr ,

zneiϕ(y) = eiθ eiϕ(x).

Setting x = y, it yields zn = eiθ , so that zn does not depend on n. Finally z = 1.
Thus, ρz < 1 when z ∈ D \ {1}. ��

By (R5), for |z| < 1, the operator T (z) := (I − R(z))−1 is well defined in Bα ;
a direct formal computation yields T (z) = ∑+∞

n=0 Tnz
n, where the Tn are bounded

operators on Bα defined by:

T0 = I and Tn =
+∞∑

k=1

∑

j1+···+jk=n
Rj1 · · ·Rjk for n ≥ 1.

The so-called renewal equation T (z) := (I − R(z))−1 is of fundamental
importance to understand the asymptotics of the Tn, several functional analytic tools
can be brought into play. Such sequences of operators (Rn)n≥0 and (Tn)n≥0 have
been the object of many studies, related to renewal theory in a non-commutative
setting. We refer to the paper [9], which fits perfectly here. The following statement
is analogous of the last assertion of Corollary 6.2.1 for the reflected random walk.

Corollary 6.3.1 The sequence (
√
nTn)n≥1 converges in Bα towards the operator

1
πc1ν(h)

�.

Proof Apply Theorem 1.4 in [9] with β = 1/2 and �(n) = c = c1ν(h). ��
As a direct consequence, by equality (6.3.3), it holds

lim
n→+∞

√
n�n(x, y) = ν(y)

πc1ν(h)
.
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In the next section, we have to consider and study some modifications of the
�n(x, y) which we introduce now. For any x ≥ 0 and 0 < s < t < 1,

�̂n(x, t, s) := n
∑

l≥0

Px[rl = [ns], rl+1 > [nt]],

and

�̃n(x, t, s) := n2
+∞∑

l=0

Px [rl = [ns], rl+1 = [nt]] .

These quantities appear in a natural way to control the finite distribution of the
process (Xn(t))n≥0.

6.4 Proof of Theorem 6.1.1

From now on, we fix α = 1; this implies that h ∈ Bα , which is necessary from now
on (see Lemmas 6.4.2 and 6.4.4).

6.4.1 One-Dimensional Distribution

We fix a bounded and Lispchitz continuous function φ : R→ R.

Lemma 6.4.1 For any t ∈ [0, 1] and x ≥ 0, it holds

lim
n→+∞Ex [φ (Xn(t))] =

∫ +∞

0
φ(u)

2e−u2/2t

√
2πt

du = E[φ(|Bt |)],

where B is a standard Brownian motion.

Proof We fix t ∈ (0, 1) and decompose the expectation E

[

φ

(
X([nt])
σ
√
n

)]

as

follows:

Ex

[

φ

(
X([nt])
σ
√
n

)]

≈
[nt ]−1∑

k=0

∑

l≥0

Ex

[
φ

(
X([nt])
σ
√
n

)

;

rl = k,X(k)+ ξk+1 ≥ 0, . . . , X(k)+ ξk+1 + · · · + ξ[nt ] ≥ 0
]
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=
[nt ]−1∑

k=0

∑

y≥0

�k(x, y)E
[
φ

(
y + ξk+1 + . . .+ ξ[nt ]

σ
√
n

)

;

y + ξk+1 ≥ 0, . . . , y + ξk+1 + · · · + ξ[nt ] ≥ 0
]

=
[nt ]−1∑

k=0

∑

y≥0

�k(x, y)E

[

φ

(
y + S([nt] − k)

σ
√
n

)

|τS(y) > [nt] − k
]

× P

[
τS(y) > [nt] − k

]
.

For each k = 2, . . . , [nt] − 4 and any s ∈ [ k
n
, k+1
n
),

fn(s) = n
∑

y≥0

�[ns](x, y)E
[

φ

(
y + S([nt] − [ns])

σ
√
n

)

|τS(y) > [nt] − [ns]
]

× P

[
τS(y) > [nt] − [ns]

]
,

and fn(s) = 0 on [0, 2
n
) and [ [nt ]−1

n
, t). Hence,

Ex

[

φ

(
X([nt])
σ
√
n

)]

=
∫ t

0
fn(s)ds + O

(
1√
n

)

.

Now, let us set : for n ≥ 1 and any y ∈ N0,

an(y) = �[ns](x, y)P
[
τS(y) > [nt] − [ns]

]
,

bn(y) = E

[

φ

(
y + S([nt] − [ns])

σ
√
n

)

|τS(y) > [nt] − [ns]
]

.

For any n ≥ 1, it holds

∑

y≥0

an(y) = n
∑

l≥0

Px [rl = [ns], rl+1 > [nt]] =: �̂n(x, t, s),

and |bn(y)| ≤ |φ|∞. The two following lemmas allow us to control the behavior as

n→+∞ of the integral
∫ t

0
fn(s)ds; the proof of Lemma 6.4.2 is postponed to the

last section, the one of Lemma 6.4.3 is straightforward.

Lemma 6.4.2 For each 0 < s < t < 1,

lim
n→+∞ �̂n(x, t, s) =

1

π
√
s(t − s) .
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Moreover, there exists a positive constant C5 such that

�̂n(x, t, s) ≤ C5
1+ x√
s(t − s) for all 0 < s < t < 1 and x ∈ N.

Lemma 6.4.3 Let (an(y))y∈Nk0, (bn(y))y∈Nk0 be arrays of real numbers for some
integer k ≥ 1. Suppose that

• an(y) ≥ 0;
• lim
n→+∞

∑

y∈Nk0
an(y) = A;

• lim
n→+∞ bn(y) = B for all y ∈ N

k
0;

• sup
n≥1,y∈Nk0

|bn(y)| < +∞. ��

Then

lim
n→+∞

∑

y≥0

an(y)bn(y) = AB.

Lemmas 6.2.2, 6.4.2 and 6.4.3 combined altogether yield: for any s ∈ (0, t),

lim
n→+∞ fn(s) =

1

π

1√
s(t − s)

∫ +∞

0
φ(z
√
t − s)ze−z2/2dz.

Moreover,

sup
n
|fn(s)| ≤ C5

1+ x√
s(t − s) |φ|∞ =: f̂ (s).

Since f̂ ∈ L1[0, t], the Lebesgue dominated convergence theorem yields

lim
n→+∞E

[

φ

(
X([nt])
σ
√
n

)]

= lim
n→+∞

∫ t

0
fn(s)ds

= 1

π

∫ t

0

1√
s(t − s)

(∫ +∞

0
φ(z
√
t − s)ze−z2/2dz

)

ds

=
∫ +∞

0
φ(u)

2e−u2/2t

√
2πt

du,

where the last equation follows from the identity ([11], p. 17)

∫ +∞

0

1√
t

exp
(
− αt − β

t

)
dt =

√
π

α
e−2

√
αβ (α, β > 0) (6.4.1)
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and some change of variable computation. We achieve the proof of Lemma 6.4.1 by
noting that, since φ is Lipschitz continuous (with Lipschitz coefficient [φ]),
∣
∣
∣
∣Ex

[

φ

(
X([nt])
σ
√
n

)]

− Ex [φ (Xn(t))]

∣
∣
∣
∣ ≤ [φ]Ex

[∣
∣
∣
∣
X([nt])
σ
√
n
−Xn(t)

∣
∣
∣
∣

]

≤ 1

σ
√
n
[φ]E [|ξ[nt ]+1|

]→ 0 as n→+∞.
(6.4.2)

��

6.4.2 Two-Dimensional Distributions

The convergence of the finite-dimensional distributions of (Xn(t))n≥1 is more
delicate. We detail the argument for two-dimensional ones, the general case may
be treated in a similar way.

Let us fix 0 < s < t, n ≥ 1 and denote

κ = κ(n, s) = min{k > [ns] : X(k − 1)+ ξk < 0}.

We decompose Ex

[

φ1

(
X([ns])
σ
√
n

)

φ2

(
X([nt])
σ
√
n

)]

as

[nt ]∑

k=[ns]+1

Ex

[

φ1

(
X([ns])
σ
√
n

)

φ2

(
X([nt])
σ
√
n

)

1{κ=k}
]

︸ ︷︷ ︸
A1(n)

quad + Ex

[

φ1

(
X([ns])
σ
√
n

)

φ2

(
X([nt])
σ
√
n

)

1{κ>[nt ]}
]

︸ ︷︷ ︸
A2(n)

.

The term A1(n) deals with the trajectories of the process X which reflect between
[ns] + 1 and [nt] while A2(n) concerns the others trajectories.
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6.4.2.1 Estimate of A1(n)

As in the previous section, we decompose A1(n) as

A1(n) =
[ns]−1∑

k1=0

[nt ]∑

k2=[ns]

+∞∑

l=0

∑

y≥1

∑

z≥1

∑

w≥0

Ex

[

φ1

(
X([ns])
σ
√
n

)

φ2

(
X([nt])
σ
√
n

)

;

rl = k1,X(k1) = z, z+ ξk1+1 ≥ 0, . . . , z+ ξk1+1 + · · · + ξk2−2 ≥ 0,

z + ξk1+1 + · · · + ξk2−1 = w,w + ξk2 = −y
]

=
[ns]−1∑

k1=0

[nt ]∑

k2=[ns]

+∞∑

l=0

∑

y≥1

∑

z≥1

∑

w≥0

Ex

[

φ1

(
z + ξk1+1 + · · · + ξ[ns]

σ
√
n

)

× φ2

(
y + ξk2+1 + · · · + ξ[nt ]

σ
√
n

)

;

rl = k1,X(k1) = z, z+ ξk1+1 ≥ 0, . . . , z+ ξk1+1 + · · · + ξk2−2 ≥ 0,

z + ξk1+1 + · · · + ξk2−1 = w,w + ξk2 = −y
]

=
[ns]−1∑

k1=0

[nt ]∑

k2=[ns]

+∞∑

l=0

∑

y≥1

∑

z≥1

∑

w≥0

Ex

[

φ2

(
y + ξk2+1 + · · · + ξ[nt ]

σ
√
n

)]

Px[rl = k1,X(k1) = z]

× Ex

[

φ1

(
z+ ξk1+1 + · · · + ξ[ns]

σ
√
n

)

,

z + ξk1+1 ≥ 0, . . . , z + ξk1+1 + · · · + ξk2−2 ≥ 0,

z + ξk1+1 + · · · + ξk2−1 = w,w + ξk2 = −y
]

.

Using the fact that the ξk are i. i. d., we obtain

A1(n) =
[ns]−1∑

k1=0

∑

z≥1

�k1(x, z)

[nt ]∑

k2=[ns]

∑

y≥1

∑

w≥0

Ey

[

φ2

(
X([nt] − k2)

σ
√
n

)]
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× E

[

φ1

(
z+ S([ns] − k1)

σ
√
n

)

|τS(z) > k2 − k1 − 1,

z+ S(k2 − k1 − 1) = w
]

× P[τS(z) > k2 − k1 − 1, z+ S(k2 − k1 − 1) = w]P[ξ1 = −w − y].

For any 2 ≤ k1 < [ns] − 6 and [ns] ≤ k2 ≤ [nt] and any s1 ∈ [ k1
n
, k1+1

n
) and

s2 ∈ [ k2
n
, k2+1

n
), we write

fn(s1, s2) = n2
∑

z≥1

�[ns1](x, z)
∑

y≥1

∑

w≥0

Ey

[

φ2

(
X([nt] − [ns2])

σ
√
n

)]

× E

[

φ1

(
z+ S([ns] − [ns1])

σ
√
n

)

|τS(z) > [ns2] − [ns1] − 1,

z+ S([ns2] − [ns1] − 1) = w
]

× P

[
τS(z) > [ns2] − [ns1] − 1, z+ S([ns2] − [ns1] − 1) = w

]

× P[ξ1 = −w − y],

and fn(s1, s2) = 0 for the others values of k1, such that 0 ≤ k1 ≤ [ns]. Hence,

A1(n) =
∫ s

0
ds1

∫ t

s

ds2 fn(s1, s2)+ O
(

1√
n

)

.

It follows from Lemma 6.2.3 that, for each z,w ≥ 0,

lim
n→+∞E

[
φ1

(
z + S([ns] − [ns1])

σ
√
n

)

|τS(z) > [ns2] − [ns1] − 1,

z+ S([ns2] − [ns1] − 1) = w
]

=
∫ +∞

0
2φ1(u

√
s2 − s1) exp

(

− u2

2 s−s1
s2−s1

s2−s
s2−s1

)
u2

√
2π (s−s1)3

(s2−s1)3
(s2−s)3
(s2−s1)3

du

= 2√
2π

∫ +∞

0
φ1(v) exp

(

− v2

2 (s−s1)(s2−s)
s2−s1

)
v2

√
(s−s1)3(s2−s)3
(s2−s1)3

dv.
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By Lemma 6.4.1,

lim
n→+∞Ey

[

φ2

(
X([nt] − [ns2])

σ
√
n

)]

=
∫ +∞

0
φ2(u)

2e−u2/2(t−s2)
√

2π(t − s2) du.

We set

an(x, y, z,w) = n2�[ns1](x, z)

× P

[
τS(z) > [ns2] − [ns1] − 1, z+ S([ns2] − [ns1] − 1) = w

]

× P[ξ1 = −w − y],

bn(y, z,w) = Ey

[

φ2

(
X([nt] − [ns2])

σ
√
n

)]

× E

[

φ1

(
z+ S([ns] − [ns1])

σ
√
n

)

|τS(z) > [ns2] − [ns1] − 1,

z+ S([ns2] − [ns1] − 1) = w
]

Note that
∑
z≥1

∑
y≥1

∑
w≥0 an(x, y, z,w) = �̃n(x, s2, s1). The behavior as n→

+∞ of the quantity �̃n(x, s2, s1) is given by the following Lemma, whose proof is
postponed to the last section.

Lemma 6.4.4 For all 0 < s < t < 1, it holds

lim
n→+∞ �̃n(x, t, s) =

1

2π
√
s(t − s)3 .

Moreover, there exists a positive constant C6 such that, for all 0 < s < t < 1 and
n ≥ 0,

�̃n(x, t, s) ≤ C6
1+ x

π
√
s(t − s)3 .

By Lemmas 6.4.4 and 6.4.3, we get limn→+∞ fn(s1, s2) = f (s1, s2) where

f (s1, s2) = 1

π2√s1
∫ +∞

0
φ1(v) exp

(

− v2

2 (s2−s)(s−s1)
s2−s1

)
v2

√
(s − s1)3(s2 − s)3

dv

×
∫ +∞

0
φ2(u)

e−u2/2(t−s2)
√
t − s2 du.
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Moreover, following the argument in the proof of Lemma 6.4.1, we can show that
the sequence (|fn|)n≥1 is uniformly bounded by a function which is integrable with
respect to Lebesgue measure on [0, s] × [s, t]. Hence, using again the Lebesgue
dominated convergence theorem, we get

lim
n→+∞A1(n) =

∫ s

0
ds1

∫ t

s

ds2f (s1, s2)

= 1

π2

∫ s

0

ds1√
s1

∫ t

s

ds2

∫ +∞

0
φ1(v) exp

(

− v2

2 (s2−s)(s−s1)
s2−s1

)
v2

√
(s − s1)3(s2 − s)3

×
∫ +∞

0
φ2(u)

e−u2/2(t−s2)
√
t − s2 dudv,

which yields, using again (6.4.1),

lim
n→+∞A1(n) = 2

π
√
s(t − s)

∫ +∞

0

∫ +∞

0
φ1(v)φ2(u)e

−v2/2se
− (u+v)22(t−s) dudv.

(6.4.3)

6.4.2.2 Estimate of A2(n)

We decomposeA2(n) as

+∞∑

y=0

∑

k≤[ns]

∑

l≥0

Ex

[

φ1

(X([ns])
σ
√
n

)
φ2

(X([nt])
σ
√
n

)
;

rl = k,X(k) = y, y + ξk+1 ≥ 0, . . . , y + ξk+1 + · · · + ξ[nt ] ≥ 0

]

=
+∞∑

y=0

∑

k≤[ns]
Ex

[

φ1

(y + ξk+1 + · · · + ξ[ns]
σ
√
n

)
φ2

(y + ξk+1 + · · · + ξ[nt ]
σ
√
n

)
;

y + ξk+1 ≥ 0, . . . , y + ξk+1 + · · · + ξ[nt ] ≥ 0

]

×
∑

l≥0

Px[rl = k,X(k) = y].
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Since (ξk) is a i.i.d. sequence,

A2(n) =
+∞∑

y=0

∑

k≤[ns]
�k(x, y)E

[

φ1

(y + S([ns] − k)
σ
√
n

)
φ2

(y + S([nt] − k)
σ
√
n

)
;

τS(y) > [nt] − k
]

.

For u ∈ (0, s], we denote

gn(u) = n
+∞∑

y=0

�[nu](x, y)E
[

φ1

(y + S([ns] − [nu])
σ
√
n

)
φ2

(y + S([nt] − [nu])
σ
√
n

)
;

τS(y) > [nt] − [nu]
]

.

Now, let us compute the pointwise limit on (0, s] of the sequence (gn)n≥1. We write
gn(u) as

gn(u) = n
+∞∑

y=0

�[nu](x, y)

× E

[

φ1

(y + S([ns] − [nu])
σ
√
n

)
φ2

(y + S([nt] − [nu])
σ
√
n

)

×
∣
∣
∣τS(y) > [nt] − [nu]

]

× Py

[
τS(y) > [nt] − [nu]

]
.

We set

an(x, y) = n�[nu](x, y)Py
[
τS(y) > [nt] − [nu]

]
,

and

bn(y) = E

[
φ1

(y + S([ns] − [nu])
σ
√
n

)
φ2

(y + S([nt] − [nu])
σ
√
n

) ∣
∣
∣τS(y) > [nt] − [nu]

]
.
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Note that
+∞∑

y=0

an(y) = �̂[nu](x, t, u). Since φ1, φ2 are bounded and continuous on

R, it follows from Theorem 3.2 in [4] and Theorems 2.23 and 3.4 in [10] that

lim
n→+∞ bn(y) = lim

n→+∞E

[
φ1

(
y + S([ns] − [nu])
σ
√[nt] − [nu]

√[nt] − [nu]√
n

)

× φ2

(
y + S([nt] − [nu])
σ
√[nt] − [nu]

√[nt] − [nu]√
n

) ∣
∣
∣τS(y) > [nt] − [nu]

]

=
∫ +∞

0

∫ +∞

0
φ1(y

√
t − u)φ2(z

√
t − u)

( t − u
s − u

)3/2
ye
− t−u

2(s−u) y2

× e
− 1

2
t−u
t−s (z−y)2 − e− 1

2
t−u
t−s (z+y)2

√

2π
(

1− s−u
t−u

) dydz

= 1√
2π(t − s)

∫ +∞

0

∫ +∞

0
φ1(y

′)φ2(z
′)
√
t − u

(s − u)3/2 y
′e−

y′2
2(s−u)

×
(

e
− (z′−y′)22(t−s) − e− (z

′+y′)2
2(t−s)

)

dy ′dz′.

Again, we can use the argument in the proof of Lemma 6.4.1 to show that the
sequence (gn) converges point wise to g with

g(u) = 1

π3/2
√

2(t − s)
1

√
u(s − u)3

×
∫ +∞

0

∫ +∞

0
φ1(y

′)φ2(z
′)y ′e−

y′2
2(s−u)

(

e
− (z′−y′)22(t−s) − e− (z

′+y′)2
2(t−s)

)

dy ′dz′,

and (gn) is also dominated by a function which is integrable on [0, s] with respect
to the Lebesgue measure. Lebesgue’s dominated convergence theorem yields

lim
n→+∞A2(n) = lim

n→+∞
1

n

∑

k≤[ns]
gn(k/n) =

∫ s

0
g(u)du

= 1

π3/2
√

2 (t − s)
∫ s

0
du

∫ +∞

0
dy ′

∫ +∞

0
dz′

× φ1(y
′)φ2(z

′)
e
− y′2

2(s−u)
√
u(s − u)3

y ′√
2π(t − s)

(

e
− (z′−y′)22(t−s) − e− (z

′+y′)2
2(t−s)

)

= 1

π3/2s
√

2 (t − s)
∫ +∞

0
dy ′

∫ +∞

0
dz′φ1(y

′)φ2(z
′)
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×
(

e
− (z′−y′)22(t−s) − e− (z

′+y′)2
2(t−s)

)(∫ 1

0

y ′
√
v(1 − v)3 e

− y′2
2s(1−v) dv

)

= 1

π
√
s(t − s)

∫ +∞

0
dy ′

∫ +∞

0
dz′φ1(y

′)φ2(z
′)e−y ′2/2s

(

e
− (z′−y′)22(t−s) − e− (z

′+y′)2
2(t−s)

)

.

(6.4.4)

6.4.2.3 Conclusion

Combining (6.4.3) and (6.4.4), we may write

lim
n→+∞E

[

φ1

(
X([ns])
σ
√
n

)

φ2

(
X([nt])
σ
√
n

)]

= 1

π
√
s(t − s)

∫ +∞

0
dy ′

∫ +∞

0
dz′φ1(y

′)φ2(z
′)e−y ′2/2s

×
(

e
− (z′−y′)22(t−s) + e− (z

′+y′)2
2(t−s)

)

= E[φ1(|Bs |)φ2(|Bt |)].

Using a similar estimate as the one in (6.4.2), we get

lim
n→+∞E [φ1 (Xn(s)) φ2 (Xn(t))] = E[φ1(|Bs |)φ2(|Bt |)],

which concludes the convergence of (Xn) in two-dimensional marginal distribution
to a reflected Brownian motion.

6.4.3 Finite Dimensional Distributions

The convergence of d-dimensional marginal distributions of (Xn(t))n≥1 for any d ≥
2 may be done by induction on d . Let us fix n ≥ 1, d ≥ 3, then reals 0 < s1 <
· · · < sd and φ1, . . . , φd bounded and Lipschitz continuous real valued functions
defined on R.



230 H.-L. Ngo and M. Peigné

Let κ denote the first reflection time after [ns1], i.e., κ = κ(n, s1) = min{k >
[ns1] : X(k − 1)+ ξk < 0}. We decompose Ex

[
d∏

i=1

φi

(
X([nsi])
σ
√
n

)]

as

d−1∑

j=1

[nsj+1]∑

k=[nsj ]+1

Ex

[
d∏

i=1

φi

(
X([nsi])
σ
√
n

)

; κ = k
]

+ Ex

[
d∏

i=1

φi

(
X([nsi])
σ
√
n

)

; κ > [nsd ]
]

.

Then we can deal with the terms

Ex

[
d∏

i=1

φi

(
X([nsi])
σ
√
n

)

; κ = k
]

and Ex

[
d∏

i=1

φi

(
X([nsi ])
σ
√
n

)

; κ > [nsd ]
]

in the same ways as we do for A1 and A2, respectively.
More precisely, for each 1 ≤ j ≤ d − 1 and k ∈ {[nsj ] + 1, . . . , [nsj+1]}, we

write

Ex

[
d∏

i=1

φi

(
X([nsi])
σ
√
n

)

; κ = k
]

=
[ns1]−1∑

k1=0

∑

l≥0

∑

y≥1

∑

z≥1

∑

w≥0

Ex

[
d∏

i=1

φi

(
X([nsi ])
σ
√
n

)

; rl = k1,X(k1) = z,

z + ξk1+1 ≥ 0, . . . , z + ξk1+1 + · · · + ξk−2 ≥ 0,

z+ ξk1+1 + · · · + ξk−1 = w,w + ξk = −y
]

=
[ns1]−1∑

k1=0

∑

l≥0

∑

y≥1

∑

z≥1

∑

w≥0

Ex

⎡

⎣
j∏

i1=1

φi1

(
z + ξk1+1 + · · · + ξ[nsj ]

σ
√
n

)

×
d∏

i2=j+1

φi2

(
y + ξk+1 + · · · + ξ[nsj ]

σ
√
n

)

; rl = k1,X(k1) = z, z+ ξk1+1 ≥ 0, . . . ,

z+ ξk1+1 + · · · + ξk−2 ≥ 0, z + ξk1+1 + · · · + ξk−1 = w,w + ξk = −y
]

=
[ns1]−1∑

k1=0

∑

z≥1

�k1(x, z)
∑

y≥1

∑

w≥0

Ey

⎡

⎣
d∏

i2=j+1

φi2

(
X([nsj ] − k2)

σ
√
n

)
⎤

⎦
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× E

⎡

⎣
j∏

i1=1

φi1

(
z+ S([nsj ] − k1)

σ
√
n

)

×
∣
∣
∣τS(z) > k − k1 − 1, z + S(k − k1 − 1) = w

]

× P[τS(z) > k − k1 − 1, z + S(k − k1 − 1) = w]P[ξ1 = −w − y].

Now we can use the induction hypothesis and Corollary 2.5 in [5] to deal with the
first and the second expectations.

6.4.4 Tightness

Recall that the modulus of continuity of a function f : [0, 1] → R is defined by

wf (δ) = sup
t,s∈[0,1],|t−s|<δ

|f (t)− f (s)|.

It is clear thatwX(δ) ≤ wS(δ). Using Theorem 7.3 in [3], the tightness ofX follows
directly from the one of the classical random walk (S(n))n≥0. We achieve the proof
of Theorem 6.1.1, applying Theorem 7.1 in [3].

6.5 Auxiliary Proofs

Proof of Lemma 6.4.2 By setting hn(y) = √
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with
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∣
∣

√[ns]T[ns](h[nt ]−[ns])(x)− 1

πν(h)
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∣
∣
∣
∣ , and

B2(n) = 1

πν(h)

∣
∣ν(h[nt ]−[ns])− ν(h)

∣
∣ .

By Lemma 6.2.1, it holds 0 ≤ hn(y) ≤ C1h(y), with h(y) = O(y), so that the
sequence (hn)n≥1 is bounded in Bα. Thus, Corollary 6.3.1 yields

B1(n) ≤ (1+ x)
∣
∣
∣
∣

√[ns]T[ns] − 1

πν(h)
�

∣
∣
∣
∣
α

|h[nt ]−[ns]|α −→ 0 as n→+∞.

Similarly, by Lemma 6.2.1 and the dominated convergence theorem,

lim
n→+∞

∣
∣ν(h[nt ]−[ns])− ν(h)

∣
∣ = 0,

so that B2(n) −→ 0 as n→+∞.
��

Proof of Lemma 6.4.4 By setting h̃n(y) = n3/2
Py [r1 = n], the Markov property

yields

�̃n(x, s, t) = n2
∑

l≥0

Ex

[
PX(rl)[r1 ◦ θrl = [nt] − [ns]]; rl = [ns]

]

= n3/2

([nt] − [ns])3/2
√
n
∑

l≥0

Ex

[
h̃[nt ]−[ns](X(rl)); rl = [ns]

]

= 1+ o(n)√
s(t − s)3/2

√[ns]T[ns](h̃[nt ]−[ns])(x).

By Corollary 6.2.1, it holds 0 ≤ h̃n(y) ≤ C3h(y), with h(y) = O(y), so that the
sequence (h̃n)n≥1 is bounded in Bα. We conclude as above to prove Lemma 6.4.2.

��
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Chapter 7
The Strong Borel–Cantelli Property
in Conventional and Nonconventional
Setups

Yuri Kifer

Abstract We study the strong Borel–Cantelli property both for events and for
shifts on sequence spaces considering both a conventional and a nonconventional
setups. Namely, under certain conditions on events �1, �2, . . . we show that with
probability one

(

N∑

n=1

�∏

i=1

P(�qi (n)))
−1

N∑

n=1

�∏

i=1

I�qi (n)
→ 1 as N →∞

where qi(n), i = 1, . . . , � are integer valued functions satisfying certain assump-
tions and I� denotes the indicator of �. When � = 1 (called the conventional setup)
this convergence can be established under φ-mixing conditions while when � > 1
(called a nonconventional setup) the strongerψ-mixing condition is required. These
results are extended to shifts T of sequence spaces where �qi(n) is replaced by

T −qi (n)C(i)n where C(i)n , i = 1, . . . , �, n ≥ 1 is a sequence of cylinder sets. As an
application we study the asymptotical behavior of maximums of certain logarithmic
distance functions and of ( multiple) hitting times of shrinking cylinders.

7.1 Introduction

The classical second Borel–Cantelli lemma states that if �1, �2, . . . is a sequence of
independent events such that

∞∑

n=1

P(�n) = ∞ (7.1.1)

Y. Kifer (�)
Institute of Mathematics, The Hebrew University, Jerusalem, Israel
e-mail: kifer@math.huji.ac.il

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
M. Pollicott, S. Vaienti (eds.), Thermodynamic Formalism, Lecture Notes
in Mathematics 2290, https://doi.org/10.1007/978-3-030-74863-0_7

235

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-74863-0_7&domain=pdf
mailto:kifer@math.huji.ac.il
https://doi.org/10.1007/978-3-030-74863-0_7


236 Y. Kifer

then with probability one infinitely many of events �i occur, i.e.

∞∑

n=1

I�n = ∞ almost surely (a.s.) (7.1.2)

where I� is the indicator of a set (event) �.
There is a long list of papers, starting probably with [13], providing condi-

tions which replace the independency by a weaker assumption and which still
yield (7.1.2) (see, for instance, [4] and references there). On the other hand, it was
shown in Theorem 3 of [16] that under φ-mixing with a summable coefficient φ the
condition (7.1.1) yields the stronger version of the second Borel–Cantelli lemma in
the form

SN

EN → 1 almost surely (a.s.) as N →∞ (7.1.3)

where SN =∑N
n=1 I�n and EN =∑N

n=1 P(�n).
The same paper [16] started another line of research, known now under the name

dynamical Borel–Cantelli lemmas, where (7.1.3) is proved for SN =∑N
n=1 I�n ◦T n

where T is a measure preserving transformation on a probability space (�, P ) and
�n, n ≥ 1 is a sequence of measurable sets. For such SN ’s the convergence (7.1.3)
was proved, in particular, for the Gauss map T x = 1

x
(mod 1), x ∈ (0, 1] preserving

the Gauss measure P(�) = 1
ln 2

∫
γ
dx

1+x . This line of research became quite popular
in the last two decades. In particular, [3] proves (7.1.3) in the dynamical setup
considering T being the so called subshift of finite type on a sequence space where
�n, n ≥ 1 is a sequence of cylinders while another series of papers dealt with
uniformly and non-uniformly hyperbolic dynamical systems as a transformation T
and with geometric balls as �n’s (see, for instance, [7, 10] and references there).

In this paper we consider, in particular, “nonconventional” extensions of some
of the above results aiming to prove that under certain conditions (7.1.3) holds
true with SN = ∑N

n=1(
∏�
i=1 I�qi (n)

) and EN = ∑N
n=1

∏�
i=1 P(�qi (n)) where

qi(n), i = 1, . . . , � functions taking on positive integer values on positive integers
and satisfying certain assumptions valid, in particular, for certain polynomials
with integer coefficients. When � = 1 (conventional setup) the φ-mixing with a
summable coefficient φ suffices for our result, while for � > 1 we have to impose
stronger ψ-mixing conditions.

In the dynamical systems setup we consider SN = ∑N
n=1(

∏�
i=1 IC(i)n

◦ T qi(n))
and EN = ∑N

n=1
∏�
i=1 P(C

(i)
n ) where T is the left shift on a sequence space AZ

with a finite or countable alphabet while C(i)n , i = 1, . . . , �, n ≥ 1 is a sequence of
cylinder sets. As an application we study the asymptotic behaviors of expressions
MN = max1≤n≤N(min1≤i≤� �ω̃(i) ◦ T qi(n)) where�ω̃(ω) = − ln(d(ω, ω̃)), ω, ω̃ ∈
AN and d(·, ·) is the natural distance on the sequence space.

Our results extend some of the previous work in the following aspects. First,
the strong Borel–Cantelli property in the nonconventional setup � > 1 was not
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studied before at all. Secondly, even in the conventional setup � = 1 considering
rather general functions q(n) = q1(n) (not necessarily strictly increasing) in place
of just q(n) = n seems to be new, as well. Thirdly, we extend for shifts some
of the results from [3] considering sequence spaces with countable alphabets and
φ-mixing invariant measures rather than just subshifts of finite type with Gibbs
measures which are exponentially fast ψ-mixing (see [1]). This allows to apply our
results, for instance, to Gibbs-Markov maps and to Markov chains with a countable
state space satisfying the Doeblin condition since both examples are exponentially
fast φ-mixing, see [14] and [2], respectively.

In the next section we will formulate precisely our setups and assumptions and
state our main results. In Sect. 7.3 we will prove the strong Borel–Cantelli property
for events under the φ-mixing condition in the conventional setup � = 1 and under
ψ-mixing condition in the nonconventional setup � > 1. In Sects. 7.4 and 7.5
we extend the strong Borel–Cantelli property to shifts under the φ-mixing when
� = 1 and under ψ-mixing when � > 1, respectively. In Sect. 7.6 we exhibit
applications to the asymptotic behaviors of maximums along shifts of logarithmic
distance functions while in the last Sect. 7.7 we apply the strong Borel–Cantelli
property to derive the asymptotics of multiple hitting times of shrinking cylinder
sets.

7.2 Preliminaries and Main Results

We start with a probability space (�,F, P ) and a two parameter family of σ -
algebras Fmn indexed by pairs of integers −∞ ≤ m ≤ n ≤ ∞ and such that
Fmn ⊂ Fm′n′ ⊂ F if m′ ≤ m ≤ n ≤ n′. Recall that the φ and ψ dependence
coefficient between two σ -algebras G and H can be written in the form (see [2]),

φ(G,H) = sup�∈G,  ∈H{|P(�∩ )P(�)
− P( )|, P (�) �= 0} (7.2.1)

= 1
2 sup{‖E(g|G)− Eg‖L∞ : g is H-measurable and ‖g‖L∞ ≤ 1}

and

ψ(G,H) = sup�∈G,  ∈H{| P(�∩ )P(�)P ( )
− 1|, P (�)P ( ) �= 0} (7.2.2)

= 1
2 sup{‖E(g|G)− Eg‖L∞ : g is H-measurable and E|g| ≤ 1},

respectively. The φ-dependence (mixing) and the ψ-dependence (mixing) in the
family Fmn is measured by the coefficients

φ(k) = sup
m
φ(F−∞,m,Fm+k,∞) and ψ(k) = sup

m
ψ(F−∞,m,Fm+k,∞),

(7.2.3)
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respectively, where k = 0, 1, 2, . . .. The probability measure P is called φ-mixing
or ψ-mixing with respect to the family of σ -algebras Fmn if φ(n)→ 0 or ψ(1) <
∞ and ψ(n)→ 0 as n→∞, respectively.

Our setup includes also functions q1(n), q2(n), . . . , q�(n) with � ≥ 1 taking on
nonnegative integer values on integers n ≥ 0 and satisfying

Assumption 7.2.1 There exists a constant K > 0 such that

(i) for any i �= j , 1 ≤ i, j ≤ � and every integer k the number of integers n ≥ 0
satisfying at least one of the equations

qi(n)− qj (n) = k and qi(n) = k (7.2.4)

does not exceed K (when � = 1 only the second equation in (7.2.4) should be
taken into account);

(ii) the cardinality of the set N of all pairs n > m ≥ 0 satisfying

max
1≤i≤� qi(n) ≤ max

1≤i≤� qi(m) (7.2.5)

does not exceedK .
Observe that Assumption 7.2.1 is satisfied if qi, i = 1, . . . , � are essentially

distinct nonconstant polynomials (i.e. |qi(n) − qj (n)| → ∞ as n → ∞ for
any i �= j ) with integer coefficients taking on nonnegative values on nonnegative
integers. Indeed, qi(n) − qj (n) and qi(n) are nonconstant polynomials, and so the
number of n’s solving one of equations in (7.2.4) is bounded by the degree of
the corresponding polynomial. In order to show that (7.2.5) can hold true in the
polynomial case only for finitely many pairsm < n observe that there exists n0 ≥ 1
such that all polynomials q1(n), q2(n), . . . , q�(n) are strictly increasing on [n0,∞).
Hence, if n > m ≥ n0 then (7.2.5) cannot hold true. If 0 ≤ m < n0 and n ≥ n0 then
there exists n1 ≥ n0 such that for all n ≥ n1 (7.2.5) cannot hold true, as well. The
remaining case 0 ≤ m < n0 and 0 ≤ n < n1 concerns less than n0n1 pairs m < n.

Next, we will state our result concerning sequences of events. Let �1, �2, . . . ∈ F
be a sequence of events and each σ -algebra Fmn, 1 ≤ m ≤ n <∞ be generated by
the events �m,�m+1, . . . , �n. Set also Fmn = F1n for −∞ ≤ m ≤ 0 and n ≥ 1,
Fmn = {∅,�} for m,n ≤ 0 and Fm,∞ = σ {�m,�m+1, . . .}. Set

SN =
N∑

n=1

(

�∏

i=1

I�qi (n)
) and EN =

N∑

n=1

(

�∏

i=1

P(�qi (n))). (7.2.6)

Theorem 7.2.2 Let φ and ψ be dependence coefficients defined by (7.2.3) for the
above σ -algebras Fmn. Assume that φ(n), n ≥ 0 is summable in the case � =
1 and ψ(n), n ≥ 0 is summable in the case � > 1. Suppose that the functions
q1(n), . . . , q�(n) satisfy Assumption 7.2.1(i) and

EN →∞ as N →∞. (7.2.7)
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Then, with probability one,

lim
N→∞

SN

EN = 1 as N →∞. (7.2.8)

Next, we will present our results concerning shifts. Here� = AZ is the space of
sequences ω = (. . . , ω−1, ω0, ω1, . . .) with terms ωi from a finite or countable
alphabet A which is not a singleton with the index i running along integers
(or along natural numbers N which can also be considered requiring very minor
modifications). We assume that the basic σ -algebra F is generated by all cylinder
sets while the σ -algebras Fmn, n ≥ m are generated by the cylinder sets of the form
{ω = (ωi)−∞<i<∞ : ωi = ai for m ≤ i ≤ n} for some am, am+1, . . . , an ∈ A.
The setup includes also the left shift T : � → � acting by (T ω)i = ωi+1 and
a T -invariant probability measure P on (�,F), i.e. P(T −1�) = P(�) for any
measurable� ⊂ �. In this setup φ andψ-dependence coefficients defined by (7.2.3)
will be considered with respect to the family of σ -algebras Fmn, m ≤ n defined
above. Without loss of generality we assume that the probability of each 1-cylinder
[a] = {ω = (ωi)i∈Z : ω0 = a} is positive, i.e. P([a]) > 0 for any a ∈ A, and since
A is not a singleton we have also that supa∈A P([a]) < 1.

Each cylinder C is defined on an interval of integers  = [l, r], l ≤ r , i.e. C =
{ω = (ωi)−∞<i<∞ : ωi = ai, i = l, l + 1, . . . , r} for some al, . . . , ar ∈ A. Given
a constant D > 0 call an interval of integers 1 = [l1, r1] to be right D-nested in
the interval of integers 2 = [l2, r2] if [l1, r1] ⊂ (−∞, r2 +D), i.e. r1 < r2 +D.
Such an interval 1 will be called D-nested in 2 if [l1, r1] ⊂ (l2 − D, r2 + D).
The latter notion was used also in [3].

Let C(j)n , j = 1, . . . , �, n = 1, 2, . . . be a sequence of cylinder sets defined on
intervals of integersn, n = 1, 2, . . . so that C(j)n , j = 1, . . . , � are defined on n
for each n ≥ 1. Set

SN =
N∑

n=1

(

�∏

i=1

I
C
(i)
n
◦ T qi(n)) and EN =

N∑

n=1

�∏

i=1

P(C(i)n ). (7.2.9)

Theorem 7.2.3 Suppose that the functions q1(n), . . . , q�(n) satisfy Assump-
tion 7.2.1 and

EN →∞ as N →∞. (7.2.10)

Let C(j)n , j = 1, . . . , �, n ≥ 1 be a sequence of cylinder sets defined on intervals
n ⊂ Z as described above andD > 0 be a constant.

(i) If � = 1 assume that the φ-dependence coefficient is summable and that for all
m < n the interval m is right D-nested in n. Then, with probability one,

lim
N→∞

SN

EN = 1 as N →∞. (7.2.11)
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(ii) If � > 1 assume that the ψ-dependence coefficient is summable and that for all
m < n the interval m is D-nested in n. Then with probability one (7.2.11)
holds true, as well.

As in most papers on the strong Borel–Cantelli property both Theorems 7.2.2
and 7.2.3 rely on the following basic result.

Theorem 7.2.4 Let �1, �2, . . . be a sequence of events such that for anyN ≥M ≥
1,

N∑

m,n=M
(P(�m ∩ �n)− P(�m)P (�n)) ≤ c

N∑

n=M
P(�n) (7.2.12)

where a constant c > 0 does not depend onM and N . Then for each ε > 0 almost
surely

SN = EN +O(E1/2
N log

3
2+ε EN) (7.2.13)

where

SN =
N∑

n=1

I�n and EN =
N∑

n=1

P(�n).

In particular, if

EN →∞ as N →∞

then with probability one

lim
N→∞

SN

EN = 1 as N →∞.

This result (as well as the part of Theorem 7.2.2 for � = 1 and q1(n) = n)
appears already in Theorem 3 from [16] and in a slightly more general (analytic)
form it is proved as Lemma 10 in §7 of Ch.1 from [18]. Both sources refer to [17]
as the origin of this result.

We observe that Theorem 7.2.3 extends Theorem 2.1 from [3] in several
directions. First, for � = 1 we prove the result for arbitrary φ-mixing probability
measures with a summable coefficient φ on a shift space with a countable alphabet
and not just for subshifts of finite type with Gibbs measures. Secondly, the case
� > 1 and rather general functions qi(n) in place of just � = 1 and q1(n) = n were
not considered before both in the setups of Theorems 7.2.2 and 7.2.3.

A direct application of Theorem 7.2.3 yields corresponding strong Borel–
Cantelli property for dynamical systems which have symbolic representations by
means of finite or countable partitions, for instance, hyperbolic dynamical systems



7 Strong Borel–Cantelli Property 241

(see, for instance, [1]) where sequences of cylinders in Theorem 7.2.3 should
be replaced by corresponding sequences of elements of joins of iterates of the
partition. By a slight modification (just by considering cylinder sets defined on
intervals of nonnegative integers only) Theorem 7.2.3 remains valid for one-sided
shifts and then it can be applied to noninvertible dynamical systems having a
symbolic representation via their finite or countable partitions such as expanding
transformations, the Gauss map of the interval and more general transformations
generated by f -expansions (see [8]).

In Sect. 7.6 we apply Theorem 7.2.3 to some limiting problems obtaining a
symbolic version of results from [9] which dealt with dynamical systems on R

d

or manifolds and not with shifts. Namely, in the setup of Theorem 7.2.3 introduce
the distance between ω = (ωi)i∈Z and ω̃ = (ω̃i )i∈Z from � by

d(ω, ω̃) = exp(−γ min{i ≥ 0 : ωi �= ω̃i or ω−i �= ω̃−i}), γ > 0. (7.2.14)

Set

�ω̃(ω) = − ln(d(ω, ω̃)) for ω, ω̃ ∈ � and (7.2.15)

MN,ω̃(ω) =MN,ω̃(1),...,ω̃(�) = max1≤n≤N min1≤i≤�(�ω̃(i) ◦ T qi(n)(ω))

for some fixed �-tuple ω̃ = (ω̃(1), . . . , ω̃(�)), ω̃(i) ∈ �, i = 1, . . . , �.

Theorem 7.2.5 Assume that the entropy of the partition into 1-cylinders is finite,
i.e.

−
∑

a∈A
P([a]) lnP([a]) <∞. (7.2.16)

Then, under the conditions of Theorem 7.2.3 for almost all ω̃(1), . . . , ω̃(�) ∈ � with
probability one,

MN,ω̃(1),...,ω̃(�)

lnN
→ γ

2�h
as N →∞ (7.2.17)

where h is the Kolmogorov–Sinai entropy of the shift T on the probability space
(�,F, P ) and, as in Theorem 7.2.3, if � = 1 we assume only φ-mixing with
a summable coefficient φ and if � > 1 we assume ψ-mixing with a summable
coefficient ψ (and in both cases h > 0 by Lemma 3.1 in [12] and Lemma 3.1 in
[11]).

In Sect. 7.7 we demonstrate another application of Theorem 7.2.3 deriving the
asymptotical behavior of multiple hitting times of shrinking cylinders. Namely, set

τCn(ω̃) = min{k ≥ 1 :
�∏

i=1

ICn(ω̃) ◦ T qi(k)(ω) = 1}

where ω, ω̃ ∈ � and Cn(ω) = {ω = (ωi)i∈Z ∈ � : ωi = ω̃i provided |i| ≤ n}.
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Theorem 7.2.6 Assume that (7.2.16) holds true. Then under the conditions of
Theorem 7.2.3 for P × P -almost all pairs (ω, ω̃) ∈ �×�,

lim
n→∞

1

n
ln τCn(ω̃)(ω) = 2�h. (7.2.18)

We observe that (7.2.18) was proved in [11] under the ψ-mixing assumption
assuming additionally stronger conditions than here while the φ-mixing case was
not treated there at all. The proof of Theorem 7.2.6 here is different from [11] as it
relies on the Borel–Cantelli lemma and the strong Borel–Cantelli property which is
an adaptation to our symbolic (and nonconventional) setup of proofs from [5] and
[6]. We note that both Theorems 7.2.5 and 7.2.6 remain valid (with essentially the
same proof) for one sided shifts just by deleting 2 in (7.2.17) and (7.2.18).

7.3 Proof of Theorem 7.2.2

7.3.1 The Case � = 1

Let N ≥ M and fix an m betweenM and N . By Assumption 7.2.1 for each k there
exists at most K of integers n such that q(n) − q(m) = k where q(n) = q1(n). If
q(n)− q(m) = k ≥ 1 then by the definition of the φ-dependence coefficient

|P(�q(m) ∩ �q(n))− P(�q(m))P (�q(n))| ≤ φ(k)P (�q(m)). (7.3.1)

Hence,

∑

N≥n≥M, q(n)>q(m)
|P(�q(m) ∩ �q(n))− P(�q(m))P (�q(n))| ≤ KP(�q(m))

∞∑

k=1

φ(k).

(7.3.2)

Since the coefficient φ is summable and that similar inequalities hold true when
q(m) > q(n) we conclude that the condition (7.2.12) of Theorem 7.2.4 is satified
with �q(n) in place of �n, n = 1, 2, . . . there, and so (7.2.8) follows in the case
� = 1 assuming (7.2.7).

7.3.2 The Case � > 1

We start with the following counting arguments concerning the functions qi, i =
1, . . . , � satisfying Assumption 7.2.1. Introduce

q(n) = min
1≤i �=j≤� |qi(n)− qj (n)|.
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By Assumption 7.2.1(i) for each pair i �= j and any k there exists at most K
nonnegative integers n such that qi(n)− qj (n) = k, and so

#{n > 0 : q(n) = k} < K�2 (7.3.3)

where # stands for “the number of . . . ”. We will need also the following semi-metric
between integers k, l > 0,

δ(k, l) = min
1≤i,j≤� |qi(k)− qj (l)|.

It follows from Assumption 7.2.1(i) that for any integersm > 0 and k ≥ 0,

#{n > 0 : δ(m, n) = k} < 2K2�2. (7.3.4)

Indeed, the number ofm’s such that qj (m) = qi(n)− k for a fixed i, j, n and k does
not exceedK by Assumption 7.2.1(i) and (7.3.4) follows since 1 ≤ i, j ≤ �.

In order to prove Theorem 7.2.2 for � > 1 we will estimate first

|E(XmXn)− EXmEXn| = |P(∩�i=1(�qi(m) ∩ �qi(n)))
− P(∩�i=1�qi(m))P (∩�i=1�qi(n))| (7.3.5)

where m,n > 0 and Xk = ∏�
i=1 I�qi (k)

. If δ(m, n) = k ≥ 1 then by Lemma 3.3 in
[11] and the definition of the ψ-dependence coefficient

|E(XmXn)−EXmEXn| ≤ 22�+2ψ(k)(2− (1+ψ(k))�)− 2EXmEXn (7.3.6)

where we assume, in fact, that k is large enough so that ψ(k) < 21/� − 1. Thus, let
k0 = min{k : ψ(k) < 21/� − 1}. Then by (7.3.4) and (7.3.6),

∑

N≥n≥M
|E(XmXn)− EXmEXn| ≤ cEXm (7.3.7)

where

c = 2K2�2(1+ 22�+2(2− (1+ ψ(k0))
�)−2

∞∑

k=k0

ψ(k)
)

where we took into account that

|EX2
m − (EXm)2| ≤ EXm.
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Summing in (7.3.7) in m between M an N we obtain the condition (7.2.12) of
Theorem 7.2.4 with ∩�i=1�qi(n) in place of �n there. Hence if

∞∑

n=1

P(∩�i=1�qi(n)) = ∞ (7.3.8)

then Theorem 7.2.4 yields that with probability one

SN

ẼN
→ 1 as N →∞ (7.3.9)

where ẼN =∑N
n=1 P(∩�i=1�qi(n)).

Since we assume (7.2.10) and not (7.3.8), it remains to show that under our
conditions,

ẼN
EN → 1 as N →∞. (7.3.10)

By Lemma 3.2 from [11] we obtain when q(n) = k ≥ 1 that

|P(∩�i=1�qi(n))−
�∏

i=1

P(�qi (n))| ≤ ((1+ ψ(k))� − 1)
�∏

i=1

P(�qi (n)). (7.3.11)

For q(n) = 0 we estimate the left hand side of (7.3.11) just by 1. Hence, by (7.3.3),

|ẼN − EN | ≤ K�2 +
N∑

n=1,q(n)≥1

(
((1+ ψ(q(n)))� − 1)

�∏

i=1

P(�qi (n))
)

(7.3.12)

≤ K�2 +
N∑

n=1,q(n)≥1

((1+ ψ(q(n)))� − 1)

≤ K�2 +K�2
∞∑

n=1

((1+ ψ(q(n)))� − 1) ≤ C <∞

for some constant C > 0, since the coefficient ψ is summable. Dividing (7.3.12) by
EN and taking into account (7.2.10) we obtain (7.3.10) and complete the proof of
Theorem 7.2.2.
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7.4 Proof of Theorem 7.2.3(i)

Here � = 1, and so we set Cn = C(1)n and q(n) = q1(n). Consider cylinder sets Cm
andCn, 1 ≤ m < n defined on intervals of integersm = [lm, rm] andn = [ln, rn]
with m right D-nested in n implying that rm < rn + D. Let k = q(n) − q(m).
By Assumption 7.2.1(i) for each m and k this equality can hold true only for at
most K of n’s and by Assumption 7.2.1(ii) for no more than K of n’s we may have
q(n) ≤ q(m). Next, we can write

rn + q(n) > rm + q(m)+ k −D. (7.4.1)

Assume first that

ln + q(n) ≤ rm + q(m) and rn + q(n) > rm + q(m). (7.4.2)

Let Cn = [aln, aln+1, . . . , arn] and Ĉm,n = [atm,n, atm,n+1, . . . , arn] where we
assume that rn > ln,

tm,n = sm,n + [ 1
2 (rn − sm,n + 1)] and

am,n = ln + (rm + q(m)− ln − q(n))+ 1 = rm + q(m)− q(n)+ 1.

It follows that

rn − tm,n + 1 ≥ [1
2
(k −D)] and tm,n + q(n)− rm + q(m) ≥ [1

2
(k −D)] − 1.

(7.4.3)

Assuming that k ≥ D+4 we obtain by the definition of the φ-dependence coefficient
that

P(T −q(m)Cm ∩ T −q(n)Cn) ≤ P(T −q(m)Cm ∩ T −q(n)Ĉm,n) (7.4.4)

≤ P(Cm)P (Ĉm,n)+ φ([1
2
(k −D)] − 1)P (Cm).

To make the estimate (7.4.4) suitable for our purposes we recall that according
to Lemma 3.1 in [12] there exists α > 0 such that any cylinder set C defined on an
interval of integers = [l, r] satisfies

P(C) ≤ e−α(r−l), (7.4.5)

and so

P(Ĉm,n) ≤ exp(−α([1
2
(k −D)] − 1)). (7.4.6)
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In addition to (7.4.4) we can write also

P(Cm)P (Cn) ≤ e−α(rn−ln)P (Cm) ≤ e−α(k−D)P (Cm) (7.4.7)

where we used that by (7.4.1),

rn − ln ≥ rn − sm,n + 1 = rn + q(n)− rm − q(m) > k −D.

Observe that by Assumption 7.2.1 there exists at most K(D + 1) of n’s for which
q(n) − q(m) = k ≤ D, and so by (7.4.1) the second inequality in (7.4.2) may fail
only for at most K(D + 1) of n’s. For such n’s we use the trivial estimate

|P(T −q(m)Cm ∩ T −q(n)Cn)− P(Cm)P (Cn)| ≤ P(Cm). (7.4.8)

Now if

ln + q(n) > rm + q(m) (7.4.9)

then by the definition of the φ-dependence coefficient we can write by (7.4.1) that

|P(T −q(m)Cm ∩ T −q(n)Cn)− P(Cm)P (Cn)| (7.4.10)

≤ φ(ln + q(n)− rm − q(m))P (Cm) ≤ φ(k −D − (rn − ln))P (Cm)

but this may not suffice for our purposes when rn − ln is large. In this case we
proceed as in (7.4.4), (7.4.6) and (7.4.7) where we take Ĉn = [atn, atn+1, . . . , arn]
with tn = ln + [ 1

2 (rn − ln)] + 1. Then

tn + q(n)− rm − q(m) > [1
2
(rn − ln)] + 1 and rn − tn ≥ [1

2
(rn − ln)] − 1,

and so

P(T −q(m)Cm ∩ T −q(n)Cn) ≤ P(T −q(m)Cm ∩ T −q(n)Ĉn) (7.4.11)

≤ P(Cm)P (Ĉn)+ φ([1
2
(rn − ln)] + 1)P (Cm)

≤ (
e−α([

1
2 (rn−ln)]−1) + φ([1

2
(rn − ln)])

)
P(Cm).

Thus, when (7.4.9) holds true we use (7.4.10) if rn − ln ≤ k−D
2 and (7.4.11) when

rn − ln > k−D
2 . In both cases we will obtain the estimate

|P(T −q(m)Cm ∩ T −q(n)Cn)− P(Cm)P (Cn)| (7.4.12)

≤ (
e−α([ 1

4 (k−D)]−1) + φ([ 1
4 (k −D)])

)
P(Cm).
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Finally, taking into account that q(n) − q(m) = k ≤ D can occur only for at
most K(D + 1) of n’s and for each k the equality q(n)− q(m) = k may hold true
for at most K of n’s we conclude from (7.4.4), (7.4.6)–(7.4.8), (7.4.12) and from
the summability of the coefficient φ that for any m = M,M + 1, . . . , N ,

N∑

n=M
|P(T −q(m)Cm ∩ T −q(n)Cn)− P(Cm)P (Cn)| ≤ cP (Cm) (7.4.13)

for some constant c > 0 independent of M and N . Summing in m between M
and N we conclude that the condition (7.2.12) of Theorem 7.2.4 is satisfied with
�n = T −q(n)Cn, and so assuming (7.2.10) we obtain (7.2.11) completing the proof
of Theorem 7.2.3(i).

7.5 Proof of Theorem 7.2.3(ii)

Observe that if δ(n,m) = k, n > m ≥ 0 and the pair n,m does not belong to the
exceptional set N having cardinality at most K then by Assumption 7.2.1(ii) for
some i0, j0 ≤ �,

qj0 = max
1≤j≤� qj (n) ≥ qi0(m)+ k = max

1≤i≤� qi(m)+ k. (7.5.1)

Let Cm and Cn be cylinder sets defined on m = [lm, rm] and n = [ln, rn],
respectively. Since Cm is D-nested in Cn, rm ≤ rn +D, and so by (7.5.1),

rm + qi0(m) ≤ rn + qj0(n)− k +D. (7.5.2)

Assume first that

ln + qj0(n) ≤ rm + qi0(m) and rn + qj0(n) > rm + qi0(m). (7.5.3)

Let Cn = [aln, aln+1, . . . , arn] and Ĉm,n = [asm,n, asm,n+1, . . . , arn] where

sm,n = ln + (rm + qi0(m)− ln − qj0)+ 1 = rm + qi0(m)− qj0(n)+ 1, (7.5.4)

and so Ĉm,n is defined on the interval [sm,n, rn] of the length

rn − sm,n + 1 = rn + qj0(n)− rm − qi0(m) ≥ k −D (7.5.5)
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where the last inequality follows from (7.5.2). Hence, by the definition of the ψ-
dependence coefficient

P
( ∩�i=1 (T

−qi(m)C(i)m ∩ T −qi(n)C(i)n )
)

(7.5.6)

≤ P ( ∩�i=1 (T
−qi (m)C(i)m ∩ T −qj0 (n)Ĉ(j0)m,n)

)

≤ (1+ ψ(1))P (∩�i=1T
−qi(m)C(i)m )P (T −qj0 (n)Ĉ

(j0)
m,n)

≤ (1+ ψ(1))e−α(k−D)P (∩�i=1T
−qi(m)C(i)m )

where Ĉ(j0)m,n is constructed as above with Cn = C(j0)n .
We can write also that

P(∩�i=1T
−qi(m)C(i)m )P (∩�i=1T

−qi(n)C(i)n ) ≤ P(C(1)n )P (∩�i=1T
−qi(m)C(i)m )

(7.5.7)

≤ e−α(rn−ln)P (∩�i=1T
−qi(m)C(i)m ).

Since rn − ln ≥ rn − sm,n + 1 ≥ k −D, it follows that under the condition (7.5.3),

|P ( ∩�i=1 (T
−qi(m)C(i)m ∩ T −qi(n)C(i)n )

)
(7.5.8)

− P(∩�i=1T
−qi(m)C(i)m )P (∩�i=1T

−qi(n)C(i)n )|
≤ (1+ ψ(1))e−α(k−D)P (∩�i=1T

−qi(m)C(i)m ).

On the other hand, if

ln + qj0(n) > rm + qi0(m), (7.5.9)

then by the definition of the ψ-dependence coefficient we obtain similarly to the
above that

|P ( ∩�i=1 (T
−qi(m)C(i)m ∩ T −qi(n)C(i)n )

)
(7.5.10)

− P(∩�i=1T
−qi (m)C(i)m )P (∩�i=1T

−qi(n)C(i)n )|
≤ (1+ ψ(ln + qj0(n)− rm − qi0(m)))P (∩�i=1T

−qi(m)C(i)m )P (C(1)n )

≤ (1+ ψ(1))e−α(rn−ln)P (∩�i=1T
−qi(m)C(i)m ).

Let a number d0 ≥ 1 be such that

ψ(d0) < 21/� − 1 and k − (rn − ln + 2D) > d0. (7.5.11)
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Since rn − ln ≥ rm − lm − 2D by D-nesting, it follows by (7.4.5) and Lemma 3.3
from [11] that

|P ( ∩�i=1 (T
−qi (m)C(i)m ∩ T −qi(n)C(i)n )

)
(7.5.12)

− P(∩�i=1T
−qi(m)C(i)m )P (∩�i=1T

−qi (n)C(i)n )|
≤ 22�+2ψ(k −max(rn − ln, rm − lm))
× (2− (1+ ψ(k −max(rn − ln, rm − lm)))�)−2P(∩�i=1T

−qi(m)C(i)m )

× P(∩�i=1T
−qi (n)C(i)n ) ≤ 22�+2ψ(k − (rn − ln + 2D))(2− (1+ ψ(d0))

�)−2

× e−α(rn−ln)P (∩�i=1T
−qi(m)C(i)m ).

Since the cardinality of N does not exceedK we have

∑

(n,m)∈N
|P ( ∩�i=1 (T

−qi(m)C(i)m ∩ T −qi(n)C(i)n )
)

(7.5.13)

− P(∩�i=1T
−qi (m)C(i)m )P (∩�i=1T

−qi(n)C(i)n )|
≤ KP(∩�i=1T

−qi(m)C(i)m ).

Next, we estimate now the remaining sum

∑
n>m,(n,m) �∈N |P

( ∩�i=1 (T
−qi(m)C(i)m ∩ T −qi (n)C(i)n )

)
(7.5.14)

−P(∩�i=1T
−qi(m)C(i)m )P (∩�i=1T

−qi(n)C(i)n )|.
For the part of the sum in n’s satisfying (7.5.3) we apply the inequality (7.5.8) which
yields the contribution to the total sum estimated using (7.3.4) by

2K�2(1+ ψ(1))P (∩�i=1T
−qi(m)C(i)m )

∑∞
k=0 e

−α(k−D) (7.5.15)

= 2K�2eαD(1+ ψ(1))(1− e−α)−1P(∩�i=1T
−qi(m)C(i)m ).

For the parts of the sum (7.5.14) which correspond to n’s satisfying (7.5.9) but
not (7.5.11) we obtain that

e−α(rn−ln) ≤ e−αke−α(2D−d0), (7.5.16)

and so taking into account (7.3.4) the summation in (7.5.14) over n’s satisfy-
ing (7.5.9) can be estimated by

2K�2(1+ ψ(1))e−α(2D−d0)P (∩�i=1T
−qi (m)C(i)m )

∑∞
k=0 e

−αk (7.5.17)

= 2K�2(1+ ψ(1))e−α(2D−d0)(1− e−α)P (∩�i=1T
−qi (m)C(i)m ).
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It remains to estimate the part of the sum (7.5.14) which corresponds to n’s
satisfying (7.5.11) where we use (7.5.12). We observe that

ψ(k − (rn − ln + 2D))e−α(rn−ln) (7.5.18)

= e2αDψ(k − (rn − ln + 2D))e−α(rn−ln+2D)

≤ e2αD max(ψ([k/2]), ψ(1)e−α[k/2]) ≤ e2αD(ψ([k/2])+ ψ(1)e−α[k/2])

since either rn − ln + 2D ≥ k/2 or k − (rn − ln + 2D) ≥ k/2. Both summands in
the right hand side of (7.5.18) are summable in k (the first one by the assumption)
which gives an estimate for the part of the sum (7.5.14) corresponding to n’s
satisfying (7.5.11) in the form

cP (∩�i=1T
−qi (m)C(i)m ) (7.5.19)

where c > 0 does not depend onm. By estimates (7.5.8), (7.5.12), (7.5.13), (7.5.15)
and (7.5.17)–(7.5.19) above we conclude that the whole sum consisting of the part
appearing in (7.5.13) plus the part displayed by (7.5.14) can be estimated by the
expression (7.5.19) with another constant c > 0 independent of m. It follows that
there exists c̃ > 0 such that for all N > M ≥ 1,

N∑

n,m=M
|P ( ∩�i=1 (T

−qi(m)C(i)m ∩ T −qi (n)C(i)n )
)

(7.5.20)

− P(∩�i=1T
−qi(m)C(i)m )P (∩�i=1T

−qi (n)C(i)n )|

≤ c̃
N∑

m=M
P(∩�i=1T

−qi(m)C(i)m ).

If, in addition,

∞∑

m=1

P(∩�i=1T
−qi(m)C(i)m ) =∞ (7.5.21)

then by Theorem 7.2.4 we obtain that with probability one

∑N
n=1(

∏�
i=1 IC(i)n

◦ T qi(n))
∑N
n=1 P(∩�i=1T

−qi(n)C(i)n )
→ 1 as N →∞. (7.5.22)

It remains to show that under the condition (7.2.10) with probability one,

∑N
n=1 P(∩�i=1T

−qi(n)C(i)n )
∑N
n=1

∏�
i=1 P(C

(i)
n )

→ 1 as N →∞. (7.5.23)



7 Strong Borel–Cantelli Property 251

Observe again that

P(∩�i=1T
−qi(n)C(i)n ) ≤ P(C(1)n ) ≤ e−α(rn−ln). (7.5.24)

Next, we split the sum in the left hand side of (7.5.21) into two sums

S1 =∑
n: (rn−ln)≤ 2

α ln n P (∩�i=1T
−qi(n)C(i)n )

and S2 =∑
n: (rn−ln)> 2

α ln n P (∩�i=1T
−qi (n)C(i)n ).

By (7.5.24),

S2 ≤
∞∑

n=1

n−2 <∞ and also
∑

n: (rn−ln)> 2
α lnn

�∏

i=1

P(C(i)n ) <∞.

Hence, it suffices to show that under the condition (7.2.10) with probability one,

∑
n≤N : (rn−ln)≤ 2

α
lnn P (∩�i=1T

−qi(n)C(i)n )
∑
n≤N : n: (rn−ln)≤ 2

α
ln n

∏�
i=1 P(C

(i)
n )

→ 1 as N →∞. (7.5.25)

Set q(n) = mini �=j |qi(n)−qj (n)|. Observe that by Assumption 7.2.1(i) for each
k,

#{n : q(n) = k} ≤ K�2. (7.5.26)

Consider first n’s satisfying

q(n) ≤ rn − ln. (7.5.27)

In this case by (7.5.24),

P(∩�i=1T
−qi(n)C(i)n ) ≤ e−αq(n) (7.5.28)

and relying on (7.5.26) we conclude that

∑

n: q(n)≤rn−ln
P (∩�i=1T

−qi(n)C(i)n ) ≤ K�2
∞∑

k=0

e−αk = K�2(1− e−α)−1

and the same estimate holds true for
∑
n: q(n)≤rn−ln

∏�
i=1 P(C

(i)
n ). Hence, the sum

over such n’s does not influence the asymptotical behavior in (7.5.23) and (7.5.25)
since the denominators there tend to∞.
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It remains to consider the sums over n’s satisfying

q(n) > rn − ln. (7.5.29)

In this case we can apply Lemma 3.2 from [11] to obtain that

|P(∩�i=1T
−qi(n)C(i)n )−

�∏

i=1

P(C(i)n )| (7.5.30)

≤ (
(1+ ψ(q(n)− (rn − ln)))� − 1

) �∏

i=1

P(C(i)n )

≤ (
(1+ ψ(q(n)− (rn − ln)))� − 1

)
e−�α(rn−ln).

Now observe that either rn − ln or q(n)− (rn − ln) is greater or equal to 1
2q(n).

Denote by N1 the set of n’s for which rn − ln ≥ 1
2q(n) and by N2 the set of n’s

for which q(n)− (rn − ln) ≥ 1
2q(n). Taking into account (7.5.26) and (7.5.29) we

obtain that

∑

n∈N1

(
(1+ ψ(q(n)− (rn − ln)))� − 1

)
e−�α(rn−ln) (7.5.31)

≤ ((1+ ψ(1))� − 1)
∑

n∈N1

e−
1
2 �αq(n)

≤ K�2((1+ ψ(1))� − 1)
∞∑

k=0

e−
1
2 �αk

= K�2((1+ ψ(1))� − 1)(1− e− 1
2 �α)−1 <∞.

Next, taking into account that ψ(k) is summable we see that

∑

n∈N2

(
(1+ ψ(q(n)− (rn − ln)))� − 1

)
e−�α(rn−ln) (7.5.32)

≤
∑

n∈N2

(
(1+ ψ(max(1, [1

2
q(n)])))� − 1

)

≤ 2K�2
∞∑

k=1

((1+ ψ(k))� − 1) = 2K�2
∞∑

k=1

�∑

m=1

(
�

m

)

(ψ(k))m <∞.



7 Strong Borel–Cantelli Property 253

Hence,

|
∞∑

n=1

(
P(∩�i=1T

−qi(n)C(i)n )−
�∏

i=1

P(C(i)n )
)| <∞ (7.5.33)

and since
∑∞
n=1

∏�
i=1 P(C

(i)
n ) = ∞, we obtain (7.5.25), and so (7.5.23), as well,

completing the proof of Theorem 7.2.3(ii).

7.6 Asymptotics of Maximums of Logarithmic Distance
Functions

In this section we will prove Theorem 7.2.5. Let ω̃(j) = (ω̃
(j)
i )i∈Z ∈ � and

Cn(ω̃
(j)), j = 1, . . . , �, n = 1, 2, . . . be a sequence of cylinder sets such that

Cn(ω̃
(j)) = {ω = (ωi)i∈Z ∈ � : ωi = ω̃(j)i provided |i| ≤ rn}

where rn ↑ ∞ as n ↑ ∞ is a sequence of integers. Observe that by the Shannon–
McMillan–Breiman theorem (see, for instance, [15]) for almost all ω̃ ∈ �,

lim
n→∞

1

2rn
lnP(Cn(ω̃)) = −h (7.6.1)

where h is the Kolmogorov–Sinai entropy of the shift T with respect to P since the
latter measure is ergodic whether we assume φ or ψ-mixing.

Now suppose that

∞∑

n=1

�∏

i=1

P(Cn(ω̃
(i))) <∞. (7.6.2)

It follows from (7.5.32) that (7.6.2) implies also

∞∑

n=1

P(∩�i=1T
−qi (n)Cn(ω̃(i))) <∞ (7.6.3)

which is, of course, a tautology if � = 1. It follows from the first Borel–Cantelli
lemma that for almost all ω ∈ � only finitely many events {T qi(n)ω ∈ Cn(ω̃(i)), i =
1, . . . , �} can occur. But if the latter event does not hold true then

T qj (n) �∈ Cn(ω̃(j)) for some 1 ≤ j ≤ �,
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and so

d(T qj (n)ω, ω̃(j)) > e−γ rn i.e. �ω̃(j) (T
qj (n)ω) < γ rn (7.6.4)

where the distance d(·, ·) and the function�were defined in (7.2.14) and (7.2.15). It
follows that in this case there existsNω̃, ω̃ = (ω̃(1), . . . , ω̃(�)) finite with probability
one and such that for all N > Nω̃(ω),

MN,ω̃(ω) < γ rN,

whereMN,ω̃(ω) was defined in (7.2.15). Hence,

lim sup
N→∞

MN,ω̃

lnN
≤ γ lim sup

N→∞
rN

lnN
a.s. (7.6.5)

Next, assume that

EN,ω̃ =
N∑

n=1

�∏

i=1

P(Cn(ω̃
(i)))→∞ as N →∞ (7.6.6)

which by (7.5.32) implies also that

∞∑

n=1

P(∩�i=1T
−qi(n)Cn(ω̃(i))) = ∞. (7.6.7)

Set

Ln,ω̃(ω) = max{m ≤ n : T qi(m)ω ∈ Cm(ω̃(i)) for i = 1, . . . , �}.

It follows from Theorem 7.2.3 that under (7.6.6) for almost all ω ∈ �,

Ln,ω̃(ω)→∞ as n→∞.

Observe also that

SN(ω) =
N∑

n=1

(

�∏

i=1

ICn(ω̃(i))
◦ T qi(n)(ω)) = SLn,ω̃(ω). (7.6.8)

By (7.4.13), (7.5.19) and (7.5.32) we can use (7.2.13) which yields that for almost
all ω ∈ �,

0 ≤ EN,ω̃ − ELn,ω̃,ω̃ ≤ O(E1/2
N,ω̃

ln
3
2+ε EN,ω̃), (7.6.9)
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and so for almost all ω,

lim
N→∞

ELn,ω̃(ω),ω̃
EN,ω̃ = 1. (7.6.10)

Next, observe that if m = Ln,ω̃(ω) then for each i = 1, . . . , �,

d(T qi(m)ω, ω̃(i)) ≤ e−γ rm i.e. �ω̃(i) (T
qi(m)ω) ≥ γ rm,

and soMm,ω̃(ω) ≥ γ rm. It follows that

MN,ω̃(ω) ≥MLN,ω̃(ω)(ω) ≥ γ rLN,ω̃(ω), (7.6.11)

and so

lim inf
N→∞

MN,ω̃(ω)

lnN
≥ γ (lim inf

N→∞
rN

lnN
) lim inf
N→∞

lnLN,ω̃(ω)

lnN
. (7.6.12)

Next, in order to complete the proof of Theorem 7.2.5, we will choose sequences
rn, n = 1, 2, . . . for appropriate upper and lower bounds. For the upper bound
we will take rn = [ 1+δ

2�h lnn] for some δ > 0. Then by (7.6.1) for almost all
ω̃(1), . . . , ω̃(�) ∈ �,

ln
�∏

i=1

P(Cn(ω̃
(i))) ∼ −(1+ δ) lnn as n→∞,

and so the series (7.6.2) converges as needed. Substituting such rN ’s to (7.6.5) and
letting δ→ 0 we obtain

lim sup
N→∞

MN,ω̃

lnN
≤ γ

2�h
a.s. (7.6.13)

Now we deal with the lower bound choosing rn = [ 1−δ
2�h ln n]. Then by (7.6.1) for

almost all ω̃(1), . . . , ω̃(�) ∈ � as n→∞,

ln
�∏

i=1

P(Cn(ω̃
(i))) ∼ −(1− δ) ln n, (7.6.14)

and so the series (7.6.6) diverges as needed. For such rN ’s we have that

lim inf
N→∞

rN

lnN
= 1− δ

2�h
(7.6.15)
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and letting δ→ 0 the proof of Theorem 7.2.5 will be completed by (7.6.12), (7.6.13)
and (7.6.15) once we show that for almost all ω ∈ �,

lim inf
N→∞

lnLN,ω̃(ω)

lnN
= 1. (7.6.16)

By (7.6.14) there exists a random variable n(ω̃) < ∞ a.s. such that if n ≥ n(ω̃)
then

n−(1−
3
4 δ) ≤

�∏

i=1

P(Cn(ω̃
(i))) ≤ n−(1− 4

3 δ). (7.6.17)

If LN,ω̃(ω) ≥ n(ω) then we obtain from (7.6.9) and (7.6.17) that

4

3δ
(N

3
4 δ − (LN,ω̃(ω)+ 1)

3
4 δ) (7.6.18)

≤
N∑

n=LN,ω̃(ω)+1

n−(1−
3
4 δ)

≤ O((n(ω)+
N∑

n=n(ω)
n−(1−

4
3 δ))1/2 ln

3
2+ε(n(ω)+

N∑

n=n(ω)
n−(1−

4
3 δ))

)

≤ O(n(ω)+ 3

4δ
N

4
3 δ)1/2 ln

3
2+ε(n(ω)+ 3

4δ
N

4
3 δ)

)
.

Dividing these inequalities by N
3
4 δ , letting N → ∞ and taking into account that

N ≥ LN,ω̃(ω) by the definition, we see that

LN,ω̃(ω)

N
→ 1, and so lnN − lnLN,ω̃(ω)→ 0 a.s. as N →∞

implying (7.6.16) and completing the proof of Theorem 7.2.5. ��

7.7 Asymptotics of Hitting Times

In this section we will prove Theorem 7.2.6 deriving first that for P × P -almost all
pairs (ω, ω̃),

lim inf
n→∞

1

n
ln τCn(ω̃) ≥ 2�h. (7.7.1)
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Let λk ≤ n ≤ λ(k + 1) for some λ > 0. Then

ln τCλk(ω̃)
λ(k + 1)

≤ ln τCn(ω̃)
n

≤ ln τCλ(k+1)(ω̃)

λk
,

and so

lim inf
n→∞

ln τCn(ω̃)
n

= lim inf
k→∞

ln τCλk(ω̃)
λk

(7.7.2)

where we alert the reader that the definition of the cylinder Cn(ω̃) here agrees with
the corresponding definition in Sect. 7.6 provided rn = n there.

Next, assume that λ > (2�h)−1 and set

Ik(ω̃) = ∪ekj=1 ∩�i=1 T
−qi(j)Cλk(ω̃).

Then

P(Ik(ω̃)) ≤
ek∑

j=1

P(∩�i=1T
−qi(j)Cλk(ω̃)) (7.7.3)

and we are going to show that for P -almost all ω̃,

∞∑

k=1

ek∑

j=1

P(∩�i=1T
−qi(j)Cλk(ω̃)) <∞. (7.7.4)

Indeed, applying the Shannon-McMillan-Breiman theorem we obtain that for P -
almost all ω̃ and each ε > 0 there exists k(ε, ω̃) such that if k ≥ k(ε, ω̃) then

P(Cλk(ω̃)) ≤ exp(−k(2λh− ε)). (7.7.5)

When � = 1 we employ (7.7.5) for k ≥ k(ε, ω̃) and (7.4.5) for k < k(ε, ω̃) which
yields the estimate of the left hand side of (7.7.4) by

∑

1≤k≤k(ε,ω̃)
eke−α(2λk−1) +

∞∑

k=1

e−k(2λh−ε−1). (7.7.6)

The first sum in (7.7.6) contains finitely many terms, and so it is bounded, while the
second sum in (7.7.6) is also bounded since 2λh−ε > 1 by the choice of λ provided
ε > 0 is small enough.
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Next, we will deal with the case � > 1. First, recall the notation q(n) =
mini �=j |qi(n)− qj (n)| and observe that by (7.5.6),

#{n : q(n) ≤ 2λk + 2} ≤ 2(λk + 1)K�2. (7.7.7)

Now we split the sum in the left hand side of (7.7.4) into two sums

S1 =
∞∑

k=1

∑

j :j≤ek, q(j)≤2λk+2

P(∩�i=1T
−qi(j)Cλk(ω̃)) (7.7.8)

≤ 2K�2
∞∑

k=1

(λk + 1)P (Cλk(ω̃)) ≤ 2K�2
∞∑

k=1

(λk + 1)e−2α(λk−1) <∞,

where we use (7.4.5), and

S2 =
∞∑

k=1

∑

j :j≤ek, q(j)>2λk+2

P(∩�i=1T
−qi (j)Cλk(ω̃)) (7.7.9)

≤ k(ε, ω̃)ek(ε,ω̃) +
∞∑

k=k(ε,ω̃)

∑

j :j≤ek, q(j)>2λk+2

P(∩�i=1T
−qi(j)Cλk(ω̃)).

If q(j) > 2λk+2 and k ≥ k(ε, ω̃) then employing Lemma 3.2 from [11] and (7.7.5)
above we obtain

P(∩�i=1T
−qi(j)Cλk(ω̃)) ≤ (1+ ψ(1))�(P (Cλk(ω̃)))�

≤ (1+ ψ(1))� exp(−k(2λh�− ε�)) (7.7.10)

whereψ is the dependence coefficient from (7.2.3). For ε > 0 small enough 2λh�−
ε� > 1 by the choice of λ, and so by (7.7.9) and (7.7.10),

S2 ≤ k(ε, ω̃)ek(ε,ω̃) +
∞∑

k=1

exp(−k(2λh�− ε�− 1)) <∞

which together with (7.7.8) yields (7.7.4).
Hence, by the (first) Borel–Cantelli lemma there exists K(ω) = K(ω, ω̃) < ∞

a.s. such that for all k ≥ K(ω) there are no events

T qi(j)ω ∈ Cαk(ω̃) for all i = 1, . . . , � and some 1 ≤ j ≤ ek.

It follows that for P -almost all ω and k ≥ K(ω).

τCαk(ω̃)(ω) > e
k.
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This together with (7.7.2) yields that for P × P -almost all pairs (ω, ω̃),

lim inf
n→∞

ln τCn(ω̃)(ω)

n
≥ λ−1. (7.7.11)

Since λ can be chosen arbitrarily close to (2�h)−1 we obtain (7.7.1).
Next, we will prove that for P × P -almost all pairs (ω, ω̃),

lim sup
n→∞

ln τCn(ω̃)(ω)

n
≤ 2�h. (7.7.12)

Choose ε′ > ε > 0 small and β > 0 close to (2�h)−1 so that

β(2�h+ ε) < 1 and β(2�h+ ε′)− 1− β(2�h− ε)
1− β(2�h+ ε) > 0 (7.7.13)

which implies, in particular, that β(2�h+ ε′) > 1.
Set

� = {(ω, ω̃) ∈ � : lim sup
n→∞

ln τCn(ω̃)(ω)

n
> 2�h+ ε′}.

If (ω, ω̃) ∈ � then for infinitely many n’s,

τCβ lnn(ω̃)(ω) > n
β(2�h+ε′). (7.7.14)

For n’s satisfying (7.7.14),

ω �∈ ∪1≤j≤nβ(2�h+ε′) ∩1≤i≤� T −qi(j )Cβ lnn(ω̃) ⊃ ∪n≤j≤nβ(2�h+ε′) ∩1≤i≤� T −qi (j )Cβ ln j (ω̃)

which implies that there exists a sequence nk →∞ as k→∞ such that

∑

1≤j≤nk

∏

1≤i≤�
ICβ ln j (ω̃) ◦ T qi(j)(ω) =

∑

1≤j≤nβ(2�h+ε′)k

∏

1≤i≤�
ICβ ln j (ω̃) ◦ T qi(j)(ω)

(7.7.15)

for each k.
By the Shannon–McMillan–Breiman theorem there are �̃ ⊂ � with P(�̃) = 1

and a random variable J finite on �̃ such that for any j ≥ J (ω̃),

j−β(2h+
ε
� ) = e−(2h+ ε� )β ln j ≤ P(Cβ ln j (ω̃)) < e

−(2h− ε� )β ln j = j−β(2h− ε� ).



260 Y. Kifer

Hence, there are random variables k1 and k2 such that for all n large enough,

k1(ω̃)n
1−β(2�h+ε) ≤

n∑

j=1

(
P(Cβ ln j (ω̃))

)� ≤ k2(ω̃)n
1−β(2�h−ε). (7.7.16)

It follows that for (ω, ω̃) ∈ �, ω̃ ∈ �̃ and all k large enough

∑
1≤j≤nk

(
P(Cβ ln j (ω̃))

)�

∑

1≤j≤nβ(2�h+ε′)k

(
P(Cβ ln j (ω̃))

)� (7.7.17)

≤ k2(ω̃)

k1(ω̃)
n
(1−β(2�h−ε)−β(2�h+ε′)(1−β(2�h+ε))
k → 0 as k→∞

since by the choice of ε, ε′ and β,

(1− β(2�h− ε)− β(2�h+ ε′)(1− β(2�h+ ε))

= (1− β(2�h+ ε)(1− β(2�h− ε)
1− β(2�h+ ε) − β(2�h+ ε

′) < 0.

By (7.7.15) we obtain from (7.7.17) that

∑
1≤j≤nk

∏
1≤i≤� ICβ ln j (ω̃) ◦ T qi(j)(ω)

∑
1≤j≤nk

(
P(Cβ ln j (ω̃))

)� (7.7.18)

×
∑

1≤j≤nβ(2�h+ε′)k

(
P(Cβ ln j (ω̃))

)�

∑

1≤j≤nβ(2�h+ε′)k

∏
1≤i≤� ICβ ln j (ω̃) ◦ T qi(j)(ω)

→∞ as k→∞.

By (7.7.16) for all ω̃ ∈ �̃,

∑

1≤j≤n

(
P(Cβ ln j (ω̃))

)� →∞ as n→∞,

and so by Theorem 7.2.3 for P -almost all ω,

∑
1≤j≤n

∏
1≤i≤� ICβ ln j (ω̃) ◦ T qi(j)(ω)

∑
1≤j≤n

(
P(Cβ ln j (ω̃))

)� → 1 as n→∞.

Thus, (7.7.18) can hold true only for a set of pairs (ω, ω̃) having P × P -measure
zero, and so P × P(�) = 0. Since ε and ε′ can be chosen arbitrarily close to
zero, (7.7.12) follows for P × P -almost all (ω, ω̃), which together with (7.7.1)
completes the proof of Theorem 7.2.6.
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Chapter 8
Application of the Convergence
of the Spatio-Temporal Processes
for Visits to Small Sets

Françoise Pène and Benoît Saussol

Abstract The goal of this article is to point out the importance of spatio-temporal
processes in different questions of quantitative recurrence. We focus on applications
to the study of the number of visits to a small set before the first visit to another
set (question arising from a previous work by Kifer and Rapaport), the study of
high records, the study of line processes, the study of the time spent by a flow in a
small set. We illustrate these applications by results on billiards or geodesic flows.
This paper contains in particular new result of convergence in distribution of the
spatio temporal processes associated to visits by the Sinai billiard flow to a small
neighbourhood of arbitrary points in the billiard domain.

8.1 Introduction

Let (�,F, μ, T ) or (�,F, μ, Y = (Yt )t≥0) be a probability preserving dynamical
system in discrete or continuous times. Let (Aε)ε>0 be a family of measurable
subsets of � with μ(Aε)→ 0+ as ε → 0. Given a family (hε)ε>0 of positive real
numbers and a family (Hε)ε>0 of measurable normalization functionsHε : Aε → V

where V is a locally compact metric space endowed with its Borel σ -algebra V, we
study the family of spatio-temporal point processes (Nε)ε>0 on [0,+∞)×V given
by

Nε(x) := N(T ,Aε, hε,Hε) :=
∑

n≥1 : T n(x)∈Aε
δ(nhε,Hε(T n(x))) for a map T

(8.1.1)
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or

Nε(x) := N(Y,Aε, hε,Hε) =
∑

t>0 : Yt enters Aε

δ(thε,Hε(Yt (x))) for a flow Y .

(8.1.2)

We are interested in results of convergence in distribution of (Nε)ε>0 to a point
process P as ε → 0 with a particular focus on applications of results of such kind.
Various results of convergence of such processes to Poisson point processes have
been proved in [14, 21] for billiard maps and flows.

Let us point out the fact that these spatio-temporal processes contain a lot of
information: they do not only contain information on the visit time but they also
contain informations on the spatial position at these visit times. For these reasons,
one may extract further information from results of convergence of these processes.
Among the applications that have already been studied, let us mention:

• Study of the visits to a small neighborhood of an hyperbolic periodic point of a
transformation (see [21, Section 5], with application to Anosov maps).
Such visits occurs by clusters (once a point visits such a neighbourhood, it stays
close to the periodic point during an unbounded time before living this area). The
idea we used to study these clusters was to consider a process Nε corresponding
to the last (or first) position of the clusters.

• Convergence of a normalized Birkhoff sum processes

⎛

⎝

⎛

⎝n−
1
α

�nt�−1∑

k=0

f ◦ T k
⎞

⎠

t≥0

⎞

⎠

n≥1

to an α-stable process. In [25] Tyran-Kamińska provided criteria ensuring such a
result. One of the conditions is the convergence of

N1/n = N(T , {|f | > γn 1
α }, 1/n, n− 1

α f (·))

(for every γ > 0) to some Poisson point process. The general results of [21]
combined with the criteria of [25] have been used in [14] to prove convergence
to a Lévy process for the Birkhoff sum process of Hölder observable of billiards
in dispersing domains with cusps.

We won’t detail again the above applications. Our goal here is to emphasize on
further ones.

After recalling in Sect. 8.2 below the general results of convergence of spatio-
temporal point processes to Poisson point processes established in [21], we present
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in the remaining sections four other important applications of such convergence
results:

• The number of visits to (or of the time spent in) a small set before the first visit
to a second small set (motivated by Kifer and Rapaport [16]), with application to
the Sinai billiard flow with finite horizon,

• The evolution of the number of records larger than some threshold, with an
application to billiards with corners and cusps of order larger than 2,

• The Line process of random geodesics (motivated by Athreya, Lalley, Sapir and
Wroten [2]),

• The time spent by a flow in a small set, with application to the Sinai billiard flow
with finite horizon.

Appendix contains a new theorem of convergence of point processes for the Sinai
billiard flow and for neighborhoods of arbitrary positions in the billiard domain,
which is used in the examples that illustrate the applications above. Finally we also
present an application to the closest approach by the billiard flow.

8.2 Convergence Results for Transformations and Special
Flows

We set E := [0,+∞) × V and we endow it with its Borel σ -algebra E =
B([0,+∞)) ⊗ V. We also consider the family of measures (mε)ε>0 on (V ,V)
defined by

mε := μ(H−1
ε (·)|Aε) (8.2.1)

and a family W closed under finite unions and intersections of relatively compact
open subsets of V , that generates the σ -algebra V. Let λ be the Lebesgue measure
on [0,∞).

We will approximate the point process defined by (8.1.1) or (8.1.2) by a Poisson
point process on E. Given a σ -finite measure η on (E,E), recall that a process N is
a Poisson point process on E of intensity η if

(i) N is a point process (i.e. N =∑
i δxi with xi beingE-valued random variables),

(ii) For every pairwise disjoint Borel sets B1, . . . , Bn ⊂ E, the random variables
N(B1), . . . ,N(Bn) are independent Poisson random variables with respective
parameters η(B1), . . . , η(Bn).

Let Mp(E) be the space of all point measures defined on E, endowed with the
topology of vague convergence; it is metrizable as a complete separable metric
space. A family of point processes (Nε)ε>0 converges in distribution to N if for
any bounded continuous function f : Mp(E)→ R the following convergence holds
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true

E(f (Nε))→ E(f (N)), as ε→ 0. (8.2.2)

For a collection A of measurable subsets of �, we define the following quantity:

 (A) := sup
A∈A,B∈σ(∪∞n=1T

−nA)
|μ(A ∩ B)− μ(A)μ(B)| . (8.2.3)

We set λ for the Lebesgue measure on [0,∞).
Theorem 8.2.1 (Convergence Result for Transformations [21, Theorem 2.1])
We assume that

(i) for any finite subset W0 of W we have  (H−1
ε W0) = o(μ(Aε)),

(ii) there exists a measure m on (V ,V) such that for every F ∈ W, m(∂F) = 0
and limε→0 μ(H

−1
ε (F )|Aε) converges to m(F).

Then the family of point processes (Nε)ε>0 converges strongly1 in distribution, as
ε→ 0, to a Poisson point process P of intensity λ×m.

In particular, for every relatively compact open B ⊂ E such that (λ×m)(∂B) =
0, (Nε(B))ε>0 converges in distribution, as ε → 0, to a Poisson random variable
with the parameter (λ×m)(B).
Let us explain roughly the strategy used in [21] to apply Theorem 8.2.1. First the
measure m appears as the limit of (μ(H−1

ε (·)|Aε))ε>0. Second, we construct W as
the union of finer and finer finite partitions of V with boundary neglectable with
respect to m. Finally we obtain (i) as a consequence of some decorrelation result
combined with the neglectability of fast returns.

Theorem 8.2.2 (Convergence Result for Special Flows [21, Theorem 2.3])
Assume (�,μ, Y = (Yt )t ) can be represented as a special flow over a probability
preserving dynamical system (M, ν, F ) with a roof function τ : M → (0,+∞)
withM ⊂ � and set � : �→ M for the projection such that�(Ys(x)) = x for all
x ∈ M and all s ∈ [0, τ (x)).

Assume moreover that Y enters Aε at most once between two consecutive
visits to M and that there exists a family of measurable normalization functions
Gε : M → V such that the family of point processes (N(F,�(Aε), hε,Gε))ε>0
converges in distribution, as ε → 0 and with respect to some probability measure
ν̃  ν, to a Poisson point process of intensity λ × m, where m is some measure
on (V ,V). Then the family of point processes (N(Y,Aε, hε/Eν[τ ],Gε ◦ �))ε>0
converges in distribution, as ε → 0 (with respect to any probability measure
absolutely continuous with respect to μ), to a Poisson process P of intensity λ×m.

1I.e. with respect to any probability measure absolutely continuous w.r.t. μ.
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8.3 Number of Visits to a Small Set Before the First Visit
to a Second Small Set

Suppose B0
ε and B1

ε are two disjoint sets. We define the spatio-temporal process Nε
with Aε = B0

ε ∪ B1
ε , Hε(x) = � if x ∈ B�ε , � = 0, 1, that is on [0,+∞)× {0, 1}

Nε(x) =
∞∑

n=1

1∑

�=0

δ(nμ(Aε),�)1B�ε (T
nx) (8.3.1)

in the case of a transformation T or

Nε(x) =
∑

t>0

1∑

�=0

δ(thε,�)1Yt enters B�ε (8.3.2)

in the case of a flow Y . In [16] Kifer and Rapaport studied the distribution of a
(multiple) event T nx ∈ B1

ε until a (multiple) hazard T n(x) ∈ B0
ε . We stick here to

single event and hazard and define, in the case of a transformation T ,

Mε(x) :=
τ
B0
ε
(x)

∑

n=1

1B1
ε
(T nx) , (8.3.3)

where we set τB(x) := inf{n ≥ 1 : T n(x) ∈ B} or, in the case of a flow Y :

Mε(x) :=
∑

t∈(0,τB0
ε
(x))

1Yt enters B
ε1
, (8.3.4)

where we set τB(x) := inf{t > 0 : Yt (x) ∈ B}. The process Mε counts the number
of entrances of the flow in the 1-set before its first visit to the 0-set.

In the case of a flow, it is also natural to consider the following process M′
ε

measuring the time spent by the flow in the 1-set before its first visit to the 0-set:

M′
ε(x) :=

∫ τ
B0
ε
(x)

0
1B1

ε
◦ Ys(x) ds . (8.3.5)

In view of the study of this last process, we will consider the following process
measuring the time spent by the flow in each set:

⎛

⎜
⎝Lε :=

1∑

j=0

∑

t : Yt enters Bjε

δthε,j,aεD
B
j
ε
◦Yt

⎞

⎟
⎠

ε>0

with DA := τ�\A.
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Theorem 8.3.1 Let p ∈ (0, 1) and P be a probability measure on �. Assume, in
the case of a flow, that limε→0 P(B

0
ε ∪ B1

ε )=0.
If the spatio-temporal process Nε defined as in (8.3.1) or (8.3.2) converges, with

respect to P, to a PPP of intensity λ×B(p) where B(p) denotes the Bernoulli mea-
sure with parameter p (for a transformation we expect p = limε→0 μ(B

1
ε )/μ(Aε)),

then the process (Mε)ε>0 has asymptotically geometric distribution, more precisely
it converges in distribution to M with P(M = k) = pk(1 − p) for any k ≥ 0; in
particular the asymptotic value for the commitor function is

lim
ε→0

P(τB0
ε
< τB1

ε
) = lim

ε→0
P(Mε = 0) = 1− p.

In the case of a flow, if (aετ�\B1
ε
)ε>0 converges in probability P to 0 and if (Lε)ε>0

supported on [0,+∞) × {0, 1} × R̄+ converges in distribution with respect to P

to a PPP L0 with intensity λ ×∑1
j=0 pj (δj × m′j ) where the m′j are probability

measures, then (aεM′
ε)ε>0 converges to

∑M
i=1Xi where (Xi)i is a sequence of i.i.d.

random variables with distributionm′1 and independent of M where M is as above.

Proof We first observe that the mapping

J : ξ ∈ Mp([0,+∞)× {0, 1}) �→ ξ([0, τ 0] × {1})

is continuous where τ 0 = sup{t ≥ 0 : ξ([0, t] × {0}) = 0} is continuous at a.e.
realization ξ of χ := PPP(λ × B(p)). Indeed, ξ(· × {0}) and ξ(· × {1}) are the
realization of two homogeneous independent Poisson process hence τ 0 is a.s. not an
atom of ξ(· × {1}). Observe that, in the case of a transformation, Mε = J (Nε) and
in the case of a flow P(Mε �= J (Nε)) = P(Y0 ∈ B0

ε ∪ B1
ε )→ 0. Therefore, by the

continuous mapping theorem, (Mε)ε>0 converges in distribution to G := J (χ) as
ε goes to 0.

We now compute the law ofG. The first hazard τ 0 has an exponential distribution
with parameter 1 − p, while χ1(·) := χ(· × {1}) is a Poisson point process with
intensity pλ, and the two are independent. Therefore, for any k ∈ N

P(G = k) = P(χ1([0, τ 0]) = k)

=
∫ ∞

0
e−pt (pt)

k

k! (1− p)e
−(1−p)t dt = (1− p)pk.

This ends the proof of the first part of the Theorem. Let us now prove the last
one. We use the fact that the mapping J : ξ ∈ Mp([0,+∞) × {0, 1} × R̄+) �→∫
[0,τ 0]×{1}×[0,K0] z dξ(t, j, z) is continuous at a.e. realization ξ of χ and conclude

the proof as above by the continuous mapping theorem and the Slutsky theorem

since aεM′
ε = 1{Y0 �∈B0

ε }
(
J (Lε)+ aετ�\B1

ε

)
. ��

Example 8.1 Consider the billiard flow (Yt )t associated to a Sinai billiard with finite
horizon in a domain Q ⊂ T

2 (see Appendix for details). Let P be any probability
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measure on � := Q × S1 absolutely continuous with respect to Lebesgue. We fix
two distinct point positions q0, q1 ∈ Q and two positive real numbers r0, r1 > 0.
Set Biε := B(qi, riε)× S1 and di = 2− 1qi∈∂Q.

Then (Mε)ε>0 converges in distribution with respect to P to M with P(M =
k) = pk(1− p) for any k ≥ 0 and with p = d1r1

d0r0+d1r1
.

Moreover (ε−1M′
ε)ε>0 converges in distribution with respect to P to 2r1

∑M
i=1 Yi

where (Yi)i≥1 is a sequence of i.i.d. random variables with density y �→
y√

1−y2
1[0,1](y) independent of M, with M as above.

Proof Recall that the billiard flow Y preserves the normalized Lebesgue measure
μ onQ× S1. In view of applying Theorem 8.3.1, observe first that limε→0 P(B

0
ε ∪

B1
ε ) = 0 and E[ε−1τ�\B1

ε
] ≤ 2r1P(B1

ε ), thus (ετ�\B1
ε
)ε>0 converges in probability

P to 0.
As a direct consequence of Theorem 8.6.2, the family of spatio-temporal

processes (Nε)ε>0 given by (8.3.2), with hε = (d0r0+d1r1)ε
Area(Q)

, converges in distribution

to a PPP of intensity λ × B( d1r1
d0r0+d1r1

) and so the first conclusion of Theorem 8.3.1

holds true with p = d1r1
d0r0+d1r1

. This ends the proof of the convergence of (Mε)ε>0.
Due to Theorem 8.6.1, (Lε)ε>0 (with aε = ε and hε as before) converges in
distribution to a PPP with intensity λ ×∑1

j=0 pj (δj × m′j ) where pj := dj rj
d0r0+d1r1

and where m′j has density y �→ y

2rj
√

4r2
j−y2

1[0,2rj ](y). Thus the last conclusion

of Theorem 8.3.1 holds also true with these notations. We conclude by taking
Yi = Xi/(2r1).

8.4 Number of High Records

We define the high records point process by

Rf (u, �) =
∞∑

k=1

δku1{f ◦T k>max(�,f,...,f ◦T k−1)} .

The successive times of records of an observable along an orbit are obviously
tractable from the time and values of the observations along this orbit. The following
proposition states that this is still the case for the corresponding asymptotic
distributions. This has already been noticed in [13], in particular in the context of
Extremal events. Our result is similar to the proof of [13, Theorem 3.1] from [13,
Theorem 5.1].

Proposition 8.1 Let (�,F, μ, T ) be a probability preserving dynamical sys-
tem and f : � → [0,+∞) be a measurable function. Assume the family(Nε = N(T , {f > ε−1}, hε, 1/(εf ))

)
ε>0 of point processes on [0,+∞) × [0, 1]

converges in distribution with respect to P to a Poisson point process of intensity λ×
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m withm a probability measure on [0, 1] without any atom. Then
(Rf (hε, ε−1)

)
ε>0

converges in distribution, as ε → 0 to a Point process R = ∑∞
�=1 Z�δT� where

T� = ∑�
i=1Xi , the Xi are independent standard exponential random variable

and the Z� are independent random variable having Bernoulli distribution with
respective parameters �−1, and the two sequences are independent.

Proof Define the mapping

F : ξ =
∑

i

δ(ti ,vi ) ∈ Mp([0,∞)× [0, 1]) �→
∑

i∈I (ξ)
δti ,

where I (ξ) are the records of ξ , defined by those i such that for any j one has
tj < ti <⇒ vj > vi . The map F is continuous at each ξ such that the ti’s, and
the vi ’s, are distincts. This is the case for a.e. realization ξ of a Poisson process
of intensity λ × m. Therefore by the continuous mapping theorem Rf (hε, ε−1) =
F(Nε) converges to χ = F(PPP(λ ×m)).

We are left to compute the distribution. Observe that PPP(λ×m) is distributed
as

∑∞
�=1 δ(T�,W�) with (T�) as in the statement and theW� are i.i.d. with distribution

m, the two sequences being independent. Let Z� = 1{W� is a record}. By Resnick [23,
Proposition 4.3] the Z� are independent, have probability 1/�, and when Z� = 1 we
keep the point T�. ��
In particular, for every t > 0 the number of records exceeding the value ε−1 before
the time th−1

ε corresponds to Rf (hε, ε−1)([0, t]) and the conclusion of Proposi-

tion 8.1 implies that it converges to
∑Nt
�=1 Z� whereZ� are as in Proposition 8.1 and

where (Ns)s≥0 is a standard Poisson Process independent of (Z�)�≥1.

Example 8.2 Consider a dispersive billiard with corners and cusps of maximal order
β∗ > 2 as in [14]. Consider the induced system (�,μ, T ) corresponding to the
successive reflection times outside a neighbourhood U of cusps and write R(x) for
the number of reflections in U starting from x. Set α = β∗

β∗−1 ∈ (1, 2).
Setting Aε := {R ◦T −1 > ε−1}, it has been proved in [14, Lemma 4.5] that there

exists an explicit c0 > 0 such that μ(Aε) ∼ c0ε
α as ε→ 0.

The assumptions of Proposition 8.1 hold true with f = R ◦ T −1 and hε =
μ(Aε) ∼ c0ε

α . So the same assumptions hold true with hε = c0ε
α .

Furthermore the number Rn of records of R higher than n1/α before the n-th
reflection outside cusps converges to

∑N
�=1 Z� where Z� are as in Proposition 8.1

and where N is a Poisson random variable of parameter c0 and independent of
(Z�)�≥1.

Proof It follows from the proof of [14, Lemma 4.8] that2 the family of point
processes (N(T ,Aε, μ(Aε), εR ◦ T −1))ε>0 on [0,+∞) × [1,+∞] converges in

2Jung et al. [14, Lemma 4.8] states that this convergence is true in the set of point processes on
[0,+∞) × [1,+∞), but its proof can be adapted in a straightforward way to obtain our purpose
by considering not only intervals of the form (c, c′) but also intervals of the form (c,+∞].
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distribution to a PPP with intensity of density (t, y) �→ αy−α−11y>0 with respect to
the Lebesgue measure.

Therefore the assumptions of Proposition 8.1 hold true with f = R ◦ T −1 and
hε = μ(Aε) ∼ c0ε

α . So the same assumptions hold true with hε = c0ε
α. This ends

the proof of the first part.

For the second one, we apply Proposition 8.1 with ε = n− 1
α . ��

8.5 Line Process of Random Geodesics

We study the line process generated by a geodesic as in [2] and recover their main
result. Let N be a compact Riemannian surface of negative curvature. The geodesic
flow (Yt )t on the unit tangent bundle � = T 1N preserves the Liouville measure μ.
Let πN : T 1N → N be the canonical projection (q, v) �→ q . We denote byD(q, ε)
the ball in N of radius ε. We now state the main theorem, postponing the details and
precise definitions thereafter.

Theorem 8.5.1 Fix q0 ∈ N . For any a > 0, the intersection of the neighborhood
D(q0, ε) with the geodesic segment πN({Yt (x), 0 ≤ t ≤ aε−1}), where x is taken
at random on (�,μ), converges in distribution, after normalization, as ε→ 0, to a
Homogeneous Poisson line process in the unit disk of intensity a/Area(N).

A Poisson line process in the unit diskD of the plane, of intensity κ ∈ (0,∞), is
a probabilistic process which draw lines in the disk. Each line L is parametrized by
(r, θ) ∈ [−1, 1] × [0, π] where

L = {(x, y) ∈ D : r = x cos θ + y sin θ},

and the parameters (r, θ) are produced by a Poisson point process of intensity
κ
π
drdθ on [−1, 1] × [0, π]. Equivalently, changing the parametrization to (s, ϕ)

where s ∈ ∂D =: S is one point of intersection of the line with the unit circle and ϕ
is the angle between the line L (directed into the disk) and the normal at s pointing
inside the disk (see Fig. 8.1), gives a Poisson point process of intensity κ cosϕ

2π dsdϕ

(the jacobian is cosϕ and each line has two representations in this parametrization).

Fig. 8.1 Parametrization of
the line L by (r, θ) or (s, ϕ)

r

s

L
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Fig. 8.2 A geodesic arc γ
entering the ball D(q0, ε)

The intensity κ in the theorem is equal to a/Area(N), therefore the intensity
in this parametrization will be a

2πArea(N) cosϕdsdϕ = a
V ol(T 1N)

cosϕdsdϕ. The
convergence of a point process in this parametrization implies it in the original one
(by continuity of the change of parameter; see [23, Proposition 3.18]).

The exponential map expq0
is a local diffeomorphism on a neighborhood U ⊂

Tq0N of 0. Thus its inverse is well defined on D(q0, ε) for ε small enough so that
B(0, ε) ⊂ U . We identify Tq0N with R

2. Set V = S × [−π2 , π2 ]. For q ∈ D(q0, ε)

we let sε(q) = ε−1 exp−1
q0
(q) and for q ∈ ∂D(q0, ε) and v ∈ TqN we denote by

φq(v) the angle between the normal at q pointing inside the disk and v (see Fig. 8.2).
The intersection Iaε (x) := πN(Y[0,aε−1](x)) ∩D(q0, ε) consists of finitely many

geodesic arcs γi := πN(Y[ti ,ti+�i ](x)), where �i is the length of the arc; we drop
the dependence on x and ε for simplicity. The arcs γi are fully crossing the ball,
except possibly for the two extremities (at t = 0 or t = aε−1) which could give an
incomplete arc. The later happens with a vanishing probability as ε → 0, therefore
we will ignore this eventuality. The arc γi enters the ball at the position qi with
direction vi where (qi, vi) := Yti (x).

When ε → 0, the geodesic arcs γi which compose the intersection Iaε
become more and more straight. This justifies the definition of the convergence in
distribution of Iaε as the convergence in distribution of the point process

∑

i

δ(sε(qi),φq(vi)). (8.5.1)

Loosely speaking, we identify the images sε(γi) with the chord of the unit disk D
originated in sε(qi) and direction vi .

We now proceed with the proof of the theorem. Let Aε ⊂ T 1N be the set of
points (q, v) such that q ∈ ∂D(q0, ε) and v is pointing inside the ball. We define on
Aε

Hε(q, v) = (sε(q), φq(v)) ∈ V. (8.5.2)

The theorem is a byproduct of the following result for the geodesic flow.
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Proposition 8.2 The process of entrances in the ball for the position for the
geodesic flow N(Y,Aε, 2ε/Area(N),Hε) on [0,+∞[×V converges to a Poisson
point process with intensity 1

4π cosϕdtdsdϕ.

Proof of Theorem 8.5.1 The counting process

Laε (·) := N(Y,Aε, 2ε/Area(N),Hε)([0, 2a/Area(N)] × ·) (8.5.3)

produces a point (s, ϕ) each time that the geodesic flow Yt enters in D(q0, ε) for
some t such that 2εt/Area(N) ≤ 2a/Area(N), that is t ≤ aε−1. By Proposi-
tion 8.2 and the continuous mapping theorem the point process Laε converges to a
Poisson point process of intensity 2a

Area(N)
1

4π cosϕdsdϕ. By the above discussion,
in particular (8.5.1), this completes the proof of the theorem. ��

We emphasize that this proof only uses the convergence stated in Proposition 8.2,
therefore it applies for more general ‘geodesic-like flows’, for instance the argument
applies immediately to billiards systems, using Theorem 8.6.2 in place of Proposi-
tion 8.2.

Proof of Proposition 8.2 The first step is to construct a Markov section for the
geodesic flow, subordinated to a finite family of disks Di ⊂ T 1N . Fix some δ > 0
sufficiently small. By Bowen [3] there exists a Markov section (Xi)i of size δ,
in particular diamXi < δ and T 1N = ∪iY[−δ,0](Xi). One can choose the disks
Di ⊃ Xi in such a way that

Di ⊂ {(q, v) : q ∈ Qi, |� (nq, v)| > π
2
− δ}

where Qi are C2 curve in N and nq is the normal vector to Qi at q (with q �→ nq
continuous). Without loss of generality we assume that q0 �∈ ∪iQi .

The flow (Yt ) is represented by a special flow over the Poincaré section M :=
∪iXi , with a C2 roof function τ . Let � be the projection onto M along the flow
in backward time. The flow (T 1N, (Yt ), μ) projects down to a system (M,F, ν),
conjugated to a subshift of finite type with a Gibbs measure of a Hölder potential.
In order to apply Theorem 8.2.2 we need to check that the set Aε := �Aε and
Hε(x) := Hε(Ys(x)) where s > 0 is the minimal time such that Ys(x) ∈ Aε
fulfill the hypotheses of Theorem 8.2.1. For that we will apply [21, Proposition 3.2].
The Poincaré map F has a hyperbolic structure with an exponential rate, thus it
satisfies the setting of [21, Proposition 3.2] with any polynomial rate α, in particular
α = 4 works. Here the boundary is meant in the induced topology onM . It suffices
to prove that for some pε = o(ν(Aε)) one has (i) ν(τAε ≤ pε) = o(1) and (ii)
ν((∂Aε)

[p−αε ]) = o(ν(Aε)), the two other assumptions being trivially satisfied in
our situation.

Measure of Aε: The Liouville measure μ is the product of the normalized
surface on N times the Haar measure on T 1N . Its projection ν to the
Poincaré section satisfies dν = cν cosϕdrdϕ for some normalizing constant
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cν =
(∑

i

∫
Xi

cosϕdrdϕ
)−1

, where r is the curvilinear abscissa on Qi and

ϕ the angle between the velocity and the normal to Qi . Moreover we have
dμ = (∫M τdν)−1dν × dt|Mτ whereMτ = {(x, t) : x ∈ M, 0 ≤ t < τ(x)}.

The geodesic flow preserves the measure cosϕdrdϕ from Aε ⊂ M to Aε ,
therefore

ν(Aε) = cν
∫

Aε

cosϕdrdϕ = cν
∫

Aε
cosϕdrdϕ = cν

∫

∂D(q0,ε)

dr

∫ π/2

−π/2
cosϕdϕ

∼ cν4πε.

Short returns: For any q ∈ D(q0, ε), let Rε(q) be the set of v ∈ T 1
q N such that

the geodesic segment γ[0,ε−1/2](q, v) enters again D(q0, ε) after leaving D(q0, 2ε).
The result of [2, Lemma 5.3] ensures the existence of K > 0 such that for any
q ∈ D(q0, ε)

Leb(Rε(q)) ≤ Kε1−1/2 = K√ε.

Therefore, setting Âε = {(q, v) ∈ Aε : v ∈ Rε(q)} we get that the two dimensional
Lebesgue measure of Âε isO(ε3/2). A fortiori since the projection� preserves the
measure cosϕdrdϕ we get

ν(�Âε) = cν
∫

�Âε
cosϕdrdϕ = cν

∫

Âε
cosϕdrdϕ = O(ε3/2).

Let pε = �(max τ )−1ε−1/2� and notice that Aε ∩ {τAε ≤ pε} ⊂ �Âε . By the
previous estimates we get

ν(Aε ∩ {τAε ≤ pε}) = O(ε3/2).

Hence

ν(τAε ≤ pε|Aε) = o(1).

This is the assumption (i).
We now prove (ii). The boundary of Aε in the induced topology ofM is included

in the set of �(q, v) where v is tangent to the boundary of ∂D(q0, ε). This defines
for each i such that Xi ∩ Aε is nonempty and contains at most two C2 curves in
Di of finite length (by transversality), therefore its ε2-neighborhood has a measure
O(ε2).

Finally, the measure dmε = (Hε)∗ν(·|Aε) is equal to the measure dm :=
1

4π cosϕdsdϕ, since the measure cosϕdrdϕ is preserved by the inverse of the
projection � from Aε to Aε and Hε has constant jacobian ε in these coordinates.
By Theorem 8.2.1 the point process N(F,Aε, ν(Aε),Hε) converges to a Poisson
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point process of intensity λ × m. Applying Theorem 8.2.2 with hε = cν4πε and
h′ε = hε/Eν(τ ) we get that N(Y,Aε, h′ε,Hε) converges to a Poisson point process
of intensity λ×m. In addition,

∫

M

τdν = cν
∫

M

τ cosϕdrdϕ = cν
∫

Mτ

cosϕdtdrdϕ = cνV ol(T 1N).

Thus, since V ol(T 1N) = 2πArea(N) we get that h′ε = 2ε
Area(N)

, proving the
proposition. ��

8.6 Time Spent by a Flow in a Small Set

Given a flow Y = (Yt )t defined on � and a set A ⊂ �, a very natural question is to
study the time spent by the flow in the set A, that is the local time LT (A) given by
following quantity :

LT (A) := λ ({t ∈ [0, T ] : Yt ∈ A}) .

This quantity measures the time spent by the flow Y in the set A between time 0 and
time T (the symbol L refers to the local time). We also write DA := inf{t > 0 :
Yt �∈ A} for the duration of the present visit to the set A.

Proposition 8.3 Let J ≥ 1 and Y = (Yt )t≥0 be a flow defined on (�,F,P).
Assume that (Nε = N(Y,Aε, hε,Hε))ε>0 converges in distribution (with respect
to P) to a PPP N0 of intensity λ × m with Hε(Aε) ⊂ V = {1, . . . , J } ×W where
m =∑J

j=1(pj δj ×mj), with
∑J
j=1 pj = 1 and where mj are probability measure

on some separable metric space W . Suppose in addition that, for some aε and
each x entering in Aε , aεDAε (x) = Dε(Hε(x)) with limε→0 Dε(j,w) =: Dj (w)
uniformly in w ∈ W , where Dj : W → R̄+ is continuous.

Then
⎛

⎝Lε =
∑

t : Yt (x) enters Aε
δ
thε,H

(1)
ε (Yt (x)),aεDAε ◦Yt (x)

⎞

⎠

ε>0

converges in distribution with respect to P to a PPP L0 on [0,+∞)×{1, . . . , J }×
R̄+ with intensity λ×∑J

j=1(pj δj × (Dj )∗(mj )).
If moreover aεDAε

P→ 0, setting L(i)T (Aε) := LT (Aε ∩ H−1
ε ({i} × W)), then,

for every T > 0, ((aεL
(j)

�t/hε�(Aε))t∈[0,T ],j=1,...,J )ε>0 converges in distribution to
(
∑N

(j)
t

k=1 X
(j)
k

)

t∈[0,T ],j=1,...,J
as ε → 0, where (N(j)t )t>0 are independent Poisson

process with parameter pj and where (X(j)k )k≥1 are independent sequences of
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independent identically distributed random variables with distribution (Dj )∗(mj )
independent of (N(j)t )t>0

Proof Observe that, for every ε ≥ 0, Lε = (ψε)∗(Nε) with ψε : (t, j,w) �→
(t, j,Dε(j,w)) if ε > 0 and with ψ0 : (t, j,w) �→ (t, j,Dj (w)). Using [23,
Proposition 3.13] we prove the first statement.

Assume now that aεDAε
P→ 0. Then

(

aεL
(j)

t/hε
= aε min(t/hε,DAε∩H−1

ε ({j}×W))+
∫

[0,t]×{j}×R̄+
z dLε(s, i, z)

)

t∈[0,T ],j=1,...,J

which converges to
(
aεL

(j)

t/hε
= ∫

[0,t ]×{j}×R̄+ z dL0(s, i, z)
)

t∈[0,T ],j=1,...,J
. ��

We apply the previous result to the dispersive billiard flow in a Sinai billiard with
finite horizon.

Theorem 8.6.1 (Time Spent by the Billiard Flow in a Shrinking Ball for the
Position) Consider the billiard flow associated to a Sinai billiard with finite horizon
in a domain Q ⊂ T

2 (see Appendix for details). Recall that this flow preserves
the normalized Lebesgue measure on Q × S1. Let J be a positive integer. Let
q1, . . . , qJ ∈ Q be a J pairwise distinct fixed position in the billiard domain and
r1, . . . , rJ be J positive real numbers. We set dj = 2 if qj �∈ ∂Q and dj = 1 if
qj ∈ ∂Q and d :=∑J

j=1 dj rj and also

⎛

⎝Lε =
J∑

j=1

∑

t : Yt (x) enters B(qj ,rj ε)×S1

δ dεt
Area(Q)

,j,ε−1D
B(qj ,rj ε)×S1◦Yt (x)

⎞

⎠

ε>0

and

L
(j)
t/ε :=

∫ t
ε

0
1{Ys(·)∈B(qj,rj ε)×S1} ds .

Then, (Lε)ε>0 converges strongly in distribution to a PPP L0 with intensity λ ×
∑J
j=1

dj rj
d
(δj ×m′j ) where m′j is the distribution of rjX with X a random variable

of density y �→ y
4 . arccos′( y2 )1[0,2](y) = y

2
√

4−y2
1[0,2](y).

Moreover, for every T > 0, ((ε−1L
(j)
t/ε)t∈[0,T ],j=1,...,J )ε>0 converges strongly

in distribution to

(

rj
∑N

(j)
t

k=1 X
(j)

k

)

t∈[0,T ],j=1,...,J
as ε → 0, where (N(j)t )t>0

are independent Poisson process with parameter
dj Area(Q)

d2π
, where (X(j)k )k≥1 is

a sequence of independent identically distributed random variables with density
x �→ x

2
√

4−x2
1[0,2](x) independent of (Nt )t>0.
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Proof of Theorem 8.6.1 Due to Theorem 8.6.2, we know that the family of pro-
cesses

J∑

j=1

∑

t : (Ys(y))s enters B(qj ,ε)×S1 at time t

δ(
dεt

Area(Q)
,
�Q(Yt (y))−qj

ε ,�V (Yt (y))

)

converges in distribution (when y is distributed with respect to any probability
measure absolutely continuous with respect to the Lebesgue measure on M)
as ε → 0 to a Poisson Point Process with intensity λ × m̃0 where m̃0 is
the probability measure on {1, . . . , J } × S1 × S1 with density (j, p,u) �→
∑J
j=1

rj dj
d

1
2djπ

〈(−p),u〉+1{〈p,nqj 〉≥0} with d :=∑J
j=1 djrj .

We will apply Proposition 8.3 with Aε :=⋃J
j=1 B(qj , εrj )×S1 andHε(q, v) =

(
j,
−→
qjq

rj ε
, v
)

if q ∈ ∂B(qj , rj ε).
Let x = (q, v) entering in B(qj , ε)×S1. If the billiard flow crossesB(qJ , ε)×S1

before any collision with ∂Q, then

ε−1DB(qj ,rj ε)×S1(q, v) = 2ε−1 ̂(
−→
qqj , v) = D0(Hε(x)) ,

with D0(j, p,u) = 2rj ̂(−p,u). This is always the case if qj �∈ ∂Q. But, if qj ∈
∂Q, it can also happen that the billiard flow collides with ∂Q at a point q ′ ∈ B(qj , ε)
before exiting B(qj , ε)×S1. Then the point q ′ is at distance in O(ε2) of the tangent
line to ∂Q at qj , and the tangent line of ∂Q at q ′ makes an angle in O(ε) with the
tangent line of ∂Q at qj . In this case

ε−1DB(qj ,rj ε)×S1(q, v) = 2ε−1 ̂(
−→
qqj , v)+ O (ε) = D0(Hε(x))+ O (ε) ,

uniformly in x = (q, v) and ε. In any case, we set aε = ε−1 and Dε = D0 + O(ε).
Applying now Proposition 8.3, we infer that (Lε)ε>0 converges strongly in

distribution to a PPP L0 with intensity λ×∑J
j=1

dj rj
∑J
j ′=1 dj ′ rj ′

(δj ×(Dj )∗(mj )), with

Dj(p,u) = 2rj ̂(−p,u) and mj the probability measure on S1 × S1 with density

(p,u) �→ dj

2π
〈(−p),u〉+1{〈p,nqj 〉≥0} .

It remains to identify the distribution (Dj )∗(mj ). By the transfer formula, we obtain

∫ ∞
0
h(Dj (p,u)) dmj (p,u) = 1

2dj π

∫

S1×S1
h(rj 〈−2p, u〉)〈(−p), u〉+1{〈p,nqj 〉≥0} dp du

= 1

2

∫ π
2

− π2
h(2rj cos ϕ) cos ϕ dϕ



278 F. Pène and B. Saussol

=
∫ π

2

0
h(2rj cos ϕ) cos ϕ dϕ

=
∫ 2

0
h(rj y)(arccos(·/2))′(y)y

2
dy .

Thus we have proved that the probability distribution (Dj )∗m̃j is the distribution
of rjX with X a random variable of density y �→ y

4 . arccos′( y2 )1[0,2](y) =
y

2
√

4−y2
1[0,2](y).

We can apply the last point of Proposition 8.3 since ε−1DAε ≤ 2 maxj rj1Aε
P→

0 for any probability measure P absolutely continuous with respect to the Lebesgue
measure onQ× S1. ��

Appendix: Visits by the Sinai Flow to a Finite Union of Balls
in the Billiard Domain

In this appendix we are interested in spatio temporal processes for the Sinai billiard
flow with finite horizon.

Let us start by recalling the model and introducing notations. We consider a
finite family {Oi, i = 1, . . . , I } of convex open sets of the two-dimensional torus
T

2 = R
2/Z2. We consider the billiard domain Q = T

2 \⋃I
i=1Oi and call the Oi

obstacles. We assume that these obstacles have C3-smooth boundary with non null
curvature and that their closures are pairwise disjoint. We consider a point particle
moving in Q in the following way: the point particle goes straight at unit speed in
Q and obeys the classical Descartes reflexion law when it collides with an obstacle.
We then define the billiard flow (Yt )t∈R as follows. Yt (q, v) = (qt , vt ) is the couple
position-velocity of the point particle at time t if the particle has position q and
velocity v at time 0. To avoid any confusion, we consider the billiard flow being
defined on the quotient (Q×S1)/R, with R is the equivalence relation corresponding
to the identification of pre-collisional and post-collisional vectors at a reflection
time:

(q, v)R(q ′, v′) ⇔ (q, v) = (q ′, v′) or v′ = v− 2〈nq, v〉nq ,

where nq is the unit normal vector to ∂Q at q directed inward Q if q ∈ ∂Q,
with convention nq = 0 if q �∈ ∂Q. This flow preserves the normalized Lebesgue
measure μ onQ× S1.

We assume moreover that every billiard trajectory meets ∂Q (finite horizon
assumption).

Let us write �Q : Q × S1 → Q and �V : Q × S1 → S1 for the canonical
projections given respectively by�Q(q, v) = q and�V (q, v) = v.



8 Applications of Spatio-Temporal Rare Events Processes 279

Theorem 8.6.2 (Visits of the Billiard Flow to a Finite Union of Shrinking Balls
in the Billiard Domain) Let q1, . . . , qJ ∈ Q be pairwise distinct positions in the
billiard domain and r1, . . . , rj be positive real numbers. We set dj = 2 if qj �∈ ∂Q
and dj = 1 if qj ∈ ∂Q and d =∑J

j=1 dj rj .
Then, the family of processes

J∑

j=1

∑

t : (Ys (y))s enters B(qj ,εrj )×S1 at time t

δ(
dεt

Area(Q)
,j,

�Q(Yt (y))−qj
rj ε

,�V (Yt (y))

)

converges in distribution (when y is distributed with respect to any probability
measure absolutely continuous with respect to the Lebesgue measure on M) as
ε → 0 to a Poisson Point Process with intensity λ × m̃0 where m̃0 is the
probability measure on V := {1, . . . , J } × S1 × S1 with the density (j, p,u) �→
rj

2dπ 〈(−p),u〉+1{〈p,nqj 〉≥0}.

Observe that if qj ∈ ∂Q, the set of p ∈ S1 satisfying 〈p,nqj 〉 ≥ 0 is a semicircle,
whereas it is the full circle S1 when qj is in the interior ofQ.

This result has already been proved in [21, Theorem 4.4] for J = 1 and
Lebesgue-almost every position q1. The extension to a finite number of points is
relatively easy. The most difficult part is to treat all the possible positions in the
billiard domain.

Along the paper we provided various applications of this theorem to different
questions. We present here a result on the closest approaches to a given point in the
billiard table by the orbit of the billiard flow.

Example H.3 Consider the billiard flow associated with the Sinai billiard having
finite horizon in a domain Q ⊂ T

2. Consider a fixed position q0 ∈ Q. Set d =
2 − 1q0∈∂Q. During each visit of the flow to B(q0, ε), the closest distance to q0 is
given by L0(q, v) := ε| sin � (−→qq0, v)| where (q, v) is the entry point.

Then the family of closest approach point process

(
Cε := N(Y, B(q0, ε)× S1, dε/Area(Q), ε−1L0)

)

ε>0

on [0,+∞) × [0, 1] converges in distribution (with respect to any probability
measure absolutely continuous with respect to the Lebesgue measure onQ× S1) to
a PPP with intensity 1.

Proof Due to Theorem 8.6.2, the family of spatio-temporal processes

(Nε := N(Y, B(q0, ε)× S1, dε/Area(Q),Hε)ε>0

with Hε(q, v) = (ε−1−→q0q, v) converges in distribution (with respect to any
probability measure absolutely continuous with respect to Lebesgue on Q× S1) to
a PPP of intensity λ× m̃0 where m̃0 is the probability measure on S1 × S1 with the
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density (p,u) �→ 1
2dπ 〈(−p),u〉+1{〈p,nq0 〉≥0} (where nq0 is the unit normal vector

to ∂Q at q0 directed inwardQ if q0 ∈ ∂Q, nq0 = 0 otherwise).
Observe that

Cε = G̃(Nε),

with G̃(t, p,u) = (t,G(p,u)) whereG(p,u) = (t, | sin � (−p,u)|). Thus (Cε)ε>0
converges strongly in distribution to the PPP with intensity λ × G∗(m̃0) and it
remains to identify m̃1 = G∗(m̃0). Due to the transfer formula, we obtain

∫ ∞

0
h(G(p,u)) dm̃0(p,u) = 1

2dπ

∫

S1×S1
h(| sin � (−2p,u)|)

× (cos � (−p,u))+1{〈p,nqj 〉≥0} dp du

= 1

2

∫ π
2

− π2
h(| sin ϕ|) cosϕ dϕ

=
∫ π

2

0
h(sin ϕ) cosϕ dϕ =

∫ 1

0
h(y) dy .

Proof of Theorem 8.6.2 Due to [28, Theorem 1], it is enough to prove the result for
the convergence in distribution with respect to μ. Assume ε > minj �=j ′

qj qj ′
4 . We

use the representation of the billiard flow as a special flow over the discrete time
billiard system (M, ν, F ) corresponding to collision times and with τ the length of
the free flight before the next collision.

Set Ãε = ⋃J
j=1 Ã

(j)
ε , where Ã(j)ε is the set of the configurations entering in

A
(j)
ε := (Q ∩ B(qj , ε)) × S1, i.e. Ã(j)ε is the set of (q, v) ∈ (Q ∩ ∂B(qj , ε]) × S1

s.t. 〈qq0, v〉 > 0. Set also Aε :=⋃J
j=1 A

(j)
ε .

Set h′ε := dε/Area(Q) and Hε(q ′, v) = (j,
−−→
qj q

′
rj ε
, v) if q ′ ∈ ∂B(qj , rj ε). Here

M is the set of reflected unit vectors based on ∂Q, ν is the probability measure with
the density proportional to (q, v) �→ 〈n(q), v〉, where n(q) is the unit vector normal
to ∂Q at q directed towards Q and F : M → M is the transformation mapping
a configuration at a collision time to the configuration corresponding to the next
collision time.

The normalizing function Gε is given by Gε(x) = Hε(Yτ(Y )
Ãε
(x)
(x)) with

τ
(Y )

Ãε
(y) := inf{t > 0 : Yt (y) ∈ Ãε}.

As in the setting of Theorem 8.2.2, we write � for the projection on M , that is
�(q ′, v) = (q, v) is the post-collision vector at the previous collision time. We take
here hε := ν(�(Ãε)).

As for [21, Theorem 4.4], we will apply [21, Proposition 3.2] after checking its
assumptions. We define Ã(j)ε := {(q, v) ∈ ∂B(qj , ε)× S1 : 〈−→qqj , v〉 ≥ 0}.
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(i) Measure of the set. We have to adapt slightly the first item of the proof of [21,
Theorem 4.4] which deals with the asymptotic behaviour of ν(Bε) with Bε :=
�(Ãε). Observe that Bε = ⋃J

j=1 B
(j)
ε with B(j)ε := �(Ã(j)ε ), i.e. B(j)ε is the

set of configurations (q, v) ∈ M such that the billiard trajectory (Yt (q))t≥0
will enter B(qj , εrj ) before touching ∂Q. As seen in [19, Lemma 5.1],

if qj ∈ Q \ ∂Q, ν(B(j)ε ) =
|Q ∩ ∂B(qj , rj ε)|

|∂Q| = 2πrj ε

|∂Q| .

With exactly the same proof, we obtain that

if qj ∈ ∂Q, ν(B(j)ε ) =
|Q ∩ ∂B(qj , rj ε)|

|∂Q| ∼ πrj ε|∂Q| .

Moreover, for every distinct j, j ′, B(j)ε ∩ B(j ′)ε is contained in �(B(xj,j ′ ,

Kj,j ′ε) ∪ B(xj ′,j ,Kj,j ′ε)) where xj,j ′ =
(
qj ,
−−→
qjq

′
j qj q

′
j

)
and Kj,j ′ =

max
(

1, 3
qj qj ′

)
. So, due to [19, Lemma 5.1], ν(B(j)ε ∩B(j ′)ε ) = O(ε2) = o(ε).

Hence we conclude that

ν(Bε) ∼
J∑

j=1

ν(B(j)ε ) ∼
dπε

|∂Q| ,

as ε→ 0.
(ii) Observe that

N(Y,Aε, h′ε,Hε) =
J∑

j=1

N(Y,A(j)ε , h′ε,Hε) ≥ N(Y,A′ε, h′ε,Hε) ,

where A′ε =
⋃J
j=1�

−1(�(Ã
(j)
ε )) \ ⋃j ′ �=j �−1(�(Ã

(j ′)
ε )) and that, for all

T > 0,

Eμ

[(N(Y,Aε, h′ε,Hε)−N(Y,A′ε, h′ε,Gε)
)
([0, T ] × V )]

≤ T max τ

2hε(min τ )2
∑

j,j ′ : j �=j ′
ν
(
Ã(j)ε ∩ Ã(j ′)ε

)
= o(1) ,

where we used the representation of Y as a special flow over (M, ν, F ) due
to the fact, proved in the previous item, that for any distinct labels j, j ′,
ν
(
Ã
(j)
ε ∩ Ã(j ′)ε

)
= o(ε). Thus it is enough to prove the convergence in

distribution of N(Y,A′ε, h′ε,Hε) with respect to μ.
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(iii) The same argument ensures that, with respect to ν, the convergence in
distribution of N(F,Bε, hε,Gε) to P is equivalent to the convergence in
distribution of N(F,B ′ε, hε,Gε), with B ′ε := �(A′ε).

(iv) Note that ν((∂Bε)[ε
δ]) = o(ν(Bε)), for every δ > 1.

(v) Due to Lemma 8.6.1, for every σ > 1, ν(τBε ≤ ε−σ |Bε) = o(1), where τB is
here the first time k ≥ 1 at which Fk(·) ∈ B.

(vi) Now let us prove that (ν(G−1
ε (·)|Bε))ε>0 converges to m̃0 as ε→ 0.

Let us consider the measure μ̃ on {1, . . . , J } × S1 × S1 with the density
(j, p,u) �→ rj 〈(−p),u〉+.

Observe first that m̃0 = μ̃(·|A) with A :=⋃J
j=1A

(j) and

A(j) :=
{
(p,u) ∈ S1 × S1 : 〈(−p),u〉 ≥ 0, 〈p,nqj 〉 ≥ 0

}

and second that ν(G−1
ε (·)|Bε) = μ̃(·|Gε(Bε)). But

μ̃ (A \Gε(Bε)) ≤
J∑

j=1

μ̃

⎛

⎝Hε

⎛

⎝Y
τ
(Y )

Ã
(j)
ε

(·)

⎛

⎝
⋃

j ′ �=j
(B(j)ε ∩ B(j ′)ε )

⎞

⎠

⎞

⎠

⎞

⎠

≤
J∑

j=1

2 max τ |∂Q|rj εν
⎛

⎝
⋃

j �=j ′
(B(j)ε ∩ B(j ′)ε )

⎞

⎠ = o(ν(Bε))

and Gε(Bε) \ A corresponds to points (p,u) ∈ S1 × S1 with qj ∈ ∂Q with
0 < 〈p,u〉 ≤ O(ε), thus

μ̃ (Gε(Bε) \A) = O(ε) .

This ends the proof of the convergence in distribution of the family of
measures (ν(G−1

ε (·)|Bε))ε>0 to m̃0 as ε→ 0.
(vii) For the construction of W we use [21, Proposition 3.4]. ��
Thus, due to [21, Proposition 3.2], we conclude the convergence of distribution with
respect to ν of (N(F,Bε, hε,Gε))ε>0 and so, due to (ii), of (N(F,B ′ε, hε,Gε))ε>0
to a PPP P with intensity λ × m̃0. Applying now Theorem 8.2.2, we deduce
the strong convergence in distribution of (N(F,A′ε, hε/Eν[τ ],Hε))ε>0 to P
and so, due to (iii), the convergence in distribution with respect to μ of
(N(F,Aε, hε/Eν[τ ],Hε))ε>0 to P. Now we conclude by Zweimüller [28,
Theorem 1] and by noticing that

hε

Eν[τ ] =
dπε

|∂Q|Eν[τ ] =
dε

Area(Q)
= h′ε .
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Lemma 8.6.1

∀σ ∈ (0, 1), ν(τBε ≤ ε−σ |Bε) = o(1) (8.6.1)

Proof This point corresponds to the second item of the proof of [21, Theo-
rem 4.4], which for Lebesgue-almost every point came from [19, Lemma 6.4]. To
prove (8.6.1), we write

ν(τBε ≤ ε−σ |Bε) ≤
�ε−σ �∑

k=1

ν(F−n(Bε)|Bε) . (8.6.2)

Thus our goal is to bound ν(F−n(Bε)|Bε).
Step 1: Useful Notations
We parametrizeM by

⋃I
i=1{i}×(R/|∂Oi|Z)×

[−π2 ; π2
]
. A reflected vector (q, v) ∈

M is represented by (i, r, ϕ) if q ∈ ∂�i as curvilinear absciss r∂Oi and if ϕ is the
angular measure in [−π/2, π/2] of (n(q), v) where n(q) is the normal vector to ∂Q
at q .
For any C1-curve γ in M , we write �(γ ) for the euclidean length in the (r, ϕ)
coordinates of γ . If moreover γ is given in coordinates by ϕ = φ(r), then we
also write p(γ ) := ∫

γ cos(φ(r)) dr . We define the time until the next reflection in
the future by

τ (q, v) := min{s > 0 : q + sv ∈ ∂Q} .

It will be useful to define S0 := {ϕ = ±π/2}. Recall that, for every k ≥ 1, Fk

defines a C1-diffeomorphism fromM\S−k toM\Sk with S−k :=⋃k
m=0 F

−m(S0)

and Sk :=⋃k
m=0 F

m(S0).

Step 2: Geometric Study of Bε and of F(Bε)
Moreover the boundary of each connected component of Bε (resp. F(Bε)) is made
with a bounded number of C1 curves of the following forms:

• curves of S0, corresponding, in (r, ϕ)-coordinates, to {ϕ = ±π2 }.
• C1 curves of F−1(S0) (resp. F(S0)), which have the form ϕ = φ(r) with φ a
C1 decreasing (resp. increasing) function satisfying min κ ≤ |φ′(r)| ≤ max κ +

1
min τ , where κ(q) is the curvature of ∂Q at q ∈ ∂Q and where τ is the free flight
length before the next collision time.

• if q0 �∈ ∂Q: C1 curves, corresponding to the set of points x = (q, v) ∈ M (resp.
F(x)) such that [�Q(x),�Q(F(x))] is tangent to ∂B(q0, ε). These curves have
the form ϕ = φε(r) with φε a decreasing (resp. increasing) function satisfying
min κ ≤ |φ′ε(r)| ≤ max κ + 1

d(q0,∂Q)−ε ≤ max κ + 2
τ0

), with τ0 := d(q0, ∂Q) as
soon as ε < τ0

2 .
• if q0 ∈ ∂Q: C1 curves, corresponding to the set of points x = (q, v) ∈ M

(resp. F(x)) such that [�Q(x),�Q(F(x))] is tangent to ∂B(q0, ε) or such that
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�Q(F(x)) is an extremity of B(q0, ε) ∩ Q and [�Q(x),�Q(F(x))] contains
no other point of B(q0, ε). These curves have the form ϕ = φε(r) with φε a
decreasing (resp. increasing) function satisfying min κ ≤ |φ′ε(r)|.
The points x = (q, v) ∈ M , with d(q, q0)  1 almost immediately entering
(resp. exiting) B(q0, ε) × S1 are contained in a union Rε of two rectangles of
width O(ε1/2) for the position (around q0) and of width O(ε) for the velocity
direction (around the tangent vectors to ∂Q at q0).

In Bε \ Rε (resp. F(Bε) \ (Rε ∪ �−1
Q (B(q0, ε)))) we also have |φ′ε(r)| ≤

max κ + 2
τ0

with τ0 := min τ as soon as ε < τ0
2 .

We say that a curve γ ofM satisfies assumption (C) if it is given by ϕ = φ(r)
with φ being C1-smooth, increasing and such that min κ ≤ φ′ ≤ max κ + 2

τ0
. We

recall the following facts.

• There exist C0, C1 > 0 and λ1 > 1 such that, for every γ satisfying Assumption
(C) and every integer m such that γ ∩ S−m = ∅, Fmγ is a C1-smooth curve
satisfying assumption (C) and C1p(F

mγ ) ≥ λm1 p(γ ) and �(γ ) ≤ C0
√
p(Fγ ).

• There exist C2 > 0 and λ2 > λ
1/2
1 such that, for every integer m, the number of

connected components ofM \S−m is less than C2λ
m
2 . Moreover S−m is made of

curves ϕ = φ(r) with φC1-smooth and strictly decreasing.
• If γ ⊂ M \S−1 is given by ϕ = φ(r) or r = r(ϕ) with φ or r increasing and C1

smooth, then Fγ is C1, is given by ϕ = φ1(r) with min κ ≤ φ′1 ≤ max κ+ 1
min τ .

Moreover
∫
Fγ dϕ ≥

∫
γ dϕ.

We observe that there exist K ′0 > 0 and ε0 > 0 such that, for every ε ∈ (0, ε0),

F(Bε) \ Rε is made of a bounded number of connected components V (i)ε each of
which is a strip of width at mostK ′0ε of the following form in (r, ϕ)-coordinates:

• {(r, ϕ) : r ∈ J, φ(i)1 (r) ≤ ϕ ≤ φ(i)2 (r)} (with J an interval) and is delimited
by two continuous piecewise C1 curves γj given by ϕ = φj (r) satisfying

assumption (C) and ‖φ(i)1 − φ(i)2 ‖∞ ≤ K ′0ε.
• or possibly, if q0 ∈ ∂Q, {(r, ϕ) : r(i)1,ε ≤ r ≤ r(i)2,ε} with |r(i)1,ε − r(i)2,ε| ≤ K ′0ε.
In particular, with the previous notations, any connected componentV (i)ε of F(Bε)\
Rε has the form

⋃
u∈[0,1] γ̃

(i)
u , where γ̃ (i)u corresponds to the graph {ψ(i)(u, r) =

(r, uφ
(i)
1 (r) + (1 − u)φ(i)2 (r)) : r ∈ Ji} (or possibly {ψ(i)(u, ϕ) = (ur(i)1,ε + (1 −

u)r
(i)
2,ε, ϕ), ϕ ∈ Ji} if q0 ∈ ∂Q). Thus

∀E ∈ B(M), ν(E ∩ F(Bε \ Rε)) ≤ Leb(E ∩ F(Bε \ Rε))
2|Q|

≤
∑

i

1

2|∂Q|
∫

Ji×[0,1]
1ψ(i)(u,s)∈E

∣
∣
∣
∣
∂

∂u
ψ(i)(u, s)

∣
∣
∣
∣ dsdu

≤ K ′0 ε
2|∂Q| sup

[0,1]
�(E ∩ γ̃u) . (8.6.3)
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Step 3: Scarcity of Very Quick Returns
Let us prove the existence of K1 > 0 such that,

∀s ≥ 1, ∀ε < τ0
2
, ν(F−s−1(Bε)|Bε) ≤ K1(λ2/λ

1
2
1 )
sε

1
2 . (8.6.4)

Let u ∈ (0, ε). We define γ to be a connected component of γ̃u∩F(Bε)∩F−s(Bε).
The curve γ satisfies Assumption (C) or is vertical. In any case, any connected
component of F(γ ) satisfies Assumption (C) and �(γ ) ≤ C0

√
p(F(γ )) (indeed, if

γ is vertical, then �(γ ) ≤ 1
min τ p(F (γ )). It follows

�(γ ) ≤ C0
√
p(F(γ )) ≤ C0

√

C1λ
1−s
1 p(F sγ ) ≤ C′0

√

C1λ
1−s
1 K ′0ε

using first the fact that F(γ ) is an increasing curve contained in M \ S−s and
secondly, the fact that Fsγ is an increasing curve satisfying Condition (C) and
contained in Bε . Since F(γ̃u) \ Ss contains at most C2λ

s
2 connected components,

using (8.6.3), we obtain

ν(F−s−1(Bε)∩Bε \Rε) = ν(F−s(Bε)∩F(Bε \Rε)) ≤ K ′0 ε
2|∂Q| sup

[0,1]
C2λ

s
2C
′
0

√
C1λ

s
2
1 ε

1
2 .

We conclude by using the fact that ν(Bε) = dπε
|∂Q| and that ν(Rε) = O(ε 3

2 ).

Step 4: Scarcity of Intermediate Quick Returns
We prove now that for any a > 0, there exists sa > 0 such that

ε−sa∑

n=−a log ε

ν(Bε ∩ F−nBε) = o(ν(Bε)). (8.6.5)

Since ν(Bε) ≈ ε and ν(Rε) = O(ε 3
2 ), up to adding the condition sa < 1/2, it

remains to prove (8.6.5) with ν(Bε ∩F−nBε) replaced by ν((Bε \Rε)∩F−n(Bε)).
If q0 ∈ ∂Q and if γ̃u is vertical, we replace it in the argument below by

the connected components of F(γ̃u) and will conclude by noticing that; for any
measurable set A, �(γ̃u ∩ F−1(A)) ≤ C′′0�(F (γ̃u ∩ A)).

We denote the kth homogeneity strip1 by Hk for k �= 0 and set H0 = ∪|k|<k0Hk

for some fixed k0. Set s := min(−a log θ, 1)/3. Let kε = ε−s and Hε = ∪|k|≤kεHk .
For any u ∈ [0, 1], we set γ̃k,u = γ̃u ∩ Hk. Each γ̃k,u is a weakly homogeneous
unstable curve.

We cut each curve γ̃k,u into small pieces γ̃k,u,i such that each Fj γ̃k,u,i , j =
0, . . . , n is contained in a homogeneity strip and a connected component ofM \S1.

1See [6] for notations and definitions.
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For x ∈ γ̃k,u,i we denote by rn(x) the distance (in Fnγ̃u) of Fn(x) to the boundary
of Fnγ̃k,u,i .

Recall that the growth lemma [6, Theorem 5.52] ensures the existence of θ ∈
(0, 1), c > 0 such that, for any weakly homogeneous unstable curve γ one has

�(γ ∩ {rn < δ}) ≤ cθnδ + cδ�(γ ) . (8.6.6)

Therefore,

�(γ̃u ∩ F−n(Bε) \Hε)
≤

∑

|k|≤kε
�(∩{rn ≥ ε1−s} ∩ F−n(Bε))+ �(γ̃u,k ∩ {rn < ε1−s}).

The first term inside the above sum is bounded by the sum
∑
i �(γ̃u,k,i ∩ F−n(Bε))

over those i’s such that Fn(γ̃u,k,i) is of size larger than ε1−s . In particular �(γ̃u,k,i) ≥
ε1−s . On the other hand, by transversality

�(Fn(γ̃u,k,i) ∩ Bε) ≤ cε.

By distortion (See Lemma 5.27 in [6]) we obtain

�(γ̃u,k,i ∩ F−n(Bε)) ≤ cεs�(γ̃u,k,i).

Summing up over these i gives the first term inside the sum is bounded by

�(γ̃u,k ∩ {rn ≥ ε1−s} ∩ F−n(Bε)) ≤ cεs�(γ̃u,k,i).

Thus

�(γ̃u,k ∩ {rn < ε1−s}) ≤ cθnε1−s + cε1−s�(γ̃u,k).

A final summation over k gives

�(γ̃u ∩ F−n(Bε) \Hε) ≤ c(εs + ε1−s)�(γ̃u)+ ckεθnε1−s .

This combined with (8.6.3) leads to

ν(F (Bε \ Rε) ∩ F−n(Bε)) ≤ ν(F (Bε \ Rε) ∩Hε)+ O(ε1+s) = O(εsν(Bε)).

where we use the fact that Bε \ Hε is contained in a uniformly bounded union of
rectangles of horizontal width O(ε) and contained in the k−2

ε = ε2s-neighbourhood
of S0. We take sa < min(s, 1

2 ).
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Step 5: End of the Proof of (8.6.1)
Choose a = 1/(4 log(λ2/λ

1/2
1 ). Observe that, due to (8.6.4), we have

−a log ε∑

s=1

μ(F−sAε|Aε) ≤ K1

λ2/λ
1
2
1 − 1

(λ2/λ
1
2
1 )
−a log εε1/2 ≤ K1

λ2/λ
1
2
1 − 1

ε1/4.

This combined with (8.6.5) leads to

ε−sa∑

n=1

ν(F−nBε|Bε) = o(1) . (8.6.7)

Let σ > 1. In view of (8.6.2), it remains to control ν(F−nBε|Bε) for the
intermediate integers n such that ε−sa ≤ n ≤ ε−σ . We approximate the set Bε
by the union B̃ε of connected components of M \ (S−k(ε) ∪ Sk(ε)) that intersects
Bε , with k(ε) = �| log ε|2�. There exists C̃ > 0 and θ̃ ∈ (0, 1) such that, for any
positive integer k, the diameter of each connected component ofM \ (S−k ∪ Sk) is
less than C̃θ̃ k .

Thus Bε ⊂ B̃ε and ν(B̃ε \Bε) ≤ ν
(
(∂Bε)

[C̃θ̃ k(ε)]
)
= O(εθ̃ k(ε)). But, due to [20,

Lemma 4.1], we also have

∀m > 1, ∀n ≥ 2k(ε), ν
(
B̃ε ∩ F−nB̃ε

) = ν(B̃ε)2 + O(n−mν(B̃ε)) .

Since k(ε) = o(ε−sa ) and thus

∀m > 1,
ε−σ∑

n=ε−sa
ν(F−nBε|Bε) ≤ O

(
ε1−σ + εsa(m−1)−σ + θ̃ k(ε)

)
= o(1) ,

as ε → 0, since σ < 1, θ̃ ∈ (0, 1), k(ε) → +∞ and by taking m > 1 + σ
sa

. This
combined with (8.6.7) and (8.6.2) ends the proof of (8.6.1). ��
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Chapter 9
Rate of Mixing for Equilibrium States in
Negative Curvature and Trees

Anne Broise-Alamichel, Jouni Parkkonen, and Frédéric Paulin

Abstract In this survey based on the recent book by the three authors, we recall
the Patterson-Sullivan construction of equilibrium states for the geodesic flow on
negatively curved orbifolds or tree quotients, and discuss their mixing properties,
emphasizing the rate of mixing for (not necessarily compact) tree quotients via
coding by countable (not necessarily finite) topological shifts. We give a new
construction of numerous nonuniform tree lattices such that the (discrete time)
geodesic flow on the tree quotient is exponentially mixing with respect to the
maximal entropy measure: we construct examples whose tree quotients have an
arbitrary space of ends or an arbitrary (at most exponential) growth type.

9.1 A Patterson-Sullivan Construction of Equilibrium States

We refer to [22, Chap. 3, 6, 7] and [3, Chap. 2, 3, 4] for details and complements on
this section.

Let X be (see [3] for a more general framework)

• either a complete, simply connected Riemannian manifold M̃ with dimension m
at least 2 and pinched sectional curvature at most −1,

• or (the geometric realisation of) a simplicial tree X whose vertex degrees are
uniformly bounded and at least 3. In this case, we respectively denote by EX
and VX the sets of vertices and edges of X. For every edge e, we denote by
o(e), t (e), e its original vertex, terminal vertex and opposite edge.

Let us fix an indifferent basepoint x∗ in M̃ or in VX.
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Recall (see for instance [2]) that a geodesic ray or line in X is an isometric
embedding from [0,+∞[ or R respectively into X, that two geodesic rays are
asymptotic if they stay at bounded distance one from the other, and that the
boundary at infinity of X is the space ∂∞X of asymptotic classes of geodesic
rays in X endowed with the quotient topology of the compact-open topology.
When X = M̃, up to a translation factor, two asymptotic geodesic rays converge
exponentially fast one to the other, and ∂∞M̃ is homeomorphic to the sphere Sm−1
of dimension m − 1. When X is a tree, up to a translation factor, two asymptotic
geodesic rays coincide after a certain time, and ∂∞M̃ is homeomorphic to a Cantor
set.

For every x in X, the Gromov-Bourdon visual distance dx on ∂∞X seen from x
(inducing the topology of ∂∞X ) is defined by

dx(ξ, η) = lim
t→+∞ e

1
2 (d(ξt , ηt )−d(x, ξt)−d(x, ηt)) ,

where ξ, η ∈ ∂∞X and t �→ ξt , ηt are any geodesic rays converging to
ξ, η respectively. The visual distances seen from two points of X are Lipschitz
equivalent.

Let � be a discrete group of isometries of X which is nonelementary, that is,
does not preserve a subset of cardinality at most 2 in X ∪ ∂∞X. When X = M̃ , this
is equivalent to � not being virtually nilpotent. When X is a tree, we furthermore
assume that X has no nonempty proper invariant subtree (this is not an important
restriction, as one may always replace X by its unique minimal nonempty invariant
subtree), and that � does not map an edge to its opposite one.

The limit set � of � is the smallest nonempty closed invariant subset of ∂∞X,
which is the complement of the orbit �x∗ in its closure �x∗, in the compactification
X ∪ ∂∞X of X by its boundary at infinity.

Examples

(1) Let M̃ be a symmetric space with negative curvature, e.g. the real hyperbolic
plane H

2
R

, and let � be an arithmetic lattice in Isom(M̃), e.g. � = PSL2(Z)

acting by homographies on the upper halfplane model of H
2
R

with constant
curvature −1 (see for instance [10], and [17] for a huge amount of exam-
ples).

2

e−t

PSL2(Z)\H2
R

t

3

1
c qn

n

PGL2(Fq [Y ])\Xq
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(2) For every prime power q , let X be the regular tree of degree q + 1, and let
� = PGL2(Fq [Y ]), acting on X seen as the Bruhat-Tits tree Xq of PGL2 over
the local field Fq((Y

−1)) (see for example [25], and [1] for a huge amount of
examples).

Note that the pictures of the quotients �\X are very similar in the above two
special examples, in particular

• the lengths of the closed horocycle quotients in PSL2(Z)\H2
R

go exponentially
to 0 (they are equal to e−t where t is the distance of the horocycle quotient to the
orbifold point of order 2),

• the orders of the vertex stabilisers along a geodesic ray in Xq lifting the quotient
ray PGL2(Fq [Y ])\Xq increase exponentially (they are equal to c qn where c is
a constant and n is the distance of the vertex to the origin of the ray), see for
instance [3, §15.2].

Remark 9.1 Note that we allow torsion in �, as this is in particular important in
the tree case; we allow �\X to be noncompact; and we allow � not to be a lattice.
These allowances give in the tree case the possibility to have almost any (metrisable,
compact, totally disconnect) space of ends and almost any type of asymptotic growth
of the quotient�\X (linear, polynomial, exponential, etc.), see [1] and Section 9.3.3.

Recall that � is a lattice in X if either the Riemannian volume Vol(�\M̃) of the
quotient orbifold �\M̃ is finite, or if the graph of groups volume

Vol(�\\X) =
∑

[x]∈�\VX

1

Card(�x)

(where �x is the stabiliser of x in �) of the quotient graph of groups �\\X is finite.
Note the analogy, in the two special examples above, between the computation of
(most of) the volume of PSL2(Z)\H2

R
as a converging integral of the lengths of

the closed horocycle quotients and of the volume of PGL2(Fq [Y ])\\Xq (which does
converge by a geometric mean argument).

The Phase Space Let GX be the space of geodesic lines � : R → X in X, such
that, whenX is a tree, �(0) is a vertex, endowed with the Isom(X)-invariant distance
(inducing its topology) defined by

d(�, �′) =
∫ +∞

−∞
d(�(t), �′(t)) e−2|t | dt ,

and with the Isom(X)-equivariant geodesic flow, which is the one-parameter group
of homeomorphisms

gt : � �→ {s �→ �(s + t)}
for all � ∈ GX, with continuous time parameter t ∈ R if X = M̃ and discrete time
parameter t ∈ Z if X is a tree. We again call geodesic flow and denote by (gt )t the
quotient flow on the phase space �\GX.
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Note that the map from the unit tangent bundle T 1M̃ endowed with Sasaki’s
metric to G M̃ , which associates to a unit tangent vector v the unique geodesic
line whose tangent vector at time t = 0 is v, is an Isom(M̃)-equivariant bi-
Hölder-continuous1 homeomorphism, by which we identify the two spaces from
now on.

Potentials on the Phase Space We now introduce the supplementary data (with
physical origin) that we will consider on our phase space. Assume first that
X = M̃ . Let F̃ : T 1M̃ → R be a potential, that is, a �-invariant, bounded2

Hölder-continuous real map on T 1M̃ . Two potentials F̃ , F̃ ∗ : T 1M̃ → R are
cohomologous (see for instance [16]) if there exists a Hölder-continuous, bounded,
differentiable along flow lines, �-invariant function G̃ : T 1M̃ → R, such that, for
every v ∈ T 1M̃ ,

F̃ ∗(v)− F̃ (v) = d

dt |t=0
G̃(gt v) .

For every x, y ∈ M̃ , let us define (with the obvious convention of being 0 if x = y)
the integral of F̃ between x and y, called the amplitude of F̃ between x and y, to be

and v is the tangent vector to the geodesic segment from x to y.
Now assume that X is a tree. Let c̃ : EX → R be a (logarithmic) system of

conductances (see for instance [29]), that is, a �-invariant, bounded real map on
EX. Two systems of conductances c̃, c̃∗ : EX → R are cohomologous if there
exists a �-invariant function f̃ : VX→ R, such that for every e ∈ EX

c̃∗(e)− c̃(e) = f (t (e))− f (o(e)) .

For every � ∈ GX, we denote by e+0 (�) = �([0, 1]) ∈ EX the first edge followed
by �, and we define F̃ : GX→ R as the map � �→ c̃(e+0 (�)). For every x, y ∈ VX,
we now define the amplitude of F̃ between x and y, to be

y

x

F =
k

i=1

c(ei) dt
ek

yx

e1 e2

1In order to deal with noncompactness issues, a map f between two metric spaces is Hölder-
continuous if there exist c, c′ > 0 and α ∈ ]0, 1] such that for every x, y in the source space, if
d(x, y) ≤ c, then d(f (x), f (y)) ≤ c′d(x, y)α .
2See [3, §3.2] for a weakening of this assumption.
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if (e1, e2, . . . , ek) is the geodesic edge path in X between x and y.
In both cases, we will denote by F : �\GX→ R the function on the phase space

induced by F̃ by taking the quotient modulo �, that we call the potential on �\GX.
Note that we make no assumption of reversibility on F .

Cohomological Invariants Let us now introduce three cohomological invariants
of the potentials on the phase space.

The pressure of F is the physical complexity associated with the potential F
defined by

PF = sup
μ (gt )t -invariant proba on �\GX

(
hμ +

∫

�\GX
F dμ

)

where hμ is the metric entropy3 of μ for the time 1 map g1 of the geodesic flow.

The critical exponent of F is the weighted (by the exponential amplitudes) orbital
growth rate of the group �, defined by

δF = lim
n→+∞

1

n
ln

( ∑

γ∈�, n−1<d(x∗,γ x∗)≤n
exp

(
∫ γ x∗

x∗
F̃
))
.

Note that the critical exponent δ0 of the zero potential is the usual critical exponent
of the group � (see for instance [21]). We have δF ∈ ] −∞,+∞[ since

δ0 + inf F̃ ≤ δF ≤ δ0 + sup F̃ .

Note that δF◦ι = δF where ι : GX → GX is the involutive time reversal map
defined by � �→ {t �→ �(−t)}.

The period for the potential F of a periodic orbit O of the geodesic flow (gt )t on
�\GX is

∫
O F =

∫ �(tO)
�(0) F̃ where � ∈ GX maps to O and

tO = inf{t > 0 : �gt � = ��}

3The metric entropy hμ is the upper bound, for all measurable countable partitions ξ of �\GX, of

lim
k→+∞

1

k
Hμ(ξ ∨ · · · ∨ g−kξ)

where Hμ(ξ) = −∑
E∈ξ μ(E) lnμ(E) is Shannon’s entropy of the countable partition ξ , see

for instance [11], and the join ξ ∨ ξ ′ of two partitions ξ and ξ ′ is the partition by the nonempty
intersections of an element of ξ and an element of ξ ′.
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is the length of the periodic orbit O . The Gurevich pressure of F is the growth rate
of the exponentials of periods for F of the periodic orbits, defined by

PGur
F = lim

n→+∞
1

n
ln

∑

O : tO≤n, O∩W �=∅
exp

(
∫

O
F
)
,

where the sum is taken over the periodic orbits O of (gt )t on �\GX with length
at most n and meeting W , where W is any relatively compact open subset of
�\GX meeting the nonwandering set of the geodesic flow (recall that we made
no assumption of compactness on the phase space).

Note that the above three limits exist, and are independent of the choices of x∗
andW , and depend only on the cohomology class of the potential F .

The following result proved in [22, Theo. 4.1 and 6.1] extends the case of the
zero potential due to Otal and Peigné [20].

Theorem 9.2 (Paulin-Pollicott-Schapira) If X = M̃ has pinched sectional cur-
vatures with uniformly bounded derivatives,4 then

PF = δF =PGur
F . ��

Note that the dynamics of the geodesic flow (gt )t on the phase space �\GX is
very chaotic. In particular, there are lots of (gt )t -invariant measures on �\GX. We
give two basic examples, and we will then construct, using potentials, a huge family
of such measures.

Examples

(1) If X = M̃ , then the Liouville measure mLiou on T 1M = �\(T 1M̃) is the
measure on T 1M which disintegrates, with respect to the canonical footpoint
projection T 1M → M , over the Riemannian measure volM of the Riemannian
orbifold M = �\M̃ , with conditional measures on the fibers the spherical
measures volT 1

x M
on the (orbifold) unit tangent spheres at the points x inM:

dmLiou(v) =
∫

x∈M
d volT 1

x M
(v) d volM(x).

4This assumption on the derivatives was forgotten in the statements of [20, 22], but is used in the
proofs.
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(2) For every periodic orbit O of the geodesic flow (gt )t on �\GX, we denote by
LO the Lebesgue measure5 (when X = M̃) or counting measure (when X is a
tree) of O . This is a (gt )t -invariant measure on �\GX with support O .

The main class of invariant measures we will study is the following one, and the
terminology has been mostly introduced by Sinai, Ruelle, Bowen, see for instance
[24]. A (gt )t -invariant probability measure μ on the phase space �\GX is an
equilibrium state for the potential F if it realizes the upper bound defining the
pressure of F , that is, if

hμ +
∫

�\GX
F dμ = PF .

The remainder of this section is devoted to the problems of existence, unique-
ness and explicit construction of equilibrium states.

Gibbs Cocycles As for instance defined by Hamenstädt, the (normalised) Gibbs
cocycle of the potential F is the function C : ∂∞X× M̃× M̃ → R whenX = M̃ or
the function C : ∂∞X×VX×VX→ R whenX is a tree, defined by the following
limit of difference of amplitudes for the renormalised potential

Cξ (x, y) = lim
t→+∞

ξt

y

(F − δF ) −
ξt

x

(F − δF ),

y
x +

ξ

− ξt

∂∞X

where t �→ ξt is any geodesic ray converging to ξ . The limit does exist. The Gibbs
cocycle is �-invariant (for the diagonal action) and locally Hölder-continuous. It
does satisfy the cocycle property Cξ (x, z) = Cξ (x, y) + Cξ (y, z) for all x, y, z.
Furthermore, there exist constants c1, c2 > 0 (depending only on the bounds on the
potential F̃ and on the pinching of the sectional curvature, when X = M̃) such that
if d(x, y) ≤ 1, then Cξ (x, y) ≤ c1d(x, y)

c2 . See [3, §3.4].

5If the length of O is T and if v ∈ T 1M̃ maps into O by the canonical projection T 1M̃ → T 1M ,
the Lebesgue measure LO of O is the pushforward by t �→ �gt v of the Lebesgue measure on
[0, T ].
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Patterson Densities A (normalised) Patterson density of the potential F is a
�-equivariant family (μx)x∈X of pairwise absolutely continuous (positive, Borel)
measures on ∂∞X, whose support is �, such that

γ∗μx = μγx and
dμx

dμy
(ξ) = e−Cξ (x, y) (9.1.1)

for every γ ∈ �, for all x, y ∈ X, and for (almost) every ξ ∈ ∂∞X.

Patterson densities do exist and they satisfy the following Mohsen’s shadow
lemma (see for instance [3, §4.1]):

r

γ x
OOOxB(γ x, r)

x

∂∞X

Define the shadow OxE seen from x of
a subset E of X as the set of points
at infinity of the geodesic rays from x

through E. Then for every x ∈ X, if
r > 0 is large enough, there exists κ > 0
such that for every γ ∈ �, we have

1

κ
exp

( ∫ γ x

x
(F̃ − δF )

)
≤ μx

(
OxB(γ x, r)

) ≤ κ exp
( ∫ γ x

x
(F̃ − δF )

)
. (9.1.2)

Gibbs Measures The Hopf parametrisation of X at x∗ is the map from GX to
(∂∞X × ∂∞X − Diag) × R, where R = R if X = M̃ and R = Z if X is a tree,
defined by

→ − +, t)

x∗0)
−

+

t

∂∞X

where �−, �+ are the original and terminal points at infinity of the geodesic line �,
and t is the algebraic distance along � between the footpoint �(0) and the closest
point to x∗ on the geodesic line. It is a Hölder-continuous homeomorphism (for
the previously defined distances). Up to translations on the third factor, it does not
depend on the basepoint x∗ and is �-invariant, see for instance [3, §2.3 and §3.1].
The geodesic flow acts by translations on the third factor.

Let (μx)x∈X and (μιx)x∈X be Patterson densities for the potentials F and F ◦ ι
respectively, where ι : �� �→ �{t �→ �(−t)} is the time reversal on the phase space
�\GX. We denote by Cι the Gibbs cocycle of the potential F ◦ ι. We denote by
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dt the Lebesgue or counting measure on R. The measure on GX defined using the
Hopf parametrisation at x∗ by

dm̃F (�) =
dμιx∗(�−) dμx∗(�+) dt

exp
(
Cι�−(x∗, �(0))+ C�+(x∗, �(0))

)

is a σ -finite nonzero measure on GX. By Eq. (9.1.1) and by the invariance of the
measure dt under translations, it is independent of the choice of basepoint x∗, hence
is �-invariant and (gt )t -invariant. Therefore it induces a σ -finite nonzero (gt )t -
invariant measure on �\GX, called the Gibbs measure on the phase space and
denoted by mF .

Examples

(1) When F = 0, then the Gibbs measure is called the Bowen-Margulis measure
(see for instance [23]).

(2) When X = M̃ and F̃ is the unstable Jacobian, that is, for every v ∈ T 1M̃ ,

F su(v) = − d

dt |t=0
ln

Jacobian of restriction of t to
strong unstable leaf Wsu(v)

,

v−

v

W su(v)

we have the following result (see [22, §7], in particular for weaker assumptions).
When M has variable sectional curvature, the Liouville measure and the Bowen-
Margulis measure might be quite different. The following result in particular says
that the huge family of Gibbs measures interpolates between the Liouville measure
and the Bowen-Margulis measure. This sometimes provides common proofs of
properties satisfied by both the Liouville measure and the Bowen-Margulis measure.

Theorem 9.3 (Paulin-Pollicott-Schapira) If X = M̃ has pinched sectional cur-
vatures with uniformly bounded derivatives, then F̃ su is Hölder-continuous and
bounded. If M̃ has a cocompact lattice and if (gt )t is completely conservative6 for
the Liouville measure, then

mFsu = mLiou. ��

6That is, every wandering set has measure zero.
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The following result, due to Bowen and Ruelle whenM is compact and to Otal-
Peigné [20] when F = 0, completely solves the problems of existence, uniqueness
and explicit construction of equilibrium states, see [22, §6].

Theorem 9.4 (Paulin-Pollicott-Schapira) Assume that X = M̃ has pinched
sectional curvatures with uniformly bounded derivatives.7 If the Gibbs measuremF
is finite, then mF = mF‖mF ‖ is the unique equilibrium state. Otherwise, there is no
equilibrium state. ��

We refer to Sect. 9.3.2 for an analogous statement when X is a tree, whose proof
uses completely different techniques.

9.2 Basic Ergodic Properties of Gibbs Measures

We refer to [22, Chap. 3, 5, 8] and [3, Chap. 4] for details and complements on this
section.

9.2.1 The Gibbs Property

In this section, we justify the terminology of Gibbs measures used above.
For every � ∈ �\GX, say � = ��̃, for every r > 0 and for all t, t ′ ≥ 0, the

(Bowen or) dynamical ball B(�; t, t ′, r) in the phase space �\GX centered at �
with parameters t, t ′, r is the image in �\GX of the set of geodesic lines in GX
following the lift �̃ at distance less than r in the time interval [−t ′, t], that is, the
image in �\GX of

B(�̃; t, t ′, r) = {
� ′ ∈ GX : sup

s ∈ [−t ′, t ]
dX( �̃(s), �

′(s) ) < r
}
.

The following definition of the Gibbs property is well adapted to the possible
noncompactness of the phase space �\GX. A (gt )t -invariant measurem′ on �\GX
satisfies the Gibbs property for the potential F with Gibbs constant c(F ) ∈ R if for
every compact subset K of �\GX, there exists r > 0 and cK,r ≥ 1 such that for all
t, t ′ ≥ 0 large enough, for every � in �\GX with g−t ′�, gt � ∈ K , we have

1

CK,r
≤ m′

(
B(�; t, t ′, r))

e
∫ t
−t ′(F (gt �)−c(F ) )dt

≤ CK,r .

7This assumption on the derivatives was forgotten in the statements of [20, 22].
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The following result is due to [22, §3.8] when X = M̃ and [3, §4.2] in general.

Proposition 9.5 The Gibbs measure mF satisfies the Gibbs property for F with
Gibbs constant c(F ) equal to the critical exponent δF . ��

Let us give a sketch of its proof, which explains the decorrelation of the influence
of the two points at infinity of the geodesic lines, using the fact that the Gibbs
measure is absolutely continuous with respect to a product measure in the Hopf
parametrisation. The key geometric lemma is the following one.

Lemma 9.6 For every r > 0, there exists tr > 0 such that for all t, t ′ ≥ tr and
� ∈ GX, we have, using the Hopf parametrisation at the footpoint �(0),

O�(0)B(�(−t ′), r)×O�(0)B(�(t), r)× ] − 1, 1[ ⊂ B(�; t, t ′, 2r + 2)

B(�; t, t ′, r) ⊂ O�(0)B(�(−t ′), 2r)×O�(0)B(�(t), 2r)× ] − r, r[ .

Let us give a proof-by-picture of the first claim, the second one being similar.
See the following picture. If a geodesic line �′ has its points at infinity �′− and �′+ in
the shadows seen from �(0) of B(�(−t ′), r) and B(�(−t ′), r) respectively, then by
the properties of triangles in negatively curved spaces, if t and t ′ are large, then the
image of �′ is close to the union of the images of the geodesic rays from �(0) to �−
and �+. The control on the time parameter in Hopf parametrisation then says that �′
is staying at bounded distance from � in the time interval [−t ′, t].

0)r
−t ) r

O
O

O
0
)

O
O

O
0)

−t
),

r
)

We now conclude the proof of Proposition 9.5 by using the boundedness of the
Gibbs cocycles C and Cι on a given compact subset K in order to control the
denominator in the formula giving m̃F , and by using Mohsen’s shadow lemma (see
Eq. (9.1.2)) which estimates the Patterson measures of shadows of balls.

9.2.2 Ergodicity

In this section, we study the ergodicity property of the Gibbs measures under the
geodesic flow in the phase space.
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The Poincaré series of the potential F is

QF (s) =
∑

γ∈�
exp

( ∫ γ x∗

x∗
(F̃ − s)

)
.

It depends on the basepoint x∗, but its convergence or divergence does not. It
converges if s > δF and diverges for s < δF , by the definition of the critical
exponent δF .

The following result has a long history, and we refer for instance to [22, §5] and
[3, §4.2] for proofs, and proofs of its following two corollaries.

Theorem 9.7 (Hopf-Tsuji-Sullivan-Roblin) The following assertions are equiva-
lent.

(1) The Poincaré series of F diverges at the critical exponent ofF :QF (δF )=+∞.
(2) The group action (∂∞X×∂∞X−Diag, μιx∗⊗μx∗, �) is ergodic and completely

conservative.
(3) The geodesic flow on the phase space endowed with the Gibbs measure

(�\GX,mF , (gt )t )) is ergodic and completely conservative. ��
Corollary 9.8 If QF (δF ) = +∞, then there exists a Patterson density for F ,
unique up to a positive scalar. It is atomless, and the diagonal in ∂∞X × ∂∞X
has measure 0 for the product measure μιx∗ ⊗ μx∗ . ��

Let us give a sketch of the very classical proof of the first claim of this corollary.

Existence Using the properties of negatively curved spaces, one can prove, denot-
ing by Dx the Dirac mass at a point x, that one can take

μx = lim
si→ δ+F

1

QF (si)

∑

γ∈�
exp

( ∫ γ x∗

x

(F̃ − si )
)

Dγ x∗,

where the atomic measure before taking the limit is, when x = x∗, a probability
measure, hence has, for some sequence (si )i∈N in ]δF ,+∞[ converging to δF , a
weakstar converging subsequence in the compact space of probability measures on
the compact space X ∪ ∂∞X.

Uniqueness Let (μ′x)x be another Patterson density. Up to positive scalars, we may
assume that μx∗ and μ′x∗ are probability measures. Then (ωx = 1

2 (μx + μ′x))x
is a Patterson density, μx∗ is absolutely continuous with respect to ωx∗ , and by

ergodicity, the Radon-Nikodym derivative dμx∗
d ωx∗ is almost everywhere constant,

hence the probability measures μx∗ and ωx∗ are equal, hence μx∗ = μ′x∗ .



9 Rate of Mixing for Equilibrium States in Negative Curvature and Trees 303

Corollary 9.9 If mF is finite, then QF (δF ) = +∞ (hence (gt )t ) is ergodic) and
the normalised Gibbs measure mF = mF‖mF ‖ is a cohomological invariant of the
potential F . ��

9.2.3 Mixing

In this section, we study the mixing property of the Gibbs measures under the
geodesic flow in the phase space. Recall that the length spectrum for the action
of � on X is the subgroup of R (hence of Z when X is a tree) generated by
the set of lengths of the closed geodesic in �\X (or, in dynamical terms, of
the set of lengths of periodic orbits of the geodesic flow on the phase space).
See for instance [22, §8.1] when X = M̃ and [3, §4.4] when X is a tree
for a proof of the following result, which crucially uses the fact that the Gibbs
measure is absolutely continuous with respect to a product measure in the Hopf
parametrisation.

Theorem 9.10 (Babillot) If the Gibbs measure mF is finite, then the following
assertions are equivalent.

(1) The Gibbs measure mF is mixing under the geodesic flow (gt )t .
(2) The geodesic flow (gt )t is topologically mixing on its nonwandering set in the

phase space.
(3) The length spectrum of � is dense in R if X = M̃ or equal to Z if X is a

tree. ��
We summarise in the following result the known properties of the rate of mixing

of the geodesic flow in the manifold case when X = M̃ (see [3, §9.1]), referring to
Sect. 9.3 for the tree case, whose proof turns out to be quite different.

Let α ∈ ]0, 1] and let C αb (Z) be the Banach space8 of bounded α-Hölder-
continuous functions on a metric space Z. When X = M̃ , we will say that
the (continuous time) geodesic flow on the phase space T 1M = �\T 1M̃ is
exponentially mixing for the α-Hölder regularity or that it has exponential decay
of α-Hölder correlations for the potential F if there exist two constants c′, κ > 0
such that for all φ,ψ ∈ C αb (T

1M) and t ∈ R, we have

∣
∣
∣

∫

T 1M

φ ◦ g−t ψ dmF −
∫

T 1M

φ dmF

∫

T 1M

ψ dmF

∣
∣
∣ ≤ c′ e−κ|t | ‖φ‖α ‖ψ‖α .

8Recall that its norm (taking into account the possible noncompactness of Z) is given by

‖f ‖α = ‖f ‖∞ + sup
x, y ∈Z

0<d(x, y)≤1

|f (x) − f (y)|
d(x, y)α

.
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Theorem 9.11 Assume that X = M̃ and that M = �\M̃ is compact. Then
the geodesic flow on the phase space T 1M has exponential decay of Hölder
correlations if

• M is two-dimensional, by [6],
• M is 1/9-pinched and F = 0, by [7, Coro. 2.7],
• the potential F is the unstable Jacobian F su, so that, up to a positive scalar, mF

is the Liouville measure mLiou, by [15], see also [27], [19, Coro. 5] who give
more precise estimates,

• M is locally symmetric by [26], see also [14, 18] for some noncompact cases. ��
Note that this gives only a very partial picture of the rate of mixing of the

geodesic flow in negative curvature, and it would be interesting to have a complete
result. Stronger results exist for the Sobolev regularity when M̃ is a symmetric
space, F = 0 and � is an arithmetic lattice (the Gibbs measure then coincides,
up to a multiplicative constant, with the Liouville measure): see for instance [12,
Theorem 2.4.5], using spectral gap properties given by [5, Theorem 3.1]. But this
still does not give a complete answer.

9.3 Coding and Rate of Mixing for Geodesic Flows on Trees

We refer to [3, Chap. 5 and 9.2] for details and complements on this section.
From now on, we assume that X is (the geometric realisation of) a simplicial

tree X, and we write GX instead of GX. We consider the discrete group �, the
system of conductances c̃ and the associated potential F on the phase space �\GX

as introduced in Sect. 9.1.
The study of the rate of mixing of the (discrete time) geodesic flow on

the phase space uses coding theory. But since, as explained, we make no
assumption of compactness on the phase space, and no hypothesis of being
without torsion on the group � in the huge class of examples described in
Sect. 9.1, the coding theory requires more sophisticated tools than subshifts of
finite type.

9.3.1 Coding

Let A be a countable discrete set, called an alphabet, and let A = (Ai, j )i, j∈A
be an element in {0, 1}A×A , called a transition matrix. The (two-sided, countable
state) topological shift9 with alphabet A and transition matrix A is the topological

9We prefer not to use the frequent terminology of topological Markov shift as it could be
misleading, many probability measures invariant under general topological shifts do not satisfy
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dynamical system (�, σ), where �, called the shift space, is the closed subset of
the topological product space A Z of A-admissible two-sided infinite sequences,
defined by

� = {
x = (xn)n∈Z ∈ A Z : ∀ n ∈ Z, Axn,xn+1 = 1} ,

and σ : �→ � is the (two-sided) shift defined by

∀ x ∈ �, ∀ n ∈ Z, (σ (x))n = xn+1 .

We endow� with the distance

d(x, x ′) = exp
(− sup

{
n ∈ N : ∀ i ∈ {−n, . . . , n}, xi = x ′i

} )
.

Let us denote by Y the (countable) quotient graph10 �\X. For every vertex or
edge x ∈ VY ∪ EY, we fix a lift x̃ in VX ∪ EX, and we define Gx = �x̃ to be the
stabiliser of x̃ in �.

For every e ∈ EY, we assume that
ẽ = ẽ. But there is no reason in gen-
eral for the equality t̃ (e) = t (̃e ) to
hold. We fix ge ∈ � mapping t̃ (e) to
t (̃e ) (which does exist), and we denote by
ρe : Ge = �ẽ → �t̃(e) = Gt(e) the conjuga-

tion g �→ g−1
e g ge by ge on Ge (noticing

that the stabiliser �ẽ is contained in the
stabiliser �t (̃e)).

p : X → Y = Γ \X

e
t (e)

ge ∈ Γ

e
t (e)

t (e)

Let us try to code a geodesic line in the phase space �\GX. The natural
starting point is to write it as �� for some � ∈ GX, that is, to choose one
of its lifts. We then have to construct a coding which is independent of the
choice of this lift. For every i ∈ Z, let us denote by fi = �([i, i + 1])
the i-th edge followed by �, and by ei (also denoted by e−i+1(�) for later use)
its image by the canonical p : X → Y = �\X, which seems fit to be a
natural part of the coding of �. Since we will need to translate through our
coding the fact that � is geodesic, hence has no backtracking, the edge ei+1
(also denoted by e+i+1(�) for later use) following ei seems to have a role to play.

the Markov chain property that the probability to pass from one state to another depends only on
the previous state, not of all past states.
10The fact that the canonical projection is a morphism of graphs is the reason why we assumed �
to be acting without mapping an edge to its inverse.
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gei

t (ei)

ei

fi+1

ei+1

fi

[i, i + 1])

fix γi

in Y = Γ \X

g ei+1

fix γi+1 p : X → Y

in X

ei+1

hi+1 ∈ Gt(ei)

ei

Since the terminal point of fi is the original point of fi+1, the terminal point of ei is
naturally also the original point of ei+1. But there is no reason for the terminal point
of the choosen lift ẽi to also be the original point of the choosen lift ẽi+1. Since fi
and ẽi both map by p to ei , we may fix γi ∈ � such that γifi = ẽi , for every i ∈ Z.

Now, note that the vertex stabilizers in � of vertices of X are in general nontrivial
(and we explained in Sect. 9.1 that it is important to allow them to become very
large in order to have numerous dynamically interesting noncompact quotients
of simplicial trees). The construction (see the above diagram) provides a natural
element g −1

ei
γi γ

−1
i+1 g ei+1 which stabilises the lifted vertex ˜t (ei ), hence belongs to

Gt(ei). Since we made choices for the elements γi , the element g −1
ei
γi γ

−1
i+1 g ei+1

gives a well-defined double class hi+1(�) in ρei (Gei )\Gt(ei)/ρ ei+1(Gei+1), which
also seems fit to be another natural piece of the coding of �.

It turns out that this construction is indeed working. We take as alphabet the
(countable) set

A=
{
(e−, h, e+) : e

± ∈ EY with t (e−) = o(e+)
h ∈ ρe−(Ge−)\Go(e+)/ρ e+(Ge+) with h �= [1] if e+ = e−

}
.

This last assumption of conditional nontriviality of the double class codes the fact
that � being a geodesic line, the edge fi+1 is not the opposite edge of fi , though ei+1
might be the opposite edge of ei . And since in the tree X, being locally geodesic
implies being geodesic, it is very reasonable that we have captured through our
coding all the geodesic properties of the geodesic lines and translated them into
symbolic terms. We take as transition matrix A over the alphabet A the matrix with
entries

A(e−, h, e+), (e′−, h′, e′+) =
{

1 if e+ = e′−
0 otherwise,
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which just says that we are glueing together the coding of pairs of consecutive edges
of the geodesic line. Note that since the tree is locally finite, the transition matrix
A has finitely many nonzero entries on each row and column, hence the associated
shift space � is locally compact.

We then refer to [3, §5.2] for a proof of the following result, though almost
everything is in the above picture! We denote by Fsymb : � → R the locally

constant map which associates to
(
(e−i , hi , e

+
i )
)
i∈Z the image c̃(ẽ+0 ) by the system

of conductances of the lift of its first edge.

Theorem 9.12 The map

� :
{
�\GX −→ �

�� �→ (
(e−i (�), hi(�), e

+
i (�))

)
i∈Z

is a bilipschitz homeomorphism, conjugating the time 1 map of the (discrete time)
geodesic flow (gt )t∈Z to the shift σ . Furthermore,

(1) (�, σ) is topologically transitive,11

(2) if the Gibbs measure mF is finite and if the length spectrum of � is equal to Z,
then the probability measure P = �∗mF is mixing for the shift σ on �,

(3) the measure P satisfies the Gibbs property on (�, σ) with Gibbs constant δF
for the potential Fsymb,12

(4) if (Zn : x �→ xn)n∈Z is the canonical random process in symbolic dynamics,
then the pair ((Zn)n∈Z,P) is not always a Markov chain. ��

This last claim has lead to an erratum in the paper [13]. The pair ((Zn)n∈Z,P) is
not a Markov chain for instance in Example (2) at the beginning of Sect. 9.1, when
X = Xq and � = PGL2(Fq [Y ]).13

11This comes from the assumption that there is no nontrivial proper �-invariant subtree in X, since
then ∂∞X = �, implying that the nonwandering set of the geodesic flow (gt )t∈Z is the full phase
space �\GX.
12That is, with a formulation adapted to the possibility that the alphabet A may be infinite, for
every finite subset E of the alphabet A , there exists CE ≥ 1 such that for all p ≤ q in Z and for
every x = (xn)n∈Z ∈ � such that xp, xq ∈ E, we have

1

CE
≤ P([xp, xp+1, . . . , xq−1, xq ])
e
−δF (q−p+1)+∑q

n=p Fsymb(σ
nx)
≤ CE .

where [xp, xp+1, . . . , xq−1, xq ] is the cylinder {(yn)n∈Z ∈ � : if p ≤ n ≤ q then yn = xn}.
13As noticed by J.-P. Serre [25], the image of almost every geodesic line of X in the quotient ray
�\X is a broken line which makes infinitely many back-and-forths from the origin of the quotient
ray.
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9.3.2 Variational Principle for Simplicial Trees

The first corollary of the coding results in the previous section is the following
existence and uniqueness result of equilibrium states for the geodesic flow on the
phase space �\GX for the potential F .

Corollary 9.13 If mF is finite, then mF = mF‖mF ‖ is the unique equilibrium state for

F under the geodesic flow (gt )t∈Z on �\GX, and furthermore

PF = δF . ��

We only give a sketch of a proof, refering to [3, §5.4] for a complete one. We
use the coding given in Theorem 9.12 with its properties (in particular the fact that
it satisfies the Gibbs property for a symbolic potential related to the potential F ).

Let (�, σ) be a topological shift, with countable alphabet A . A σ -invariant
probability measurem on � is a weak14 Gibbs measure for a map φ : �→ R with
Gibbs constant c(m) ∈ R if for every a ∈ A , there exists a constant ca ≥ 1 such
that for all n ∈ N − {0} and x in the cylinder [a] = {y = (yn)n∈Z ∈ � : y0 = a}
such that σn(x) = x, we have

1

ca
≤ m([x0, x1, . . . , xn−1])

e
∑n−1
i=0 ( φ(σ

ix)−c(m) ) ≤ ca .

The following result of Buzzi is proved in [3, Appendix], with a much weaker
regularity assumption on φ, and it concludes the proof of Corollary 9.13.

Theorem 9.14 (Buzzi) Let (�, σ) be a topological shift and φ : � → R a
bounded Hölder-continuous function. If m is a weak Gibbs measure for φ with
Gibbs constant c(m), then Pφ = c(m) and m is the unique equilibrium state for
the potential φ. ��

9.3.3 Rate of Mixing for Simplicial Trees

Let us first recall the definition of an exponential mixing rate for discrete time
dynamical systems.

There is absolutely no way to predict the probability of behaviour of the geodesic line image at a
given time in terms of its recent past probabilities (except that when it starts to go down, it has to
go down all the way to the origin).
14The terminology comes from the fact that the assumptions bear only on the periodic points of σ .
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Let (Z,m, T ) be a dynamical system with (Z,m) a metric probability space and
T : Z �→ Z a (not necessarily invertible) measure preserving map. For all n ∈ N

and φ,ψ ∈ L
2(m), the (well-defined) n-th correlation coefficient of φ,ψ is

covm, n(φ,ψ) =
∫

Z

(φ ◦ T n) ψ dm−
∫

Z

φ dm

∫

Z

ψ dm .

Let α ∈ ]0, 1]. As for the case of flows in Sect. 9.2.3, we will say that the dynamical
system (Z,m, T ) is exponentially mixing for the α-Hölder regularity or that it has
exponential decay of α-Hölder correlations if there exist c′, κ > 0 such that for all
φ,ψ ∈ C αb (Z) and n ∈ N, we have

| covm, n(φ,ψ)| ≤ c′ e−κ n ‖φ‖α ‖ψ‖α .

Note that this property is invariant under measure preserving conjugations of
dynamical systems by bilipschitz homeomorphisms. In our case, T will be either
the time 1 map of the geodesic flow (gt )t∈Z on the phase space Z = �\GX or
the two-sided shift σ on a two-sided topological shift space � or (see below) the
one-sided shift σ+ on a one-sided topological shift space �+.

The following result is one of the new results contained in the book [3]. For every
finite subset E in �\VX, let τE : �\GX→ N ∪ {+∞} be the first positive passage
time of geodesic lines in E, that is, the map

� �→ inf{n ∈ N− {0} : gn�(0) ∈ E} .

The following result says that if the tree quotient contains a finite subset in which
the geodesic lines with large return times have an exponentially decreasing mass,
then the (discrete time) geodesic flow on the phase space has exponential decay
of correlations. This condition turns out to be quite easy to check on practical
examples, see for instance [3, §9.2].

Theorem 9.15 If mF is finite and mixing for (gt )t∈Z, if there exist a finite subset E
in �\VX and c′′, κ ′ > 0 such that

∀ n ∈ N, mF ({� ∈ �\GX : �(0) ∈ E, τE(�) ≥ n}) ≤ c′′e−κ ′n ,

then for every α ∈ ]0, 1], the (discrete time) dynamical system (�\GX,mF , (g
t )t∈Z)

is exponentially mixing for the α-Hölder regularity. ��
The hypothesis of Theorem 9.15 is for instance satisfied for Example (2) at the

beginning of Sect. 9.1 with X = Xq and � = PGL2(Fq [Y ]), taking E consisting
of the origin of the modular ray �\Xq , and using the exponential decay of the
stabilisers orders along a lift of the modular ray in Xp. In this case, the quotient
graph �\X has linear growth. We gave in [3, page 193] examples where the quotient
graph �\X has exponential growth.
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Here is an example where the quotient graph has quadratic growth, for every
even q ≥ 2. The tree X is the regular tree of degrees q + 2. The vertex group of the
top-left vertex x∗ of the quotient graph is Z/( q2 + 1)Z. A set E as in Theorem 9.15
consists of the three vertices at distance at most 1 from x∗. The vertex group of a
vertex at distance at least 1 from x∗, on the (m + 1)-th horizontal and (n + 1)-th
vertical is (Z/qnZ) × (Z/(q + 1)mZ). The number at the beginning of each edge
represents the index of the edge group inside the vertex group of its origin.

x∗

1

1

1

1

q + 1

q + 1

q + 1

1

1

1

1

q + 1

q + 1

q + 1

1

1

1

1

q + 1

q + 1

q + 1

1

1

1

1

q + 1

q + 1

q + 1

1 1q q q q1 1

1

1

1

q + 1

q + 1

q + 1

q
2 +1

q
2 +1

Recall that two growth functions f and f ′, that is, two increasing maps from N

to N− {0}, are equivalent if there exist two integers c ≥ 1 and c′ ≥ 0 such that for
every n ∈ N large enough, we have f (� 1

c
n− c′�) ≤ f ′(n) ≤ f (c n+ c′). The type

of growth of an infinite, connected, locally finite graph Y is the equivalence class
of the map n �→ Card BV Y (v0, n), which does not depend on the choice of a base
point v0 ∈ VY , nor on the quasi-isometry type of Y .

It is well known (see for instance [4, 9] or [8, §6.2]) that every totally
disconnected compact metric space is homeomorphic to the boundary at infinity of
a simplicial tree with uniformly bounded degrees (possibly equal to 1 or 2), and that
any increasing positive integer sequence (an)n∈N with at most exponential speed
(that is, there exists k ∈ N such that an+1 ≤ kan for every n ∈ N) is, up to the above
equivalence, the sequence of orders of the balls of an infinite rooted simplicial tree
with uniformly bounded degrees. Hence the following result (not contained in [3])
says that we can realize any space of ends, or any at most exponential type of growth,
in the quotient graph of an action of a group on a tree satisfying the hypothesis of
Theorem 9.15.

Proposition 9.16 For every rooted tree (T , ∗) with uniformly bounded degrees
such that T �= {∗}, there exists a simplicial tree X and a discrete group � of
automorphisms of X as in the beginning of Sect. 9.1 such that � is a lattice, �\X
is the union of T with a loop at ∗, and the geodesic flow (gt )t∈Z) is exponentially
mixing for the α-Hölder regularity on �\GX for the zero potential. ��
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Proof We refer for instance to [25, §I.5] for background on graphs of groups.

Let us fix q ∈ N large enough compared with the maximum degree d of T . We
define a graph of groups (T ∪ {e∗, e∗},G•) with underlying graph the union of T
with a loop glued at the root ∗ as follows. LetGe∗ = {1}. For every vertex v of T at
distance n of the root ∗, we define Gv = Z/qnZ. For every edge e �= e∗, e∗, whose
closest vertex to the root ∗ is at distance n from ∗, we define Ge = Z/qnZ. For
every edge e �= e∗, e∗, pointing away from the root, we define the monomorphism
Ge → Go(e) to be the identity, and the monomorphism Ge → Gt(e) to be the
multiplication by q map, so that the index ofGe inGo(e) is 1 and the index ofGe in
Gt(e) is q .

Let � and X be respectively the fundamental group (using the root as the
basepoint) and the Bass-Serre tree of the graph of groups (T ,G•). Then the degrees
of the vertices of X are at least 3 and at most q + d − 1, and for every n, we have

∑

x∈VT : d(x,∗)=n

1

|Gx | ≤ d
n/qn . (9.3.1)

Since q is large compared to d , this implies that the volume of (T ,G•) is finite,
hence � is a lattice.

Since the potential is the zero potential, the Gibbs measure m0 is the Bowen-
Margulis measure. Note that m0 is finite since � is a lattice, by [3, Prop. 4.16].
Since we glued a loop at the root, there exists an element in � whose translation
length is equal to 1, hence the length spectrum of � is equal to Z. By Theorem 9.12,
this implies thatm0 is mixing for the geodesic flow (gt)t . If E = {∗} is the singleton
in VT consisting of the root, since q is large compared to d , Eq. (9.3.1) then shows
that the hypothesis of Theorem 9.15 is satisfied, and this concludes the proof of
Proposition 9.16. �

We conclude this survey with a sketch of proof of Theorem 9.15, sending to [3,
§9.2] for a complete proof. We thank Omri Sarig for a key idea in the proof of this
theorem.

Step 1. The first step consists in passing from the geometric dynamical system to a
two-sided symbolic dynamical system, using Sect. 9.3.1.

Let A , A,�, σ,�,P be as given in Theorem 9.12 for the coding of the (discrete
time) geodesic flow on the phase space �\GX. Let π+ : � → A N be the natural
projection defined by (xn)n∈Z �→ (xn)n∈N. Let

E = {(e−, h, e+) ∈ A : t (e−) = o(e+) ∈ E}
which is a finite subset of the alphabet, and let τE : � → N be the first positive
passage time in E of the two-sided shift orbits, that is, the map

x = (xn)n∈N �→ inf{n ∈ Z− {0} : xn ∈ E } .
The rate of mixing statement for two-sided symbolic dynamical systems, that we

will prove in Step 2, is the following one.
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Theorem 9.17 Let (A , A,�, σ) be a locally compact transitive two-sided topo-
logical shift, and let P be a mixing σ -invariant probability measure with full support
on �. Assume that

(1) for every n ∈ N and for every A-admissible finite sequence w = (w0, . . . , wn)

in A , the (measure theoretic) Jacobian of the map

fw : {(xk)k∈N ∈ π+(�) : x0 = wn}
→ {(yk)k∈N ∈ π+(�) : y0 = w0, . . . , yn = wn}

defined by (x0, x1, x2, . . . ) �→ (w0, . . . , wn, x1, x2, . . . ), with respect to the
restrictions of the pushforward measure (π+)∗P, is constant;

(2) there exist a finite subset E of A and c′′, κ ′ > 0 such that for every n ∈ N, we
have

P
({x ∈ � : x0 ∈ E and τE (x) ≥ n}

) ≤ c′′ e−κ ′n .

Then (�, σ,P) has exponential decay of α-Hölder correlations. ��
Theorem 9.15 follows from Theorem 9.17 by using the coding given in Theo-

rem 9.12. The verification of Assertion (2) is immediate as it corresponds to the
assumption of Theorem 9.15. The one of Assertion (1) is a bit technical, using a
strengthened version of Mohsen’s shadow lemma for trees.

Step 2. The second step consists in passing from the two-sided symbolic dynamical
system to a one-sided symbolic dynamical system.

Let (�+, σ+) be the one-sided topological shift with the same alphabet A and
same transition matrix A as the two-sided one in the statement of Theorem 9.17,
with Σ+ = π+(Σ) where π+ is the natural projection, and let P+ = (π+)∗P. Let
τE ,+ : Σ+ → N be the first positive passage time in E of the one-sided shift orbits,
that is, the map (xn)n∈N �→ inf{n ∈ N− {0} : xn ∈ E }. . Recall that the cylinders
in �+ are the subsets defined for k ∈ N and w0, . . . , wk ∈ A by

[w0, . . . , wk] = {x = (xn)n∈N ∈ �+ : x0 = w0, . . . , xk = wk} .

The rate of mixing statement for one-sided symbolic dynamical system, that we
will prove in Step 3, is the following one.

Theorem 9.18 Let (A , A,�+, σ+) be a locally compact transitive one-sided
topological shift, and let P+ be a mixing σ -invariant probability measure with full
support on �+. Assume that

(1) for every n ∈ N and for every A-admissible finite sequence w = (w0, . . . , wn)

in A , the Jacobian of the map between cylinders

fw : [wn] → [w0, . . . , wn]
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defined by (x0, x1, x2, . . . ) �→ (w0, . . . , wn, x1, x2, . . . ), with respect to the
restrictions of P+, is constant;

(2) there exist a finite subset E of A and c′′, κ ′ > 0 such that for every n ∈ N, we
have

P+
({x ∈ �+ : x0 ∈ E and τE ,+(x) ≥ n}

) ≤ c′′ e−κ ′n .

Then (�+, σ+,P+) has exponential decay of α-Hölder correlations. ��
Theorem 9.17 follows from Theorem 9.18 by a classical argument due to Sinai

and Bowen (and explained to the authors by Buzzi), saying that if the one-sided
symbolic dynamical system (�+, σ+, (π+)∗P) is exponentially mixing, then so is
the two-sided symbolic dynamical system (�, σ,P).

Step 3. The third and final step that we sketch is a proof of Theorem 9.18, using as
main tool a Young’s tower argument.

We implicitly throw away from �+ the measure zero subset of points x ∈ �+
whose orbit under the shift σ+ does not pass infinitely many times in the open
nonempty finite union of fundamental cylinders

 0 =
⋃

a∈E
[a] .

We denote by � : �+ →  0 the first positive time passage map, which is defined

by x �→ σ
τE ,+(x)
+ (x). We denote by W the set of excursions outside E , that is, the

set of A-admissible finite sequences (w0, . . . , wn) in A such that w0, wn ∈ E and
wi /∈ E for 1 ≤ i ≤ n− 1.

We have the following properties.

(1) The set {[a] : a ∈ E } is a finite measurable partition of  0. For every a ∈ E ,
the set {[w] : w ∈ W,w0 = a} is a countable measurable partition of [a].

(2) For every w ∈ W , the first positive passage time τE ,+ is positive on every
excursion cylinder [w], and if wn is the last letter of w, then the restriction
� |[w]: [w] → [wn] is a bijection with constant Jacobian with respect to P+
(actually much less is needed in order to apply Young’s arguments).

(3) The first positive time passage map � satisfies strong dilation prop-
erties on the excursion cylinders. More precisely, for every excursion
w= (w0, . . . , wn) ∈ W , for every k ≤ n − 1, for all x, y ∈ [w], we have
d(�(x),�(y)) ≥ e d(x, y) and d(σ k+x, σ k+y)) < d(�(x),�(y)). ��

Let us fix α ∈ ]0, 1]. Then an adaptation of [28, Theo. 3] implies that there exists
κ > 0 such that for all φ,ψ ∈ C αb (�+), there exists cφ,ψ > 0 such that for every
n ∈ N, we have

| covP+, n(φ,ψ)| ≤ cφ,ψ e−κ n .
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An argument using the Principle of Uniform Boundedness due to Chazotte then
allows us to take cφ,ψ = c′ ‖φ‖α ‖ψ‖α for some constant c′ > 0.
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Chapter 10
Statistical Properties
of the Rauzy-Veech-Zorich Map

Romain Aimino and Mark Pollicott

Abstract In this note we survey some very basic statistical properties of the
Rauzy-Veech map and the Zorich acceleration. Our aim is to give a particularly
thermodynamic perspective of well known results.

10.1 Introduction

In this note we will consider the Rauzy-Veech-Zorich renormalization map for
interval exchange maps. The special case of interval exchange transformations on
two intervals simply corresponds to rotations on the unit circle, and in this case
the corresponding renormalization map reduces to the usual Farey map, and its
acceleration to the continued fraction transformation. Thus, one might naturally
view interval exchange maps on m ≥ 3 intervals as generalizations of circle
rotations; and the renormalization map as a generalization of the classical continued
fraction transformation. It was shown by Masur and Veech that their original
renormalization map T0 possesses an absolutely continuous ergodic invariant
measure, and Zorich showed that for the accelerated version T1 there is a finite
invariant measure.

A number of interesting statistical results already have already been established
for the renormalization map, and related transformations (e.g., Central Limit
Theorems and other Limit Theorems cf. [2, 4, 20]). The first aim of this paper
is to present an alternative approach to some of these results, and to give some
simple generalizations. Indeed, for dynamical systems in general there is a potential
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hierarchy of statistical properties that one may establish for such maps, beginning
with ergodicity; central limits theorems; functional central limit theorems, and
finally almost sure invariance principles. In this paper we will re-derive the central
limit theorem, the stronger functional central limit theorem, and establish the almost
sure invariance principle, from which the others then follow. A basic technique,
familiar from other non-uniformly hyperbolic settings, is to induce a hyperbolic
map T2 on a smaller set B in the domain of T1. In particular, statistical properties
are typically easier to establish for T2, and these can then be lifted to the map T 2

1 .
There is a well known application of related results to Teichmüller flows for abelian
differentials, which can be modeled in terms of suspended flows over these maps
(and their natural extensions).

One of the interesting applications of the (accelerated) Rauzy-Veech-Zorich map
is to the theory of Teichmüller flows. In particular, a suspension semi-flow for the
(accelerated) Rauzy-Veech-Zorich map corresponds to a well known model for the
Teichmüller flow.

Theorem 10.1.1 The transformationsT1 and T2 satisfy the functional central limit
theorem with respect to the natural absolutely continuous invariant probability
measure for Hölder continuous observables. In particular, they satisfy the law of
the iterated logarithm and the arcsine law for Hölder continuous observables. ��

The second aim of this paper is to describe a “zeta function” associated to
T2. This is defined by analogy with the Ruelle zeta function for Axiom A
diffeomorphisms. The poles of these zeta functions (and the residues of associated
complex functions) encapsulate dynamical information about the maps. Moreover,
when these invariants vanish then the zeta function takes a particularly trivial form.

We will initially follow Morita in studying a transfer operator associated to T2
acting on Lipschitz (or, more generally, Hölder) continuous functions [20]. This
allows us to apply the method of Mackey and Tyran Kamiǹski [13, 14], to give a
simple and direct proof of the (Functional) Central Limit Theorem, and the method
of Philipp-Stout [22], as developed in the dynamical context by Melbourne and
Nicol [17], to show the almost everywhere invariance principles. Subsequently, we
will consider a transfer operator associated to T2 on a smaller space of analytic
functions and study the complex function d(z, s) of two variables formally defined
by

d(z, s) = exp

⎛

⎝−
∞∑

n=1

zn

n

∑

T n
2 x=x

| det(DT n
2 )(x)|−s

⎞

⎠ , z, s ∈ C,

in terms of the periodic points T n
2 x = x and the weights | det(DT n

2 )(x)|.
In particular, we can apply a powerful approach of Ruelle [24] (cf also Mayer

[15, 16] for particularly readable account in specific cases related to continued frac-
tions) based on Fredholm determinants to show such functions have a meromorphic
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extension, and we can give an alternative expression for (the sum of the Lyapunov
exponents):

 =
∫

log | det(DT2)(x)|dμ2(x)

for the Kontsevich-Zorich cocycle, where μ2 is the unique absolutely continuous
invariant probability measure for T2.

Theorem 10.1.2 The function d(z, s) is analytic on C
2. We can write

 =
∂d(1,s)
∂s

|s=1
∂d(z,1)
∂z

|z=1
.

The methods in this note will work for other multidimensional continued fraction
type algorithms, for which the (accelerated) Rauzy-Veech-Zorich algorithm forms a
topical example.

In Sect. 10.2, we recall results on interval exchanges and their renormalizations.
In Sect. 10.3, we introduce the transfer operator on Hölder continuous functions
and recall the results of Morita on its spectra. In Sect. 10.4, we prove the statistical
properties for the induced map T2. In Sect. 10.5, we derive the statistical properties
for the Zorich map T1. In Sect. 10.6, we study the transfer operator on the
smaller space of analytic functions, and in Sect. 10.7, we use these results to study
Lyapunov exponents and d(z, s). Finally, in Sect. 10.8, we describe the connection
to Teichmüller flows and in the last section we speculate on the connection to
pressure.

10.2 Interval Exchange Transformation

In this section we recall some of the basic constructions. We refer the reader to the
excellent surveys [31] and [33] for further details.

Interval exchange transformations T : [0, 1] → [0, 1] are orientation preserving
piecewise isometries of the unit interval. In the case of two intervals, this corre-
sponds to a rotation of the circle, i.e., a translation of the interval (modulo one).
More generally, assume that I is partitioned into m intervals I1, · · · , Im of lengths
λ1, · · · , λm, respectively, upon each of which T acts isometrically. We can represent
this partition as a vector λ in the standard (m− 1)-dimensional simplex

 = {λ = (λ1, · · · , λm) : 0 < λ1, · · · , λm < 1 and λ1 + · · · + λm = 1}

(Fig. 10.1).
Thus the transformation T is completely determined by these lengths, and by

order of the images of the original intervals. This latter information is encapsulated
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0 1 1 2 1 2 3 1

1 m

Fig. 10.1 A partition of the unit interval corresponds to a point in a simplex

by a permutation π on {1, · · · ,m}. In particular, every interval exchange trans-
formation corresponds to a pair (λ, π), where λ ∈  and π is a permutation.
Moreover, corresponding to the natural assumption that T doesn’t contain an
invariant subsystem, we say that π is irreducible if there is no 1 ≤ l < m such
that π({1, · · · , l}) = {1, · · · , l}. We will always assume from now on that π is
irreducible.

The classical Keane Conjecture (proved by Masur and Veech, independently)
states that the transformation T is uniquely ergodic for almost all λ ∈  . The
method of proof lead to the development of an important renormalization scheme
on such transformations, which we will briefly describe.

10.2.1 The Rauzy Class of Permutations

Given a permutation π , let us denote by k = π−1(n) (i.e., π(k) = n). A key idea of
Rauzy was to replace the permutation π by one of two new permutations: either

aπ(j) :=

⎧
⎪⎪⎨

⎪⎪⎩

π(j) if 1 ≤ j ≤ k
π(m) if j = k + 1

π(j − 1) if k + 2 ≤ j ≤ m
or bπ(j) :=

⎧
⎪⎪⎨

⎪⎪⎩

π(j) if 1 ≤ π(j) ≤ π(m)
π(j) + 1 if π(m) < π(j) < n

π(m) + 1 if j = k

If we start from a given permutation we do not necessarily get all permutations
by these two operations. This leads to the following definition.
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Definition 10.2.1 Given a permutation π the Rauzy class R consists of all permu-
tations that can be derived from π by repeatedly applying these two operations. ��

It can be shown that belonging to the same Rauzy class is an equivalence relation.
The irreducible permutations are a union of a finite number of Rauzy classes.

Example 10.2.2 (n = 4) The irreducible permutation π0 =
(

1 2 3 4
4 3 2 1

)
lies in a Rauzy

class of 7 permutations. These are illustrated in the following diagram, where an
arrow labeled by a goes from π to aπ (and an arrow labeled by b goes from π to
bπ).

a �
(

1 2 3 4
3 2 4 1

) (
1 2 3 4
4 2 1 3

)
� b

↑ b ↘ b a ↙ ↑ a
(

1 2 3 4
2 4 3 1

)←b

(
1 2 3 4
4 3 2 1

)→a

(
1 2 3 4
4 1 3 2

)

A a A b
(

1 2 3 4
2 4 1 3

) (
1 2 3 4
3 1 4 2

)

� b � a

Similarly, one can look at the Rauzy class of π0 =
(

1 2 3 4
2 3 4 1

)
described by the

following diagram.

a �
(

1 2 3 4
2 3 4 1

)→b

(
1 2 3 4
3 4 2 1

)↔a

(
1 2 3 4
3 4 1 2

)↔b

(
1 2 3 4
4 3 1 2

)←a

(
1 2 3 4
4 1 2 3

)
� b

b↖ ↙ b a ↘ ↗ a
(

1 2 3 4
4 2 3 1

) (
1 2 3 4
4 2 3 1

)

a ↙ ↖ a b ↗ ↘ b

b �
(

1 2 3 4
4 1 2 3

)→a

(
1 2 3 4
4 3 1 2

)↔b

(
1 2 3 4
3 4 1 2

)↔a

(
1 2 3 4
3 4 2 1

)←b

(
1 2 3 4
2 3 4 1

)
� a

We notice a symmetry with respect to the centre of the diagram.

There are excellent descriptions of this procedure in [31] to which we refer the
interested reader.

10.2.2 The Rauzy-Veech Renormalization T0

Consider some given 1 ≤ k ≤ m. We can then apply one of the following
two operations on the vector λ = (λ1, · · · , λm), to produce a new vector λ′ =
(λ′1, · · · , λ′m): Either

Case I (λm > λk): Let λ �→ λ′ = (λ1, · · · , λm−1, λm − λk); or
Case II (λk > λm): Let λ �→ λ′ = (λ1, · · · , λk−1, λk − λm, λm, λk+1, · · · , λm−1).
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Firstly, we would like to make a particular choice of case such that vector λ′ is
strictly positive. The case λk = λm is therefore ambiguous, but atypical, and shall
be ignored. Secondly, we observe that the definition of λ′ is such that it does not lie
in the simplex  . However, this will soon be corrected by rescaling.

We can define a map T0 from  ×R to itself (modulo some codimension one
planes, as described above, on which it is ambiguously defined). This will be a
renormalization map, in the sense that it associates a new interval exchange map to
an old one (with the same number of intervals,m). To be more precise, given π ∈ R
we denote

 +π = {(λ, π) ∈  × {π} : λm > λπ−1m} and

 −π = {(λ, π) ∈  × {π} : λm < λπ−1m}.

We can define a transformation T0 :  ×R →  ×R a.e. by

T0(λ, π) =
(
λ′

‖λ′‖1
, π ′

)

=
⎧
⎨

⎩

(
(λ1,··· ,λm−1,λm−λk)

1−λk , aπ
)

if λ ∈  +π(
(λ1,··· ,λk−1,λk−λm,λm,λk+1,··· ,λm−1)

1−λm , bπ
)

if λ ∈  −π

with k = π−1(m), where we divide by ‖λ′‖1 = ∑
i λ
′
i so as to rescale the image

vectors to lie on the simplex  (Fig. 10.2).

Example 10.2.3 (Example 10.2.2 Revisited) Let λ = (λ1, λ2, λ3, λ4). We can again
consider the Rauzy class R of π = (

1 2 3 4
4 3 2 1

)
as described above. We can then

consider, say, the restriction of the map to the simplex labelled by
(

1 2 3 4
3 1 4 2

)
. Since

k = π−1(4) = 3 we have that

T0
(
(λ1, λ2, λ3, λ4),

(
1 2 3 4
3 1 4 2

))

=
⎧
⎨

⎩

(
( λ1

1−λ3
, λ2

1−λ3
, λ3

1−λ3
, λ4−λ3

1−λ3
),
(

1 2 3 4
3 1 4 2

))
if λ4 > λ3

(
( λ1

1−λ4
, λ2

1−λ4
, λ3−λ4

1−λ4
, λ4

1−λ4
,
(

1 2 3 4
4 1 3 2

))
if λ4 < λ3.

Fig. 10.2 The image of half of each copy of the simplex gets mapped to a copy of the simplex
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Unfortunately, these transformations aren’t uniformly hyperbolic, as one can
readily see since some of the boundaries of the simplicies remain fixed (e.g., the
side λ3 = 0 in the simplex). This will be partly remedied by replacing T0 by maps
which are “more hyperbolic”.

10.2.3 The Zorich Accelerated Renormalization T1

Following Zorich, one can consider a map T1 :  ×R →  ×R defined a.e. by
T1(λ, π) = T n(λ,π)

0 (λ, π) where

n(λ, π) = inf{k > 0 : T k
0 (λ, π) ∈  ± ×R where λ ∈  ∓}

and where we denote + =⋃
π∈R  +π and  − =⋃

π∈R  −π .
The following elegant result was proved by Zorich.

Proposition 10.2.4 (Zorich) The transformation T1 preserves a finite absolutely
continuous invariant measure μ1 (i.e., μ1 ( ×R) < +∞). Moreover, the
restriction T 2

1 :  + →  +is ergodic (and T 2
1 :  − →  − is ergodic). ��

Previously, Masur and Veech had shown the existence of a sigma finite T0-
invariant measure μ0, which can be easily recovered from μ1.

However, to gain more control over the distortion properties of the transforma-
tions one can induce on a smaller set, so as to get a transformation which has even
stronger properties.

10.2.4 The Induced Map T2 on a Smaller Set

Let P = { +π , −π : π ∈ R} be the natural finite partition of  ×R then we can
define the refinements

Pn := ∨n−1
k=0T1

−kP = {Pi1 ∩T1
−1Pi2 ∩ · · · ∩T1

−(n−1)Pin−1 : Pj ∈P}

for any n ≥ 1. Following a now standard approach we can choose n0 > 1 and
B ∈Pn0 , say, to be any image of an inverse branch of T n0 which is a contraction.1

1All of these transformations are projective, i.e., matrices act linearly on vectors, followed by
normalizing. Such a transformation is contracting in the projective metric when the simplex is
mapped strictly inside itself, which happens when the matrix is strictly positive.
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Finally, we can then consider the induced map T2 : B → B defined by
T2(λ, π) = T1

n̂(λ,π)(λ, π) where

n̂(λ, π) = inf{k > 0 : T k
1 (λ, π) ∈ B}

is the first return time to B. The following is immediate from the observation that
the composition of projective transformation remains projective, see Morita [20,
Lemma 3.1].

Lemma 10.2.5 The induced map T2 : B → B is a piecewise projective expanding
map of the general form

(λ1, · · · , λn) �→
( ∑d

j=1 a1jλj
∑d
i,j=1 aij λj

, · · · ,
∑d
j=1 adjλj

∑d
i,j=1 aijλij

)

on each piece of the partition of smoothness of T2. ��
We are now in a position to use familiar techniques for the study of hyperbolic

maps.

10.3 Transfer Operators

Let ω denote the natural volume form on B. We can formally define a linear map
L : L1(B, ω)→ L1(B, ω) associated to T2 : B → B by the identity

∫

B

L f (x)g(x)dω(x) =
∫

B

f (x)g(T2x)dω(x), where f ∈ L1(B), g ∈ L∞(B)

and we denote x = (λ, π) ∈ B. (The existence of such a L f ∈ L1(B) follows
immediately from the Riesz representation theorem.) Moreover, we can use the
change of variables formula to formally write:

L kf (x) =
∑

y∈T2
−kx

f (y)

|Jac(T k
2 )(y)|

a.e..

In fact, a simple calculation, see Veech [28, Proposition 5.2], shows:

Lemma 10.3.1 LetA be the matrix such that y = Ax
‖Ax‖1

. We can write the Jacobian

as Jac(T k
2 )(y) = ‖Ax‖m1 . ��

From this explicit formula for the Jacobian one easily sees that L (C0(B)) ⊂
C0(B). In order to get stronger results on T2, we need to consider the operator acting
on smaller Banach spaces than C0(B). In Sect. 10.6, we will consider the operator
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acting on analytic functions. However, for the present we shall follow the more
classical approach of studying the operator acting on Hölder continuous functions.

Given β > 0 and a function w : B → C, we define ‖w‖β = ‖w‖∞ + |w|β
where

|w|β = sup
x �=y

|w(x)−w(y)|
‖x − y‖β

and let Cβ(B) = {w : B → C : ‖w‖ < ∞}. When β = 1 these are simply the
Lipschitz functions. The next result can be used to show that L preserves Hölder
functions. Let Q be the partition of smoothness of T2, and let Qk = ∨k−1

i=0T
−i

2 Q.
The following result is basically due to Morita [20]:

Lemma 10.3.2

(1) There exists C > 0 and � > 1 such that for any n ≥ 1 and x, y in the same
element of Qn we have

‖T2
nx − T2

ny‖ ≥ C�n‖x − y‖.

(2) There exists C > 0 such that for any n ≥ 1 and x, y lie in the same element of
Qn we have

∣
∣
∣
∣log

(
Jac(T n

2 )(x)

Jac(T n
2 )(y)

)∣
∣
∣
∣ ≤ C‖T2

nx −T2
ny‖.

(3) There exists D > 1 such that for any A ∈ Qn and any x ∈ A we can estimate

1

D
≤ ω(A) ∣∣Jac(T n

2 )(x)
∣
∣ ≤ D.

Proof These results are based on the basic observation that the first return map
T2 : B → B must be of the form T2(x) = T n̂(λ,π)

1 (x) = T n̂(λ,π)−n0
1 ◦ T n0

1 (x),

where T n̂(λ,π)−n
1 does not contract distances and T n0

1 definitely expands them. Full
details can be found in [20, Lemma 3.4]. ��
Corollary 10.3.3 The operator L preserves the space of Hölder functions, i.e.,
L : Cβ(B)→ Cβ(B) is well defined. ��

Many of the statistical results for T2 are related to the existence of a spectral
gap for L . In the case of the operator acting on analytic functions is essentially
automatic since the operator is compact (as we will see later). However, in the
present context of Hölder continuous functions it remains true.

Lemma 10.3.4 The value 1 is a simple eigenvalue with a positive eigenfunction
ρ > 0. The rest of the spectrum is contained in a disk of radius τ strictly smaller
than 1. ��
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Proof The proof follows a classical approach [21]. Given g ∈ Cβ(B), we can
estimate for each x ∈ B that

|(L ng)(x)| ≤ ‖g‖∞
⎛

⎝
∑

T n
2 y=x

1

Jac(T n
2 )(y)

⎞

⎠ ≤ D‖g‖∞

by part (3) of Lemma 10.3.2. Thus ‖L ng‖∞ ≤ D‖g‖∞ . Similarly, in the special
case g = 1 we can see that D−1 ≤ L n(1)(x) ≤ D, for all x ∈ B.

Given x1, x2 ∈ B, assume that yi ∈ (T n
2 )
−1xi (i = 1, 2) are chosen in the same

inverse branch. With this convention, we write that

(L ng)(x1)− (L ng)(x2)

=
∑

T n
2 yi=xi

(
1

Jac(T n
2 )(y1)

− 1

Jac(T n
2 )(y2)

)

g(y1)+
∑

T n
2 y2=x2

(g(y1)− g(y2))

Jac(T n
2 )(y2)

.

Note that by part (3) of Lemma 10.3.2, we have

D−2 ≤ Jac(T n
2 )(y1)

Jac(T n
2 )(y2)

≤ D2,

and hence, we can write

∣
∣
∣
∣

1

Jac(T n
2 )(y1)

− 1

Jac(T n
2 )(y2)

∣
∣
∣
∣ ≤

D2

Jac(T n
2 )(y2)

∣
∣
∣
∣log

(
Jac(T n

2 )(y2)

Jac(T n
2 )(y1)

)∣
∣
∣
∣

≤ D2C

Jac(T n
2 )(y2)

‖x1 − x2‖.

Thus we can bound

|(L ng)(x1)− (L ng)(x2)|

≤
∑

T n
2 y2=x2

1

|Jac(T n
2 )(y2)|

(
D2C‖g‖∞ +�−n‖g‖β

)
‖x1 − x2‖

≤ D
(

D2C‖g‖∞ + |g|β
�n

)

‖x1 − x2‖.

(This gives the well known Doeblin-Fortet, Marinescu-Tulcea or Lasota-Yorke
inequality for L : there exists C > 0 such that ‖L ng‖β ≤ C

(‖g‖∞ +�−n‖g‖β
)

for all n ≥ 0 and all g ∈ Cβ(B).)
In particular, the family { 1

N

∑N−1
n=0 L n1}∞N=1 is equicontinuous and bounded,

and thus has a uniform accumulation point ρ ∈ Cβ(B), say, where D−1 ≤ ρ(x) ≤
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D, for all x ∈ B. Clearly, L ρ = ρ is a positive eigenfunction for the eigenvalue
1. Let dμ2(x) = ρ(x)dω(x) be the corresponding invariant probability measure.
To see that 1 is a simple eigenvalue, assume that L ρ′ = ρ′, and then choose the
largest ε > 0 that the eigenfunction ρε := ρ + ερ′ ≥ 0. Since we can find x ∈ B
with ρε(x) = 0, it then follows from L ρε = ρε that ρε(y) = 0, for all y ∈ T −1

2 x.
Proceeding inductively, we see that ρε(y) vanishes on the dense set y ∈ ∪∞n=0T

−n
2 x,

and thus ρ′ = ερ, i.e., 1 is a simple eigenvalue. We can define L̂ : Cβ(B) →
Cβ(B) by

L̂w(x) = 1

ρ(x)
L (wρ)(x).

Then L̂ 1 = 1 (and L̂ ∗μ2 = μ2) and again the Doeblin-Fortet inequality holds
for L̂ , i.e., ‖L̂ nw‖β ≤ C‖w‖∞ + �−n‖w‖β . Moreover, since for any positive
w ∈ Cβ(B) we have supw ≥ sup L̂w ≥ sup L̂ 2w ≥ · · · we can deduce from
the equicontinuity that there is a unique limit in the uniform norm which, using that
L̂ 1 = 1, we conclude must be the constant

∫
wdμ2, i.e., L̂ nw → ∫

wdμ2 as
n→+∞, see [21, Theorem 2.2].

Finally, to show that the rest of the spectrum of L is contained strictly within
the unit disc it suffices to show the same for L̂ and, more particularly, L̂ :
Cβ(B)/C → Cβ(B)/C has spectral radius strictly smaller than 1. However, the
convergence of L̂ nw implies that ‖L̂ nw + C‖∞ → 0 as n → +∞ and thus two
applications of the Marinescu-Tulcea inequality gives

‖L̂ 2nw‖β ≤ C
(‖L̂ nw + C‖∞ +�−n‖L̂ nw‖β

)+�−n‖L̂ nw‖β
≤ C (‖L̂ nw + C‖∞ +�−n(C + 1)

(
C‖w‖∞ + ‖w‖β�−n

))

< 1

for large enough n ≥ 0, uniformly on the unit ball of Cβ(B)/C. The result follows
from the spectral radius theorem. ��

As usual, the probability measure μ2 which is the eigenprojection associated to
1 (i.e., L̂μ2 = μ2) is the unique absolutely continuous T2-invariant probability
measure on B. In particular, μ2 is the renormalized restriction of μ1 to B.

Corollary 10.3.5

(1) The transformation T2 : B → B is exponentially mixing on Hölder functions,
i.e., there exists 0 < τ < 1 and C > 0 such that for all F ∈ L∞(B) and
G ∈ Cβ(B) with

∫
Fdμ2 =

∫
Gdμ2 = 0,

∣
∣
∣
∣

∫

F ◦T n
2 .Gdμ2 −

∫

Fdμ2

∫

Gdμ2

∣
∣
∣
∣ ≤ Cτn‖F‖L1(μ2)

‖G‖β for all n ≥ 0.
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(2) For μ2-almost all x = (λ, π) ∈ B we have that

1

N

N−1∑

n=0

F(T2
n(x, λ)) =

∫

Fdμ2 +O
(

logN√
N

)

.

Proof For the first part, we can write

∫

F ◦T n
2 .Gdμ2 −

∫

Fdμ2

∫

Gdμ2 =
∫ (

L n(Gρ)−
(∫

Gdμ2

)

ρ

)

F dω.

Thus,
∣
∣
∫
F ◦T n

2 .Gdμ2
∫
Fdμ2

∫
Gdμ2

∣
∣ ≤ ‖L n(Gρ)−(∫ Gdμ2

)
ρ‖∞‖F‖L1(ω).

By Lemma 10.3.4, ‖L n(Gρ)− (∫
Gdμ2

)
ρ‖∞ ≤ Cτn‖G‖β , since Cβ(B) embeds

into L∞(B), is a Banach algebra and ρ ∈ Cβ(B). On the other hand, ‖F‖L1(ω) ≤
c−1‖F‖L1(μ2)

, where c = infρ is strictly positive.
The second part follows immediately from the first part by a standard spectral

result [10]. ��

10.4 Statistical Properties for T2

Let dμ2(x) = ρ(x)dω(x) be the unique absolutely T2-invariant probability
measure on B given by Proposition 10.2.4. This measure μ2 is ergodic (cf. [4] or,
alternatively, by part (1) of Corollary 10.3.5) and so we can apply the Birkhoff
ergodic theorem which gives that for any f ∈ L1(X,μ2) and for μ2-a.e. x ∈ B we
have that

1

n

n−1∑

j=0

f (T
j

2 x)→
∫

f dμ2, as n→+∞,

pointwise and in L1. In this section we want to discuss various generalizations of
this basic property.

10.4.1 The Central Limit Theorem and Functional Central
Limit Theorem

A classical result for expanding dynamical systems is the Central Limit Theorem,
and the stronger Functional Central Limit Theorem.

Definition 10.4.1 We say that T2 satisfies the Functional Central Limit Theorem
whenever for a Hölder continuous function h ∈ Cβ(B,R) with

∫
hdμ2 = 0 (not
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equal to a coboundary) there exists σ > 0 such that for 0 ≤ t ≤ 1,

wn(t) = 1

σ
√
n

⎛

⎝
[nt ]−1∑

j=0

h ◦T j
2 + (nt − [nt])h ◦T [nt ]

2

⎞

⎠

converges weakly to the Wiener measure on C([0, 1],R). ��
This is sometimes called a weak invariance principle, in reference to the topology
of convergence.

The Central Limit Theorem could be deduced directly from the spectral results on
L̂ in the previous section, but, with no additional work we can deduce the stronger
Functional Central Limit Theorem.

Proposition 10.4.2 The Functional Central Limit Theorem holds for T2. ��
Proof By a quite general result of Mackey and Tyran-Kamiǹska [13, 14] (cf. also
[27]) if h0 ∈ L2(B,μ2) satisfies

∫
h0dμ2 = 0 and L̂ h0 = 0, and

∞∑

n=1

1

n3/2

√
√
√
√
√
∫ (

n−1∑

k=0

L̂ kh0

)2

dμ2 <∞,

then setting σ 2 = ∫ |h0|2dμ2 gives

w0
n(t) =

1√
n

[nt ]−1∑

j=0

h0 ◦T j

2 → σw(t), for t ∈ [0, 1].

(i.e., the Functional Central Limit Theorem for h0). More generally, given a Hölder
continuous function h with

∫
hdμ2 = 0, we recall from Lemma 10.3.4 that there

exists 0 < τ < 1 such that ‖L̂ nh‖β = O(θn), and therefore u = ∑∞
n=1 L̂

nh

converges in Cβ(B). Let u =∑∞
n=1 L̂

nh and set h0 := h−u◦T +u then L̂ (h0) =
L̂ h − u + L̂ u = 0. Since h and h0 are cohomologous we can bound |wn(t) −
w0
n(t)| ≤ 2‖u‖∞/√n and thus deduce the Functional Central Limit Theorem for h.

If σ 2 = 0, then we would have h0 ≡ 0, and so h would be equal to a coboundary,
which is not the case by assumption.

The following are standard corollaries for Hölder continuous functions f using
the Continuous Mapping Theorem [8, 9] beginning with the central limit theorem.

Corollary 10.4.3 (Central Limit Theorem) For y ∈ R we have that

lim
n→+∞μ2

⎧
⎨

⎩
x ∈ B :

1√
n

n∑

j=1

f (T
j

2 x) ≤ y
⎫
⎬

⎭
= 1√

2πσ

∫ y

−∞
e−t2/2σ 2

dt
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The Central Limit Theorem (and much more besides) has already been proved by
Butetov [4] and Morita [20]. The approach of Bufetov involved studying the rate of
mixing of T2; and the method of Morita involved perturbation theory of the transfer
operator.

The following are other standard corollaries [8, 9].

Corollary 10.4.4 For y ≥ 0 we have that

lim
n→+∞μ2

⎧
⎨

⎩
x ∈ B :

1√
n

max
1≤k≤n

k∑

j=1

f (T2x) ≤ y
⎫
⎬

⎭
=

√
2√
πσ

∫ y

−∞
e−t2/2σ 2

dt − 1.

Corollary 10.4.5 (Arcsine Law) For 0 ≤ y ≤ 1 we have that

lim
n→+∞μ2

{

x ∈ B :
Nn(x)

n
≤ y

}

= 2√
π

sin−1√y

where Nn(x) = Card
{

1 ≤ k ≤ n :
∑k
j=1 f (T

j

2 x) > 0
}

. ��
Corollary 10.4.6 (Law of the Iterated Logarithm) For μ2-a.e. x ∈ B we have

lim sup
n→+∞

∑n
j=1 f (T

j
2 x)

σ
√

2n log logn
= 1.

Remark 10.4.7 There are a number of other statistical results which could be
considered. For example, Morita has shown that there is a local limit theorem
and Berry-Esseen estimates for T2. We could also consider Edgeworth expansions,
following Fernando and Liverani [6]. ��

10.4.2 Almost Sure Invariance Principles

With only a little further work, we next establish a class of stronger results, from
which the preceding (and several others) can easily be deduced.

Given a Hölder continuous function f : B → R with
∫
f dμ2 = 0 we can

associate the summation f n(x) :=∑n−1
i=0 f (T

ix), for each n ≥ 1.

Definition 10.4.8 We say that T2 : B → B satisfies the Almost Sure Invariance
Principle relative to Hölder continuous functions and the measureμ2 if for any such
function f : B → R with

∫
f dμ2 = 0 not equal to a coboundary, there exists a

sequence of random variables {Sn}, possibly on a larger probability space, equal in

distribution underμ2 with {f n} and there exists ε > 0 such that Sn = Wn+O(n 1
2−ε)

as n→+∞, where {Wt }t≥0 is a Brownian motion with variance σ 2 > 0. ��
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The following result is a strengthening of Proposition 10.4.2.

Theorem 10.4.9 (Almost Sure Invariance Principle for T2) The transformation
T2 : B → B satisfies the Almost Sure Invariance Principle. ��
Proof The standard approach is to deduce this from an application of a result of
Philipp and Stout [22] (cf. [17] for a dynamical reformulation). In particular, we
only need to establish that the hypotheses there hold. More precisely, given a β-
Hölder function f : B → R with

∫
f dμ2 = 0 we observe that:

(1) f ∈ L2+δ(B), for any δ > 0 (since v is automatically bounded);
(2) for any n ≥ 1,

∫

|f n|2dμ2 = nσ 2 +O(1)

(by expanding the Left Hand Side and bounding the cross terms using Part (1)
of Corollary 10.3.5), see [17, Proof of Corollary 2.3] for more details;

(3) for any k ≥ 0,

E
(
|f − E(f | ∨k−1

i=0 T −i
2 Q)|2+δ)| ∨k−1

i=0 T −i
2 Q

)

≤ ‖f − E(f | ∨k−1
i=0 T −i

2 Q))‖2+δ∞
≤ (‖f ‖β sup

a∈Qk

diam(a))2+δ

≤ (‖f ‖β�−k)2+δ,

(where, as usual, E(·| ∨k−1
i=0 T −i

2 Q) =∑
a∈T −i

2 Q
1
μ(a)

∫
a
(·)dμ); and, finally,

(4) given any A1 ∈ ∨k−1
i=0T

−i
2 Q and any Borel measurable set A2 ⊂ B, and for

any n, k ≥ 0, we can bound

∣
∣
∣μ2(A1 ∩T −(k+n)

2 A2)− μ2(A1)μ2(A2)

∣
∣
∣

=
∣
∣
∣
∣

∫

χA1(χA2 ◦T k+n
2 )dμ2 −

∫

χA1dμ2.

∫

χA2dμ2

∣
∣
∣
∣

=
∣
∣
∣
∣

∫

(L̂ nχA1)(χA2 ◦T k
2 )dμ2 −

∫

L̂ nχA1dμ2

∫

χA2 ◦T k
2 dμ2

∣
∣
∣
∣

=
∣
∣
∣
∣

∫ [

L̂ kχA1 −
∫

L̂ kχA1dμ2

]

(χA2 ◦T n
2 )dμ2

∣
∣
∣
∣

=
∣
∣
∣
∣

∫

L̂ n

[

L̂ kχA1 −
∫

L̂ kχA1dμ2

]

χA2dμ2

∣
∣
∣
∣
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≤
(∫ ∣

∣
∣
∣L̂

n

[

L̂ kχA1 −
∫

L̂ kχA1dμ2

]∣
∣
∣
∣

2

dμ2

) 1
2 (∫

χ2
A2
dμ2

) 1
2

≤ Cτn‖L̂ kχA1‖βμ2(A2)
1
2 ,

for some C > 0, using the Cauchy-Schwartz inequality, that L̂ ∗μ2 = μ2 and
(again) that 0 < τ < 1 is a bound on the modulus of the second eigenvalue of
L̂ . Finally, we can observe that ‖L̂ kχA1‖β ≤ Dμ(A1), as in the proof of [17,
Lemma 2.4], and so the bound can be taken to be Cτn.

We can then apply Theorem 7.1 in [22] (cf. Theorem A.1 in [17]) to deduce that the
Almost Sure Invariance Principle holds for T2. ��

There is an immediate application of the preceding analysis to return times for
T2. Given any Borel set A we denote by rA : A → N the first return time to A,
i.e., rA(x) = inf{n ≥ 1 : T n

1 x ∈ A}. In particular, the value defined inductively

by r(n)A (x) = r
(n−1)
A (x) + rA(T r

(n−1)
A (x)

2 ) is the nth return time. Using Birkhoff’s
theorem and Kac’s theorem on return times we have that

lim
n→+∞

r
(n)
A (x)

n
= 1

μ1(A)
for μ-a.e. x ∈ B.

For the particular choice A = B we can consider the function rB(x) = n̂(x) and by
Kac’s theorem

∫
rBdμ2 = 1/μ1(B). It is easy to see that the variance is non-zero

and thus this leads, for example, to the following corollary:

Corollary 10.4.10 There exists σ > 0 such that

lim
N→+∞μ2

{

x :
1

N
r
(N)
B (x)− 1

μ1(B)
≤ y

}

= 1√
2πσ

∫ y

−∞
e−t2/2σ 2

dt

for y ∈ R. ��
Remark 10.4.11 Finer results about recurrence properties and the statistical behav-
ior of return times for T1 and T2 can also be deduced from the spectral gap
(Lemma 10.3.4), see Aimino et al. [1]. ��

10.5 Statistical Properties for T1

The statistical properties of T2 described above can be used to establish analogous
results for the original Zorich map T1 :  ×R →  ×R, with respect to μ1, by
viewing it as a suspension. More precisely, we can associate to the map T2 : B → B
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and the return time n̂ : B → Z
+ a suspension space

Bn̂ := {(x, k) ∈ B × Z : 0 ≤ k ≤ n̂(x)− 1}/ ∼

where we identify (λ, π; n̂(x)) and (T2(λ, π); 0). We can also define the natural
map T n̂

2 : Bn̂ → Bn̂ on this suspension space by

T n̂
2 (x, k) =

{
(x, k + 1) if 0 ≤ k ≤ n̂(x)− 2

(T2x, 0) if k = n̂(x)− 1.

There is a natural T n̂
2 -invariant measure dμ2×dN/

∫
n̂dμ2, where dN corresponds

to the usual counting measure. The following result is standard.

Lemma 10.5.1 The map # : Bn̂ →  ×R defined by #(x, k) = T1
k(x) is:

(1) a semi-conjugacy, i.e., T1 ◦# = # ◦T n̂
2 , and

(2) an isomorphism (with respect to dμ2 × dN/
∫
n̂dμ2 and dμ1). ��

We can deduce the almost sure invariance principle for the Zorich map T1 :
 ×R →  × R, by applying a result given in a paper of Melbourne and Nicol
[17] (which is formulated from the results of Melbourne and Török [19]), and whose
proof is made precise by Korepanov [11]. The other statistical properties follow as
a direct consequence.

The main technical condition we require is the following:

Lemma 10.5.2 For any δ > 0 we have that

∞∑

k=1

μ2 {x = (λ, π) ∈ B : n̂(x) = k} k2+δ < +∞.

Proof By an estimate of Avila-Bufetov [2, Lemma 1], there exists C > 0 and 0 <
θ < 1 such

μ2
{
x ∈ B : n̂(λ, π) ≥ k} ≤ Cθk, for all k ≥ 1.

Thus
∑∞
k=1 μ2

{
x ∈ B : n̂(λ, π) = k} k2+δ ≤ C∑∞

k=1 θ
kk2+δ < +∞. ��

We now describe a general class of function for which the results will be
established. Let f :  ×R → R be Hölder continuous and satisfy

∫
f dμ1 = 0.

We can associate to f a function f : B → R defined μ2-a.e. by

f (x) =
n̂(x)−1∑

l=0

f (T l
1 x).
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In particular, we have that
∫
f dμ2 = 0. A key property is that Birkhoff sums of f

with respect to T2 constitute a subsequence of Birkhoff sums of f with respect to
T1. Thus, to obtain statistical properties for the latter, it is enough to prove them for
the former, and to have some control on the gaps between two consecutive terms
of the subsequence. This is the approach followed in [11, 19]. If, in the interests
of expediency, we make the hypothesis that the function f : B → R is Hölder
continuous, then we can lift the results for T2 in Theorem 10.4.9 (with respect to
f ) to those for T1 (with respect to f ). More generally, we can assume that f is
Hölder continuous and the associated function f satisfies a weaker “local Hölder”
condition that if x and y belong to the same element of Q with n̂(x) = n̂(y) = n,
say, then |f (x)− f (y)| � n‖f ‖β‖x − y‖β . However, following [17] we can then
consider the slightly larger Banach space B with respect to the norm

‖h‖B = sup
A∈Q

sup
x∈A

|f (x)|
n̂(A)

+ sup
A∈Q

sup
x,y∈A
x �=y

1

n̂(A)

|h(x)− h(y)|
‖x − y‖β ,

for which the proofs of Lemma 10.3.4 and Theorem 10.4.9 readily generalize.
To extend the almost sure invariance principle from T2 to T1 we need first to

check the hypotheses of the theorem of Melbourne and Török [19]. This will prove
the almost sure invariance principle for T1 and the renormalized restriction of μ1 to
B, and we can then use the result of Korepanov [11, Theorem 3.7] to conclude the
results for (T1, μ1). In particular,

(1) by the Lemma 10.5.2, we can choose δ > 0 so that n̂ ∈ L2+δ(B,μ2), and
(2) by the analogue of part (2) of Corollary 10.3.5 we have that

1

N

N−1∑

i=0

n̂(T2
ix) =

∫

n̂dμ+O
(

1

N1−ε

)

, μ2-a.e. x ∈ B.

In particular, we can now conclude that the almost sure invariance principle holds
for T1 with variance σ̂ 2 = σ 2/

∫
n̂dμ2.

Theorem 10.5.3 (Almost Sure Invariance Principle for T1) The almost sure
invariance principle holds for T1 and μ1. ��
Remark 10.5.4 It can be interesting to precise the error rates in the almost sure
invariance principle above. Even if the result of Philipp and Stout [22] used to
prove Theorem 10.4.9 does not provide very insightful bounds, it is possible, using
different methods, to prove that, for T2 and T1, we have Sn = Wn+o(nλ) for every
λ > 0, see Korepanov [12]. ��

This theorem has several consequences for Hölder continuous functions f ,
including the analogues of Proposition 10.4.2 and Corollaries 10.4.3–10.4.6. for T1.
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More precisely, we have the following results.

Proposition 10.5.5 The Functional Central Limit Theorem holds for T1. ��
This completes the proof of Theorem 10.1.1.

Corollary 10.5.6 (Central Limit Theorem) For y ∈ R we have that

lim
n→+∞μ1

⎧
⎨

⎩
x ∈ B :

1√
n

n∑

j=1

f (T
j

1 x) ≤ y
⎫
⎬

⎭
= 1√

2πσ

∫ y

−∞
e−t2/2σ 2

dt

Corollary 10.5.7 For y ≥ 0 we have that

lim
n→+∞μ1

⎧
⎨

⎩
x ∈ B :

1√
n

max
1≤k≤n

k∑

j=1

f (T
j

1 x) ≤ y
⎫
⎬

⎭
=

√
2√
πσ

∫ y

−∞
e−t2/2σ 2

dt − 1

Corollary 10.5.8 (Arcsine Law) For 0 ≤ y ≤ 1 we have that

lim
n→+∞μ1

{

x ∈ B :
Nn(x)

n
≤ y

}

= 2√
π

sin−1√y

where Nn(x) = Card
{

1 ≤ k ≤ n :
∑k
j=1 f (T

j
1 x) > 0

}
. ��

Corollary 10.5.9 (Law of the Iterated Logarithm) For μ-a.e. x ∈ B we have

lim sup
n→+∞

∑n
j=1 f (T

j

1 x)

σ
√

2n log logn
= 1.

From the structure of the map T1, one can deduce many other interesting
statistical properties. For instance, using Lemmata 10.3.2 and 10.5.2, we can obtain
a local large deviations principle, thanks to Melbourne and Nicol [18, Theorem 2.1]
(see also Rey-Bellet and Young [23, Theorem B]):

Theorem 10.5.10 (Local Large Deviations Principle for T1) For any Hölder
continuous function f :  × R → R not equal to a coboundary such that∫
f dμ1 = 0, there exists ε0 > 0 and a rate function c : (−ε0, ε0)→ R continuous,

strictly convex, vanishing only at 0, such that for every 0 < ε < ε0,

lim
n→∞

1

n
logμ1(f

n > nε) = −c(ε).
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10.6 Transfer Operators and Analytic Functions

To take advantage of the transformation T2 being piecewise analytic, we can also
consider the transfer operator acting on a space of analytic functions. This will
prove useful in the proof of Theorem 10.1.2. Let us denote λ = (λ1, · · · , λm), ξ =
(ξ1, · · · , ξm) ∈ R

m. For sufficiently small ε > 0 we denote by

BR

ε =
⎧
⎨

⎩
λ ∈ R

m :
m∑

j=1

λj = 1 and |λ− B| < ε
⎫
⎬

⎭

an ε-neighbourhood of B in the (hyperplane containing the) simplex and consider a
simple complexification of the form

BC

ε =
⎧
⎨

⎩
λ+ iξ ∈ C

m : |λ− B| < ε,
m∑

j=1

λj = 1,
m∑

j=1

ξj = 0 and |ξj | ≤ ε
⎫
⎬

⎭
.

Let T2 : BC
ε → C

n also denote the analytic extension from B to BC provided ε > 0
is sufficiently small.

In order to show that L preserves a space of analytic functions on this space we
can use the following simple lemma.

Lemma 10.6.1 Providing ε > 0 is sufficiently small we have that T2
−1BC

ε ⊂
int(BC

ε ). Moreover, for x = λ+ iξ ∈ BC
ε we have that

sup
x∈BC

ε

∣
∣
∣
∣
∣
∣
∣

∑

T −1
2 y=x

1
(∑

i (Ay)i
)m

∣
∣
∣
∣
∣
∣
∣

< +∞

Proof Since the inverse branches of T2 : B → B are uniformly contracting, we
can choose ε > 0 sufficiently small and 0 < θ < 1 such that T −1

2 BR
ε ⊂ BR

θε .
We can show that their complexifications have a similar property with respect
to BC. To begin, observe that the linear action of any of the positive matrices
A corresponding to an inverse branch of T2 act on both the real and imaginary
coordinates independently, and the complexification of the linear action is again a
linear action:

(λ1, · · · , λm)+ i(ξ1, · · · , ξm) �→ A(λ1, · · · , λm)+ iA(ξ1, · · · , ξm).
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The image under the projective action comes from dividing by
∑
j (Aλ)j +

i
∑
j (Aξ)j (i.e., the complexification of ‖Aλ‖) to get:

Aλ+ iAξ
∑
j (Aλ)j + i

∑
j (Aξ)j

= Aλ
∑
j (Aλ)j

−

⎛

⎜
⎜
⎝

Aλ
(
∑
j (Aξ)j )

2

(
∑
j (Aλ)j )

− Aξ(∑j (Aξ)j )

(∑
j (Aλ)j

)(∑
j (Aλ)j +

(
∑
j (Aξ)j )

2

(
∑
j (Aλ)j )

)

⎞

⎟
⎟
⎠

+ i
(
Aξ − Aλ

∑
j (Aξ)j∑
j (Aλ)j

)

∑
j (Aλ)j +

(
∑
j (Aξ)j )

2

(
∑
j (Aλ)j )

.

In particular, for θ ′ = (1 + θ)/2 and ε > 0 sufficiently small we can deduce that
T −1

2 BC
ε ⊂ BC

θ ′ε . This completes the proof of the first part of the lemma.
For the second part of the lemma, we first observe that uniformly in λ+ iξ ∈ BC

ε

we have

1

(
∑
j (Aλ)j + i

∑
j (Aξ)j )

m
= 1

(
∑
j (Aλ)j )

m

1
(

1+ i (
∑
j (Aξ)j )

m

(
∑
j (Aλ)j )

m

)

=
(

1

(
∑
j (Aλ)j )

m

)

(1+O(ε)). (10.1)

However, from the formula of the transfer operator, we know that, as in the proof
of Lemma 10.3.4, for x ∈ B,

sup
x∈B

∣
∣
∣
∣
∣
∣
∣

∑

T −1
2 y=x

1
(∑

i (Ay)i
)m

∣
∣
∣
∣
∣
∣
∣

< +∞. (10.2)

Comparing (10.1) and (10.2) completes the proof. ��
We can consider the Banach space H(BC

ε ) of analytic functions f : BC
ε → C

with a continuous extension to the closure of BC
ε endowed with supremum norm

‖f ‖ = supBC
ε
|f (z)|. We can apply Lemma 10.6.1 to deduce that the operator

L : H(BC
ε )→ H(BC

ε ) is well defined. In particular, that the series expression for
Lw(x) converges to an analytic function for x ∈ BC

ε merely follows by complex
differentiation under summation sign.
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This leads to the following definition and result.

Definition 10.6.2 Any bounded linear operator L : B → B on a Banach space B
with norm ‖ · ‖ is called nuclear (of order α) if there exist:

(i) vectors un ∈ B (with ‖un‖ = 1);
(ii) bounded linear functionals ln ∈ B∗ (with ‖ln‖ = 1); and

(iii) a sequence (ρn) of complex numbers such that
∑∞
n=0 |ρn|α < +∞, with

L(v) =
∞∑

n=0

ρnln(v)un, for all v ∈ B.

We say that L has order zero, if property holds for any α > 0. ��
In particular, a nuclear operator is automatically a compact operator, for which

the non-zero eigenvalues are of finite multiplicity (and the eigenspaces and dual
spaces are of finite multiplicity).

Proposition 10.6.3 The operator L : H(BC
ε ) → H(BC

ε ) is nuclear (of order
zero). ��
Proof The proof follows the same lines as that in [15, 16], see also [24]. We
denote by Cω(BC

ε ) the Fréchet space of analytic functions on BC
ε , endowed with

the compact-open topology. We observe that L : H(BC
ε )→ Cω(BC

ε ) is a bounded
linear operator and recall that the space Cω(BC

ε ) is nuclear [7]. In particular, if we
compose L with the continuous inclusion H(BC

ε ) ↪−→ Cω(BC
ε ), we conclude that

the operator L is nuclear (or order zero) [7] (cf. [16], proof of Lemma 3). ��
Many of the statistical results forT2 described in the previous sections are related

to the existence of a spectral gap for L . In the present analytic context this is
essentially automatic since the operator is compact. Moreover, one can apply an
approach of Mayer [16, p. 12] to recover that the value 1 is a simple eigenvalue of
maximal modulus, and that eigenfunction ρ is real analytic.

We can recover the following:

Corollary 10.6.4 The invariant density of T2 (and thus T1) is real analytic. ��
Remark 10.6.5 Zorich [32, Theorem 1] actually proved that the invariant density
is, when restricted to a subset of the form  +π or  −π , a function which is rational,
positive and homogeneous of degree−m on R

m. ��
We can again define L̂ : Cω(B)→ Cω(B) by

L̂w(x) = 1

ρ(x)
L (wρ)(x).

then L̂ 1 = 1 and L̂ ∗μ = μ.
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10.7 Zeta Functions and Lyapunov Exponents

We now turn to the proof of Theorem 10.1.2. Recall that we can write the sum of
the Lyapunov exponents of T2 as

 =
∫

B

log | detDT2(x)|dμ2(x).

We shall describe an approach to the Lyapunov exponents using complex
functions. The connection between zeta functions and both the standard and
multidimensional continued fraction transformations was explored by Mayer in [15]
(cf. also [16]). We also refer the reader to the monograph of Baladi [3] for an account
of the theory of dynamical zeta functions and determinants for hyperbolic maps.

Definition 10.7.1 We can associate to T2 a complex function d(z, s) in two
variables defined by

d(z, s) = exp

⎛

⎝−
∞∑

n=1

zn

n

∑

T n
2 x=x

| det(DT n
2 )(x)|−s

⎞

⎠

where we interpret the periodic points as points in the disjoint union. This converges
for |z| and Re(s) sufficiently small. ��

The function d(z, s) can be viewed as the reciprocal of a zeta function (in the
sense of Ruelle).

The main technical result on such functions is the following.

Proposition 10.7.2

(1) If |s| is sufficiently small, then d(z, s) is an entire function in z;
(2) Moreover, if we expand d(z, s) = 1 +∑∞

n=1 an(s)z
n, then there exists c > 0

such that |an| = O(e−cn1+1/(m−1)
);

(3) The zeros z0 for d(z, 1) correspond to eigenvalues λ = 1/z0. In particular, 1 is
the zero of smallest modulus; and

(4) We can write

∂d(1,s)
∂s

|s=1

∂d(z,1)
∂z

|z=1
=
∫

log | det(DT2)(x)|dμ2(x).

Proof This follows from the method of Ruelle [24] and Grothendieck [7]. The only
additional feature is that the operator has infinitely many inverse branches but, as in
[15, 16], this presents no additional complications to the proof. ��

This gives an alternative expression for Lyapunov exponent in terms of the fixed
points of powers of T2.
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Corollary 10.7.3 We can write  in terms of rapidly convergent series

 =
∑∞
n=1 cn∑∞
n=1 bn

where

(1) bn and cn are explicit values (given below) using fixed points of powers of T2;
and

(2) |bn| = O(e−cn1+1/(m−1)
) and |cn| = O(e−cn1+1/(m−1)

).

��
Proof By Proposition 10.7.2 we can write

 =
∂d(1,s)
∂s

|s=1
∂d(z,1)
∂z

|z=1
=

∑∞
n=1 a

′
n(1)∑∞

n=1 nan(1)
.

Using the expansion exp(z) = 1 + ∑∞
l=1 z

l/ l! we can write that for Re(s)
sufficiently large and |z| sufficiently small

d(z, s) = 1+
∞∑

l=1

1

l!

⎛

⎜
⎝−

∞∑

k=1

zk

k

∑

T k
2 x=x

| det(DT k
2 )(x)|−s

⎞

⎟
⎠

l

= 1+
∞∑

n=1

zn

⎛

⎜
⎝

∑

k1+···+kl=n

(−1)l

l!
l∏

i=1

⎛

⎜
⎝

1

ki

∑

T
ki

2 x=x
| det(DT ki

2 )(x)|−s
⎞

⎟
⎠

⎞

⎟
⎠

by grouping together terms with the same power of z. Thus by

an(s) =
⎛

⎜
⎝

∑

k1+···+kl=n

(−1)l

l!
l∏

i=1

⎛

⎜
⎝

1

ki

∑

T
ki

2 x=x
| det(DT ki

2 )(x)|−s
⎞

⎟
⎠

⎞

⎟
⎠

and thus by part (2) of Proposition 10.7.2

bn = nan(1) = n
⎛

⎜
⎝

∑

k1+···+kl=n

(−1)l

l!
l∏

i=1

⎛

⎜
⎝

1

ki

∑

T
ki

2 x=x
| det(DT ki

2 )(x)|−1

⎞

⎟
⎠

⎞

⎟
⎠
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and

cn = a′n(1) =
d

ds
|s=1

⎛

⎜
⎝

∑

k1+···+kl=n

(−1)l

l!
l∏

i=1

⎛

⎜
⎝

1

ki

∑

T
ki

2 x=x
| det(DT ki

2 )(x)|−s
⎞

⎟
⎠

⎞

⎟
⎠ .

The bounds on bn come directly from the bounds on an(1) in part (2) of Proposi-
tion 10.7.2.

Using the bounds on an(s) in part (2) of Proposition 10.7.2 applied to s small
neighbourhood of s = 1 we get bounds on cn = a′n(1) using Cauchy’s theorem, i.e.,
for small enough ε > 0 we let

|a′n(0)| ≤
1

2π

∣
∣
∣
∣

∫

|ξ |=ε
an(ξ)ξ

−2dξ

∣
∣
∣
∣ = O(e−cn

1+1/(m−1)
)

and so the bounds on |an(·)| also serve to bound cn. ��
By the estimate in Part (2) of Proposition 10.7.2 we see that for each fixed t the

function d(z, t) is an entire function of order 1 in z. In particular, if {zn(t)} are poles
of d(z, t) then by the Hadamard Weierstrauss theorem the function d(z, t) takes the
form

d(z, t) = eA(t)z+B(t)
∏

n

(

1− z

zn(t)

)

e
z

zn(t)

where A(t), B(t) ∈ C and each zn(t) depend analytically on t by the Implicit
Function Theorem.

Remark 10.7.4 Following Zorich [32], we can also consider the largest Lyapunov
exponent θ1 for these transformations. Let Eij (1 ≤ i, j ≤ m) denote the m × m
matrix with entries 1 on the diagonal and in the (i, j)th place and 0 otherwise, and
let Pπ denote the permutation matrix associated to π . Consider the matrices

A(π, a) = (I + Iπ−1m,m).P (τ
π−1(m)) and A(π, a) = E + Im,π−1m.

We then define a matrix valued function B(λ,μ) on ∪π∈R +π ∪ −π by

B(λ, π) = A(λ, π) (AT0(λ, π)) · · ·
(
AT n̂(λ,π)−1

0 (λ, π)
)
.

The general definition for the (leading) Lyapunov exponent for this matrix is

θ1 = inf
n≥1

{
1

n

∫

log ‖B(λ, π)BT1(λ, π) · · ·BT n
1 (λ, π)‖dμ1

}

.
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Zorich [32, Theorem 4] proved the following elegant result: The Lyapunov exponent
can be written

θ1 = −
∑

π∈R

∫

 ±π

∣
∣log(1− λm)− log(1− λπ−1m)

∣
∣ dμ1(λ)

= 1

m

∑

π∈R

∫

 ±π
log | detDT1|dμ1.

To complete this section, we briefly consider a related complex function. We can
formally define

η(z) = −
∞∑

n=1

zn

n

∑

T n
2 x=x

log | det(DT n
2 )(x)|

| det(DT n
2 )(x)|

, z ∈ C.

In particular, we observe that since η(z) = ∂ logd(z,t)
∂t

|t=1 then by part (1) of
Proposition 10.7.2 we see that η(z) is meromorphic in the entire complex plane
and we can write

η(z) = B ′(1)+
∑

n

zz′n(1)
zn(1)

(zn(1)− z) + z
(

A′(1)+ z′n(1)
[zn(1)]2

)

,

for which the poles are {zn} and the residues are μn := z′n(1)
zn(1)

(n ≥ 1). Moreover,
by part (3) of Proposition 10.7.2 the poles also correspond to derivatives of
the eigenvalues of the associated transfer operator. This gives a connection to
the approach to resonances considered by Ruelle in the context of Axiom A
diffeomorphisms and is suggestive of an analogous interpretation.

Finally, we conclude with the following curiosity.

Proposition 10.7.5 Assume that μn = 0 for every n ≥ 1 then η(z) = 0 for all
z ∈ C. ��

Of course, the conclusion of the Proposition is equivalent to
∑

T n
2 x=x

log | det(DT n
2 )(x)|| det(DT n

2 )(x)| = 0 for each n ≥ 1.

10.8 A Glimpse into Teichmüller Flows

Thus far we have only considered the case of discrete transformations (T1, T2,
etc.), but not the case for continuous flows. For completeness, we briefly describe in
this section a small piece of the relationship with Teichmüller flows and suggest
a connection with the preceding statistical results for T1 and T2. We begin by
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recalling a well known connection between flat surfaces (or translation surfaces)
and interval exchange transformations, although we will keep our description brief
and informal and the refer the reader to one of the several excellent surveys in this
area, such as Veech [29], Viana [30, Chapter 2], Bufetov [4, Section 1.6] or Zorich
[32, Section 5] to name a few.

There is a close connection between interval exchange maps and flat metrics on
surfaces. A particularly convenient presentation of a flat surface is as a union of m
rectangles in the plane based on the intervals Ii and of height li , for i = 1, · · · ,m.
Thus the information we need to reconstruct the flat torus begins with

(a) The lengths λi of the intervals Ii (i = 1, · · · ,m);
(b) The heights hi of the rectangles (i = 1, · · · ,m).

Since we will assume that the surface has unit area we can write that λ1h1 + · · · +
λmhm = 1. In addition in order to attach the tops of the rectangles back to their
bottoms in the correct order we need:

(c) The permutation π on {1, · · · ,m} which tells the change in order in which we
reattach the tops of the rectangles.

In addition, to define the flow and invariant measure it is convenient to introduce
two other coordinates (which obviously depend on those above):

(d) a0, · · · , am, which are actually dependent on the other variables by hi − ai =
hπ−1(π(i)+1) − aπ−1(π(i)+1)−1 for i = 1, · · · ,m − 1, with the convention a0 =
am+1 = 0; and

(e) δi = ai−1 − ai , for i = 1, · · · ,m
and the heights of other singularities (which lie in the sides of the rectangles)
(Fig. 10.3).

1

2

m

h1 h2 hm

I1 I2 Im

Fig. 10.3 A zippered rectangle
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This construction is usually called a zippered rectangle. Let �R denote
the space of all unit area (zippered) rectangles. There is a natural volume
dλ1 · · · dλmdδ1 · · · dδm on �R . Let μ denote the normalized measure. A version
of the Teichmüller flow Tt : �R → �R is defined locally by Tt (λ, h, a, π) =
(etλ, e−th, e−t a, π) (i.e., flattening the rectangles from above) and this preserves
the volume. There is a natural projection from �R to the moduli space of flat
metrics M and the corresponding semi-conjugate flow St : M → M is the
Teichmüller flow. However, to emphasize the connection to our previous discussion
we will persist with the model flow Tt . We can consider the cross section

Y =
{

(λ, h, a, π) ∈ �R :
m∑

i=1

λi = 1

}

to the flow Tt . Under the natural identification on �R corresponding to different
presentations of surfaces as rectangles: the return time function to Y corresponds to
the natural extension of the map T0 and the return time function is simply r(λ, π) =
log

(
1−min{λm, λπ−1m}

)
. This shows that the properties of the flow Tt are closely

related to those of the maps related to the Rauzy-Veech map.
In particular, the Teichmüller flow Tt is a finite-to-one factor of the natural

extension of the suspended semi-flow associated to the map T0 and the function
r , i.e., let

( ×R)r =
⎧
⎨

⎩
(λ, π
︸︷︷︸
=:x
, u) ∈  ×R × R : 0 ≤ u ≤ r(λ, π)

⎫
⎬

⎭

where we identify (x, r(x)) = (T0(x), 0) and we define the semi-flow

(T0)
r
t : ( ×R)r → ( ×R)r

locally by (T0)
r
t (x, u) = (x, u+ t), subject to the identifications.

Since inducing on B ⊂  (as described in the discrete case) gives the map
T2 : B → B, we can also represent this semi flow as a suspension semiflow over
T2 : B → B with respect to a related function r2 : B → R, i.e., let

Br2 = {(x, u) ∈ B × R : 0 ≤ u ≤ r2(x)} / ∼

where we identify (x, r2(x)) = (T2(x), 0) and we define (T2)
r2
t : Br2 → Br2

locally by (T2)
r2
t (x, u) = (x, u+ t), subject to the identifications.
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The following lemma was established by Bufetov [4].

Lemma 10.8.1

(1) r2 ∈ Lγ (B,μ2), for every γ > 1; and
(2) if F : �R → R is Hölder and f : B → R is defined by f (x) :=

∫ r2(x)
0 F(Stx)dt then there exists δ > 0 such that f ∈ L2+δ(B,μ2). ��

Since r2 is integrable, the Teichmüller flow preserves the probability measureμr2
defined by dμr2 =

(∫
B r2dμ2

)−1
dμ2 × ds.

We now recall the continuous analogue of the Almost Sure Invariance Principle.

Definition 10.8.2 A flow ψt : X → X with invariant probability measure μ is
said to satisfy the Almost Sure Invariance Principle with respect to a probability
measure ν if for a Hölder function � : X → R not equal to a coboundary such
that

∫
�dμ = 0 there is a ε > 0 and a random variable {St }t≥0 and a Brownian

motion B with variance σ 2 such that
{∫ t

0 �(ψs)ds
}

t≥0
, seen as a random process

defined on (X, ν), is equal in distribution to random variables {St }t≥0 and St =
Bt +O(t1/2−ε). ��

The result for Teichmüller flows corresponding to Theorem 10.4.9 is the
following.

Theorem 10.8.3 The Teichmüller flow satisfies the almost sure invariance principle
with respect to the probability measure μ2 seen as a measure on Br2 supported on
B × {0}. ��
Proof It suffices to show the result for the associated semi-flow (the result for the
natural extension requiring a standard argument involving changing functions by a
coboundary, see for instance [17, Lemma 3.2]). Let � : Br2 → Br2 be a Hölder
function with φ(x) = ∫ r(x)

0 �((T2)
r2
t x))dt .

(1) r2 ∈ L2+β(B,μ2), for some β > 1 (by part (1) of Lemma 10.8.1)
(2) φ ∈ L2+δ(B,μ2), for some δ > 0 (by part (2) of Lemma 10.8.1); and
(3) T2 : B → B satisfies the Almost Sure Invariance Principle (by Theo-

rem 10.4.9)

The Teichmüller flow then satisfies the Almost Sure Invariance Principle by the
results of [19]. ��

Even though the Almost Sure Invariance Principle has been proven only for the
measure μ2, and not for the measure μr2 , this is enough to deduce the following
corollaries for Hölder continuous functions�, see Denker and Philipp [5].
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Corollary 10.8.4 (Central Limit Theorem) For y ∈ R we have that

lim
T→+∞μr2

{

(x, s) :
1√
T

∫ T

0
�((T2)

r2
t (x, s))dt ≤ y

}

= 1√
2πσ

∫ y

−∞
e−t2/2σ 2

dt

The central limit theorem for Teichmüller flows was proved by Bufetov [4].

Corollary 10.8.5 For y ≥ 0 we have that

lim
T→+∞μr2

{

(x, s) :
1√
T

max
1≤t≤T

∫ t

0
�((T2)

r2
t (x, s))dt ≤ y

}

=
√

2√
πσ

∫ y

−∞
e−t2/2σ 2

dt − 1

Corollary 10.8.6 (Arcsine Law) For 0 ≤ y ≤ 1 we have that

lim
T→+∞μr2

{

(x, s) :
NT (x)

T
≤ y

}

= 2√
π

sin−1√y

where NT (x, s) = Leb
{

0 ≤ t ≤ T :
∫ t

0 �((T2)
r2
t (x, s))dt > 0

}
. ��

Corollary 10.8.7 (Law of the Iterated Logarithm) For μr2-a.e. (x, s) we have

lim sup
T→+∞

∫ T
0 �((T2)

r2
t (x, s))dt

σ
√

2T log log T
= 1.

Remark 10.8.8 If Korepanov’s results [11] can be extended to suspended flows,
then it would be possible to prove Theorem 10.8.3 for the invariant measure μr2 ,
and then, using arguments from Melbourne and Nicol [17], to pass to the natural
extension, thus obtaining the Almost Sure Invariance Principle and all its corollaries
for the original (invertible) Teichmüller flow defined on �R . ��

10.9 Comments on Pressure

It is natural to relate these statistical properties to classical ideas on pressure. To
accommodate the complication of having a countable-to-one map T2 : B → B

(and also an unbounded return time n̂ : B → Z
+ when we look at the tower to

reconstruct T1) it is convenient to work with the Gurevich pressure (as developed
by Sarig [25], by analogy with the more familiar Gurevich entropy for countable
subshifts of finite type). Let us consider a fairly general formulation of these results.

Recall that Q is the partition of smoothness of T2, and that Qn = ∨n−1
i=0 T

−i
2 Q

is its nth level refinement. For x, y ∈ B, we denote by

s(x, y) = inf {n ≥ 0 : x and y belong to two different elements of Qn}
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their separation time with respect to T2. Assume that φ : B → R is (locally)
Hölder continuous, in the sense that there exists 0 < θ < 1 and A > 0 such that
Vn(θ) ≤ Aθn for n ≥ 0, where

Vn(φ) := sup{|φ(x)− φ(y)| : x, y ∈ B, s(x, y) ≥ n}

(i.e., the variation of the function over elements of the nth level refinement of
the partition associated with T2). In particular, Lipschitz functions satisfy these
conditions. On the other hand, more generally this condition doesn’t require φ to
be bounded, say.

Definition 10.9.1 To define the (Gurevich) pressure can fix any element A ∈ Qn0 ,
for chosen value n0. We then define

P(φ) := lim
n→∞

1

n
log

⎛

⎝
∑

T n
2 x=x∈A

eφ
n(x)

⎞

⎠ ,

where φn(x) := φ(x)+ φ(T2x)+ · · · + φ(T n−1
2 x). ��

Under very modest mixing conditions (i.e., the “Big Images Property” which
applies in the case of T2) we can see that the definition is independent of the choice
of n0 andA. However, in general some additional assumptions are required to ensure
that the pressure is finite.

One would anticipate that the properties of P(φ) would be useful in further
studies of the properties of these maps and flows.

Remark 10.9.2 Sarig [26] has results which suggest that the map t �→ P(φ + tψ)
is analytic for suitable Hölder continuous functions φ,ψ whenever the pressure is
finite and t ∈ (−ε, ε). This is based on spectral properties of a suitable transfer
operator. ��
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Chapter 11
Entropy Rigidity, Pressure Metric, and
Immersed Surfaces in Hyperbolic
3-Manifolds

Lien-Yung Kao

Abstract In this paper, we show an entropy rigidity result for immersed surfaces
in hyperbolic 3-manifolds that relates dynamic and geometric quantities including
entropy, critical exponent, and geodesic stretch. We then apply this result to H the
minimal hyperbolic germs (a deformation space corresponding to the quasifuchsian
space QF proposed by Taubes). As a consequence, we recover the famous
Bowen rigidity theorem for quasifuchsian representations. Moreover, we construct
a Riemannian metric, i.e., the pressure metric, on the Fuchsian space F ⊂ H .
We also discuss relations between the pressure metric, Sander’s metric, and Weil-
Petersson metric on F .

11.1 Introduction

Entropy rigidity problems have drawn a lot of attention since the late twentieth
century. It shows that entropy, a dynamics quantity, can characterize the geometry of
the ambient space. This phenomenon occurs in many different geometric or dynamic
settings, such as the seminal work of Bowen [1], Katok [2], Burger [3], Knieper
[4], etc. In this paper, we investigate a version of the entropy rigidity phenomenon
arising in immersed surfaces in hyperbolic 3-manifolds.

In the view of entropy rigidity results, it is natural to ask if one can use these
dynamics quantities to gauge the ambient geometric structures, such as a metric
on deformation spaces. The geometric object or the deformation space tightly
related to the immersed surfaces in hyperbolic 3-manifolds setting is the minimal
hyperbolic germ H of a given closed surface. This deformation space is, inspired
by minimal surfaces in hyperbolic 3-manifolds, introduced in Taubes [5]. H
shares many features with QF the quasifuchsian space. Inspired by the work of
McMullen [6] and Bridgeman [7], we construct a Riemannian metric, the pressure
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metric, on the Fuchsian space F ⊂ H . Furthermore, the pressure metric can also
be constructed through the relationship to Manhattan curves. Relations between
Riemannian metrics on F are also discussed. (See Sect. 11.3 for precise definitions
of terminology used above.)

To put our results in context, we shall introduce our notation. Throughout this
paper, S denotes a closed surface and M denotes a hyperbolic 3-manifold with the
hyperbolic metric h. Let f : S → M be a π1-injective immersion. We denote the
induced Riemannian metric on S by g, that is, g = f ∗h.

We recall that when (N, g) is a negatively curved Riemannian manifold, each
conjugacy class [γ ] ∈ [π1N] corresponds to a unique closed geodesic on (N, g). In
this case, lg[γ ] denotes the length of a closed geodesic corresponding to [γ ] with
respect to the Riemannian metric g.

Definition 11.1 (Asymptotic Geodesic Distortions) Cg(f ) the asymptotic
geodesic distortion of f with respect to g is defined as

Cg(f ) = lim sup
T→∞

∑

[γ ]∈RT (g)
lh[γ ]

∑

[γ ]∈RT (g)
lg[γ ]

where RT (g) := {[γ ] ∈ [π1S] : lg[γ ] < T }. Similarly, Ch(f ) the asymptotic
geodesic distortion of f with respect to h is given by

Ch(f ) = lim sup
T→∞

∑

[γ ]∈RT (h)
lh[γ ]

∑

[γ ]∈RT (h)
lg[γ ]

where RT (h) := {[γ ] ∈ [π1S] : lh[γ ] < T }. ��
The following result links critical exponent, entropy and asymptotic geodesic

distortions through inequalities with rigidity features. Please see Sect. 11.3 for
precise definitions.

Theorem A Let f : S → M be a π1−injective immersion from a closed surface S
to a hyperbolic 3-manifoldM , and let � be the copy of π1S in Isom(H3) induced by
the immersion f . Suppose � is convex cocompact and (S, g) is negatively curved.
Then

(1) The limit-sups in Ch(f ) and Cg(f ) are limits.
(2) 0 < Ch(f ) ≤ Cg(f ) ≤ 1.
(3) Let htop(S) be the topological entropy of the geodesic flow on T 1S and δ� be

the critical exponent , then

Ch(f ) · δ� ≤ htop(S) ≤ Cg(f ) · δ�. (11.1.1)
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(4) The first (resp. second) equality in (11.1.1) holds if and only if the marked length
spectrum of (S, g) is proportional to the marked length spectrum of (M, h), and

the proportion is the ratio δ�
htop(S)

(resp.
htop(S)

δ�
).

(5) If Ch(f ) = 1 or Cg(f ) = 1, then S is a totally geodesic submanifold inM .

Remark 11.2 Theorem A extends several results in [8] by relaxing the embedding
condition to immersion.

In particular, when f : S → M is an embedding, inspired by Glorieux [8], we
can strengthen Theorem A and relating asymptotic geodesic distortions to geodesic
stretches. Let φ : T 1S → T 1S be the geodesic flow on the unit tangent bundle
of (S, g). Geodesic stretches are dynamics quantities that introduced by Knieper
[4] which characterize how geodesics are stretched from one metric to the other
with respect to a given φ−invariant probability measure. The precise definition of
geodesic stretch can be found in Sect. 11.4.2.

Theorem 11.3 Under the same assumptions in Theorem A and assuming f : S →
M is an embedding, then the asymptotic geodesic distortions Ch(f ) and Cg(f )
match the geodesic stretches relative to φ−invariant measures. More precisely,

Ch(f ) = Iμ(S,M) and Cg(f ) = IμBM (S,M),

where μ is some φ−invariant measure and μBM is the Bowen-Margulis measure
of φ. ��

The Manhattan curve can be regarded as the 2-dimensional generalization of the
critical exponent. Motivated by Burger [3] and Sharp [9], we adapt their argument
to our setting. Precisely, the Manhattan curve χf corresponding to the immersion
f : S → M is defined as the boundary of the convex set

{(a, b) ∈ R
2 :

∑

γ∈π1S

e−(a·lg[γ ]+b·lh[γ ]) <∞}.

We have the following result.

Theorem B Under the same assumption as Theorem A, then

(1) (0, 1) and (htop(g), 0) ∈ χf .
(2) χf is a real analytic curve.
(3) χf is strictly convex unless the marked length spectrum of (S, g) is proportional

to the marked length spectrum of (M, h).
(4) χf is a straight line if and only if the marked length spectrum of (S, g) is

proportional to the marked length spectrum of (M, h).

Using the convexity of the Manhattan curve χf , we derive an entropy rigidity
result similar to that which Bishop and Steger discovered for Fuchsian representa-
tions [10].
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Corollary 11.4 (Bishop-Steger Rigidity) Under the same assumption as Theo-
rem A, then

lim
T→∞

1

T
log #{γ ∈ π1S : lg[γ ] + lh[γ ] < T } ≤ htop(g)

htop(g)+ 1

and the equality holds if and only if the marked length spectrum of (S, g) is
proportional to the marked length spectrum ofM .

We now change gear to the applications of the above rigidity results. Roughly
speaking, the space of minimal hyperbolic germs H for a closed surface S is a set
of pairs (g, B) consisting of a Riemannian metric g and a symmetric two tensor B
on S. Each pair (g, B) ∈ H can be thought of as an induced metric and a second
fundamental form of a minimal immersion of S into some hyperbolic 3-manifold.
(See precise definition in Sect. 11.3.6.)

Pointed out in Uhlenbeck [11], one can relate H with the character variety
R(π1(S),PSL(2,C)). R(π1(S),PSL(2,C)) is the space of conjugacy classes of
representations of π1(S) into PSL(2,C). Using this relation, we are interested in
the quasifuchsian spaces QF drawn from R(π1(S),PSL(2,C)) into H . (See the
precise definitions in Sect. 11.3.6.)

With Theorem A, we recover the famous Bowen rigidity theorem for quasifuch-
sian representations [1].

Corollary 11.5 (Bowen’s Rigidity, [1]) A quasifuchsian representation ρ ∈ QF
is Fuchsian if and only if dimH (�) = 1 where dimH (�) is the Hausdorff
dimension of the limit set (�) of �. ��

By the definition of H , for (g, 0) ∈ H we know g is a hyperbolic metric on
S. In other words, the Teichmüller space of S is a subspace of H . This copy of
Teichmüller space in H is called the Fuchsian space F .

To study the geometry of the Fuchsian space F , we will need to investigate a
bigger space AF the almost-Fuchsian space. A pair (g, B) ∈H is called almost-
Fuchsian if (g, B) is close to a Fuchsian pair, in the sense that ||B||2g < 2. In
particular, Uhlenbeck [11] showed that for a hyperbolic metric (m, 0) ∈ F and a
holomorphic quadratic differential α ∈ Q([m]) there exists a smooth path rB(t) =
(gt , tB) ∈ AF where g0 = m and B = Re(α). Therefore, the study on this
particular path rB(t) = (gt , tB)∈ AF will help us to see the geometry of F and
derive the pressure metric for F .

The path rB ⊂ AF defines a smooth family of Riemann metrics {gt } over S.
There are two related dynamics objects to the path, namely, htop(gt ) the topological
entropy of the geodesic flow over (S, gt ) and the Manhattan curve χt = χ(g0, gt ).
By the structural stability of Anosov flows, we know htop(gt ) and χt vary smoothly
along the path rB(t) when t is small.
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Given (m, 0) ∈ F and α ∈ Q([m]), we define the normalized intersection
number Jm,α(t) with respect to m and α by

Jm,α(t) = htop(gt ) · lim sup
T→∞

∑

τ∈RT (m)
lgt [τ ]

∑

τ∈RT (m)
lm[τ ]

where gt is given by the path γα(t) = (gt , tReα) with g0 = m.

Theorem C (Intersection Number and the Pressure Metric) For (m, 0) ∈ F
and α ∈ Q([m]), we know

(1) Jm,α(t) ≤ 1 and the equality holds if and only t = 0.

(2) d2

dt2
Jm,α(t)

∣
∣
∣
t=0
≥ 0 and is equal to zero if and only α = 0.

(3) ||α||2P := d2

dt2
Jm,α(t)

∣
∣
∣
t=0

defines a Riemannian metric for F , and which is

called the pressure metric.

Notice that Sanders [12, Theorem 3.8] showed one can use htop(gt ) to construct
a Riemannian metric for F , and which is bounded below by the Weil-Petersson
metric. The following result describes a relation between Sanders’ metric || · ||S, the
pressure metric || · ||P and the Weil-Petersson metric || · ||WP .

Corollary 11.6 Let (m, 0) be a Fuchsian pair and α ∈ Q([m]) be a holomorphic
quadratic differential. Then

||α||2S :=
d2

dt2
htop(gt )

∣
∣
∣
∣
t=0
≥ ||α||2P + 2π ||α||2WP .

We remark that [12, Theorem 3.8] is an immediate consequence of Corol-
lary 11.6.

Lastly, inspired by the work of Pollicott and Sharp [13], we relate the pressure
metric and the Manhattan curve χt .

Corollary 11.7 One can define a family of metrics on the Fuchsian space F by
using the second derivatives of χt(s) for s ∈ [0, ε) for some ε > 0. More precisely,
for (m, 0) a Fuchsian pair and α ∈ Q([m]), we have

||α||2χ(s) :=
d2

dt2
χt(s)

∣
∣
∣
∣
t=0
= ḧ0(1− s)− (s − s2)||α||2P .

��
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11.1.1 Outline of the Paper

In Sects. 11.2 and 11.3, we will give a fair amount of related background knowledge
of dynamics and geometry. In Sect. 11.4, we will present the main dynamics rigidity
results in Proposition A and Theorem 11.3 as well as Manhattan curve results in
Theorem B. In Sect. 11.5, we will investigate the space minimal hyperbolic germs
and the construction of the pressure metrics and present the proof of Theorem C.

11.2 Background from the Thermodynamic Formalism

11.2.1 Flows and Reparametrization

Let X be a compact metric space with a continuous flow φ = {φt }t∈R on X without
any fixed point and μ a φ−invariant probability measure on X. Consider a positive
continuous function F : X→ R>0 and define, for t > 0

κ(x, t) :=
∫ t

0
F(φs(x))ds,

and κ(x, t) := −κ(φt (x),−t) for t < 0. The function κ satisfies the cocycle
property

κ(x, t + s) = κ(x, t)+ κ(φtx, s)
for all x, t ∈ R and x ∈ X.

Since F > 0 and X is compact, F has a positive minimum and κ(x, ·) is an
increasing homeomorphism of R. We then have a map α : X × R→ R such that

α(x, κ(x, t)) = κ(x, α(x, t)) = t .
for all (x, t) ∈ X ×R.

Definition 11.8 Let F : X → R be a positive continuous function. The
reparametrization of the flow φ by F is the flow φF = {φFt }t∈R defined as
φFt (x) = φα(x,t) (x). ��

11.2.2 Periods and Measures

Let O be the set of closed orbits of φ. For τ ∈ O , let l(τ ) be the period of τ with
respect to φ. Then the period of τ with respect to the reparametrized flow φF is

∫

τ

F := 〈δτ , F 〉 =
∫ l(τ )

0
F(φs(x))ds,
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where x is any point on τ and δτ is the Lebesgue measure supported by the orbit τ .
Let μ be a φ−invariant probability measure on X, F : X → R be a continuous

function, and φF be the reparametrization of φ by F . We define F̂ · μ to be the
probability measure: for any continuous functionG on X

F̂ · μ(G) =
∫
X G · Fdμ
∫
X Fdμ

.

Then F̂ · μ is a φF−invariant probability measure.

11.2.3 Entropy, Pressure, and Equilibrium States

We denote by hφ(μ) the measure-theoretic entropy of φ with respect to a
φ−invariant probability measure μ. Let M φ denote the set of φ−invariant
probability measures, and C(X) denote the set of continuous functions on X.

Definition 11.9 The pressure of a function F : X→ R is defined as

Pφ(F ) := sup
m∈M φ

(

hφ(m)+
∫

X

Fdm

)

.

A measurem ∈M φ is called an equilibrium state if it realizes the equality.
We define the topological entropy of the flow φ by hφ = Pφ(0), and an

equilibrium state for the function F ≡ 0 is called a measure of maximum entropy.
If there is no ambiguity as to which flow we refer to, such as φ, then we might

drop the subscript φ and use h to denote the topological entropy, and h(μ) to denote
the measure theoretic entropy of φ with respect to μ. ��

The following Abramov formula relates the measure theoretic entropies of the
flow φ and its reparametrization φF .

Theorem 11.10 (Abramov Formula [14]) Suppose φ is a continuous flow on X
and φF is the reparametrization of φ by a positive continuous function F , then for
all μ ∈M φ

hφF (F̂.μ) =
hφ(μ)∫
X Fdμ

.

11.2.4 Anosov Flows

A C1+α flow φt : X → X on a compact manifold X is called Anosov if there is a
continuous splitting of the unit tangent bundle T 1X = E0 ⊕Es ⊕Eu, where E0 is
the one-dimensional bundle tangent to the flow direction, and there exists C, λ > 0
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such that ‖Dφt |Es ‖ ≤ Ce−λt and ‖Dφ−t |Eu ‖ ≤ Ce−λt for t ≥ 0. We say that
the flow is transitive if there is a dense orbit.

We know that if M is a compact negatively curved Riemannian manifold, then
the geodesic flow φ : T 1M → T 1M is a transitive Anosov flow.

Recall that a function F : X → R is called α−Hölder continuous if there
exists C > 0 and α ∈ (0, 1] such that for all x, y ∈ X we have |F(x)− F(y)| ≤
C · dX(x, y)α. In most cases, we will abbreviate α−Hölder continuous to Hölder
continuous.

LetO be the set of periodic orbits of φ. For a continuous function F : X→ R>0
and T ∈ R, we define

RT (F ) = {τ ∈ O : 〈δτ , F 〉 < T }.

Proposition 11.11 (Bowen [15]) The topological entropy hφ of a transitive Anosov
flow φ is finite and positive. Moreover,

hφ = lim
T→∞

1

T
log #{τ ∈ O : l(τ ) < T }.

If F : X→ R is a positive Hölder continuous function, then

hF := hφF = lim
T→∞

1

T
log #RT (F ),

is finite and positive. ��
Recall that two Hölder continuous F,G : X → R are called Livšic cohomol-

ogous if there exists a Hölder continuous V : X → R which is C1 in the flow
direction such that

F(x)−G(x) = ∂

∂t

∣
∣
∣
∣
t=0
V (φt (x)).

The following theorem shows that equilibrium states can distinguish Hölder contin-
uous functions up to a coboundary in the Livšic cohomology.

Theorem 11.12 (Bowen-Ruelle [16], cf. [17] Proposition 6.1) If φt is a transitive
Anosov flow on a compact manifoldX, then for eachF : X→ R Hölder continuous
function, there exists a unique equilibrium state mF of F . Moreover, if F and
G are Hölder continuous functions such that mF = mG, then F − G is Livšic
cohomologous to a constant. ��

In particular, the we also call the unique measure of maximum entropy m0 of a
transitive Anosov flow φ the Bowen-Margulis measure and denote it by mBM .

Theorem 11.13 (Equidistribution, Bowen [15], Cf. [17] Theorem 9.4 ) Suppose
φ is a transitive Anosov flow on a compact manifold X. Then mBM , the Bowen-
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Margulis measure, satisfies that for any continuous functionG on X

∫

X

GdmBM = mBM(G) = lim
T→∞

1

#RT (1)

∑

τ∈RT (1)

〈δτ ,G〉
〈δτ , 1〉 = lim

T→∞

∑

τ∈RT (1)
〈δτ ,G〉

∑

τ∈RT (1)
〈δτ , 1〉

.

The following Bowen’s formula links the topological entropy of the
reparametrized flow φF and the reparametrization function F .

Theorem 11.14 (Bowen’s Formula, Cf. [17] Proposition 6.1) If φ is a transitive
Anosov flow on a compact metric space X and F : X → R is a positive Hölder
continuous function, then

Pφ(−hF) = 0

if and only if h = hφF . Moreover, if h = hφF andm is an equilibrium state of−hF ,
then F̂.m is a measure of maximal entropy of the reparametrized flow φF .

11.2.5 A Livšic Type Theorem

By the definition of the Livšic cohomology, the following properties are immedi-
ate:

1. If F and G are Livšic cohomologous then they have the same integral over any
φ−invariant measure.

2. The pressure Pφ(F ) only depends on the Livšic cohomology class of F .
3. RT (F ) only depends on the Livšic cohomology class of F .

Theorem 11.15 (Nonnegative Livšic Theorem, Lopes-Thieullen [18]) Suppose
X is a compact Riemannian manifold with negative sectional curvature. Let φt :
T 1X → T 1X be the geodesic flow on T 1X. Let F : T 1X → R be a Hölder
continuous function such that 〈δτ , F 〉 ≥ 0 for each φ−closed orbit τ . Then F is
cohomologous to a Hölder continuous function G(x) such that G(x) ≥ 0, ∀x ∈
T 1X.

11.2.6 Variance and Derivatives of the Pressure

Let φt : X → X be a transitive Anosov flow on a compact metric space X, and
Cα(X) be the set of α-Hölder continuous function on X.
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Definition 11.16 Suppose F ∈ Cα(X) and mF is the equilibrium state of F . For
anyH,G ∈ Cα(X) with mean zero (i.e.,

∫
GdmF =

∫
HdmF = 0), the covariance

of G and H with respect to mF is given by

Cov(G,H,mF ) := lim
T→∞

1

T

∫

X

(∫ T

0
H(φt(x))dt

)(∫ T

0
G(φt(x))dt

)

dmF (x).

Similarly, forG ∈ Cα(X) with mean zero we define the variance ofG with respect
to mF as

Var(G,mF ) := Cov(G,G,mF ).

The following properties are some handy formulas of the derivatives of the
pressure.

Proposition 11.17 (Proposition 4.10, 4.11 [17]) Suppose that φt : X → X is a
transitive Anosov flow on a compact metric space X, and F,G ∈ Cα(X). If mF is
the equilibrium state of F , then

(1) The function t �→ Pφ(F + tG) is analytic.
(2) The first derivative is given by

dPφ(F + tG)
dt

∣
∣
∣
∣
t=0
=
∫

X

GdmF .

(3) If
∫
GdmF = 0, then the second derivative can be formulated as

d2Pφ(F + tG)
dt2

∣
∣
∣
∣
∣
t=0

= Var(G,mF ).

(4) Var(G,mF ) = 0 if and only ifG is Livšic cohomologous to a constant.

Corollary 11.18 (Theorem 2.2 [6]) Let ψt be an smooth path in Cα(X), m0 =
mψ0 be the equilibrium state of ψ0, and ψ̇0 := dψt

dt

∣
∣
∣
t=0

. Then

dP(ψt )

dt

∣
∣
∣
∣
t=0
=
∫

�+A
ψ̇0dm0. (11.2.1)

Moreover, if the first derivative is zero (i.e.,
∫
�+A
ψ̇0m0 = 0) then

d2P(ψt )

dt2

∣
∣
∣
∣
t=0
= Var(ψ̇0,m0)+

∫

�+A
ψ̈0dm0. (11.2.2)
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11.2.7 The Pressure Metric

Let φt : X → X be a transitive Anosov flow on a compact metric space X. We
consider the space P(X) of Livšic cohomology classes of pressure zero Hölder
continuous functions on X, i.e.,

P(X) := {
F : F ∈ Cα(X) for some α and Pφ(F ) = 0

}
/ ∼ .

The tangent space of P(X) at F is

TFP(X) = ker
(
(DPφ)(F )

) =
{

G : G ∈ Cα(X) for some α and
∫

GdmF = 0

}

/ ∼ .

For G ∈ TFP(X), we define the pressure metric as

‖G‖2
P :=

Var(G,mF )

− ∫
FdmF

.

Proposition 11.19 If {ct }t∈(−1,1) is an analytic one parameter family contained in
P(X), then

‖ċ0‖2
P =

∫
c̈0dmc0∫
c0dmc0

,

where ċ0 = d
dt
ct
∣
∣
t=0 and c̈0 = d2

dt2
ct

∣
∣
∣
t=0

. ��
Proof This follows from the direct computation of the (Gâteaux) second derivative
of P(ct ):

d2

dt2
P(ct )

∣
∣
∣
∣
t=0
= (D2P)(c0)(ċ0, ċ0)+ (DP)(c0)(c̈0)

= Var(ċ0,mc0)+
∫

c̈0dmc0 .

Since P(ct ) = 0, we have

‖ċ0‖2
P :=

Var(ċ0,mc0)

− ∫
c0dmc0

=
∫
c̈0dmc0∫
c0dmc0

.

��
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11.3 Background from Geometry

In this section, we survey several facts of δ−hyperbolic spaces and their group of
isometries. A good reference is the book [19] edited by Ghys and de la Harpe and
Kapovich’s book [20].

11.3.1 δ–Hyperbolic Spaces

A metric space (X, d) is said to be geodesic if any two points x, y ∈ X can be joined
be a geodesic segment [x, y] that is a naturally parametrized path from x to y whose
length is equal to d(x, y), and is called proper if all closed balls are compact.

Definition 11.20 A geodesic metric space (X, d) is called δ−hyperbolic (where
δ ≥ 0 is some real number) if for any geodesic triangle inX each side of the triangle
is contained in the δ−neighborhood of the union of two other sides. A metric space
(X, d) is called hyperbolic if it is δ−hyperbolic for some δ ≥ 0.

It is well-known that a Pinched Hadamard manifold M̃ is δ−hyperbolic space
where (M̃, g̃) is a complete and simply connected Riemannian manifold with
bounded negative sectional curvature. Recall that a group G is hyperbolic if for
one (and for all) finite generating set the Cayley graph is hyperbolic. For example,
finitely generated free groups and surface groups for surfaces with genus > 1 are
hyperbolic groups. ��

We say that two geodesic rays τ1 : [0,∞) → X and τ2 : [0,∞) → X are
equivalent and write τ1 ∼ τ2 if there is a K > 0 such that for all t > 0

d(τ1(t), τ2(t)) < K.

It is easy to see that ∼ is indeed an equivalence relation on the set of geodesic rays.
We then define the geometric boundary ∂∞X of X by

∂∞X := {[τ ] : τ is a geodesic ray in X}.

Moreover, we know that when X is proper, ∂∞X is metrizable by the visual metric
(see [21, Theorem 1.5.2]).

11.3.2 Quasi-Isometries

Definition 11.21 A function q : X → Y from a metric space (X, dX) to a metric
space (Y, dY ) is called a (C,L)-quasi-isometry embedding if there is C,L > 0 such
that:
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For any x, x ′ ∈ X, we have

1

C
dX(x, x

′)− L ≤ dY (q(x), q(x ′)) ≤ C · dX(x, x ′)+ L.

If, in addition, there exists an approximate inverse map q̄ : Y → X that is a
(C,L)-quasi-isometric embedding such that for all x ∈ X and y ∈ Y

dX(q̄q(x), x) ≤ L, dY (qq̄(y), y) ≤ L,

then we call q a (C,L)-quasi-isometry. In this case, (X, dX) and (Y, dY ) are called
quasi-isometric. ��

In most cases, the quasi-isometry constants C and L do not matter, so we shall
use the words quasi-isometry and quasi-isometry embedding without specifying
constants.

Theorem 11.22 ([21], Theorem 1.6.4) Let (X, dX) and (Y, dY ) be hyperbolic
spaces. Suppose the boundaries are equipped with visual metrics. Then

(1) Any quasi-isometry embedding q : X → X′ extends to a bi-Hölder embedding
q : ∂∞X→ ∂∞Y with respect to the corresponding visual metrics.

(2) Any quasi-isometry q : X → X′ extends to a bi-Hölder homeomorphism q :
∂∞X→ ∂∞Y with respect to the corresponding visual metrics.

Definition 11.23 A (C,L)−quasi-geodesic is a (C,L)−quasi-isometry embed-
ding q : R→ X. ��
Theorem 11.24 (Morse Lemma, cf. Ch.5, Theorem 6 [19] ) Suppose X and Y
are hyperbolic spaces, and q : X → Y is a (C,L)-quasi-isometry. Then, for every
geodesic γ ⊂ X, its image q(γ ) is a quasi-geodesic on Y and is within a bounded
distance R from a geodesic on Y . Moreover, this constant R is only depends on X,
Y , and the quasi-isometry constants C and L. ��
Remark 11.25 When the space Y is a pinched Hadamard manifold, we have a
stronger result of the above theorem. Namely, every geodesic γ ⊂ X its image
q(γ ) is a quasi-geodesic on Y and is within a bounded distance R from a unique
geodesic on Y . ��

Let X be a hyperbolic space. We denote its group of isometries by Isom(X). The
following lemma connects some subgroups of Isom(X) and the hyperbolic spaceX.

Theorem 11.26 (Švarc-Milnor lemma, cf. Lemma 3.37 [20] ) Let X be a proper
geodesic metric space. Let G be a subgroup of Isom(X) acting properly discontin-
uously and cocompactly on X. Pick a point o ∈ X. Then the group G is finitely
generated; for any choice of finitely generating set S of G, the map q : G → X,
given by q(γ ) = γ (o), is a quasi-isometry. HereG is given the word metric induced
from C(G, S). ��
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11.3.3 Negatively Curved Manifolds and the Group
of Isometries

Let (X, g) be a negatively curved compact Riemannian manifold. The universal
covering (X̃, g̃) of (X, g) is a pinched Hadamard manifold. Let � denote the group
of deck transformations of the covering X̃.

Since (X, g) is negatively curved, every γ ∈ � corresponds to a unique geodesic
τXγ on X. Furthermore, each conjugacy class [γ ] ∈ [�] corresponds to a unique

closed geodesic τXγ onX and vice versa. Moreover, the length of the closed geodesic

τXγ is exactly the translation distance of γ ∈ π1X (i.e., lg(τXγ ) = lg[γ ] :=
infx∈X dg(x, γ · x)).

Recall that the marked length spectrum is a function l : [τ ] �→ l[τ ] ∈ R
+ which

assigns to a homotopy class [τ ] the length l[τ ].
By a famous result of Margulis [22], we know that htop(X) the geodesic flow for

(X, g) can be characterized by the (exponential) growth rate of closed geodesics,
that is,

htop(X) = lim
T→∞

1

T
log #

{[γ ] ∈ [π1X] : lg[γ ] < T
}
.

Now let us consider a compact 3–manifoldM equipped with a hyperbolic metric
h. Then there exists a discrete and faithful representation ρ : π1M → Isom(H3)

such thatM ∼= ρ(π1M)\H3 where (H3, h̃) is the universal covering of (M, h). For
the sake of brevity, in what follows we will denote the lifted metric of h̃ on H

3 by
h.

Let � be a discrete subgroup of Isom(H3). Recall that The limit set (�) is the
set of limit points �x for any x ∈ H

3, and � is called convex cocompact if � acts
cocompactly on the convex hull Conv((�)) of the limit set of �.

Definition 11.27 The critical exponent δ� is defined as

δ� := inf{s > 0 :
∑

γ∈�
e−sdh(x,γ x) <∞},

for any point x ∈ H
3 and dh is the hyperbolic distance on H

3. ��
The following result of Sullivan links critical exponent, Hausdorff dimension,

and entropy.

Theorem 11.28 (Sullivan [23, 24]) Suppose� is a non-elementary, convex cocom-
pact, and discrete subgroup of Isom(H3), then

δ� = dimH (�) = htop(M) = lim
T→∞

1

T
log #{[γ ] ∈ [�] : lh[γ ] < T },
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where dimH (�) is the Hausdorff dimension of (�), M = �\H3 and lh(γ ) =
dh(o, γ o), o is the origin of H3. ��

11.3.4 Hölder Cocycles

Let (X, g) be a compact negatively curved manifold, X̃ be its universal covering, and
� be the group of deck transformations of the covering X̃. Recall that theπ1X-action
on X̃ is defined by γ · x = iX(γ )(x), where i is the isomorphism iX : π1S → �.

Definition 11.29 A Hölder cocycle is a function c : π1X × ∂∞X̃→ R such that

c(γ0γ1, x) = c(γ0, γ1 · x)+ c(γ1, x)

for any γ0, γ1 ∈ π1X and x ∈ ∂∞X̃, and c(γ, ·) is Hölder continuous for every
γ ∈ π1X. ��

Given a Hölder cocycle c we define the periods of c to be the number

lc[γ ] := c(γ, γ+X )

where γ+X is the attracting fixed point of γ ∈ π1X\{e} on ∂∞X̃.
Two cocycles c and c′ are said to be cohomologous if there exists a Hölder

continuous function U : ∂∞X̃→ R such that, for all γ ∈ π1X, one has

c(γ, x)− c′(γ, x) = U(γ · x)− U(x).

One easily deduces from the definition that the set of periods of a cocycle is a
cohomological invariant.

Definition 11.30 The exponential growth rate for a Hölder cocycle c is defined as

hc := lim sup
T→∞

1

T
log #{[γ ] ∈ [π1X] : lc[γ ] < T }.

The following theorem of Ledrappier gives a precise method to construct a
Hölder function Fc from a Hölder cocycle c. The main point of this construction is
that the exponential growth rate hc of the Hölder cocycle is exactly the topological
entropy for the reparametrized flow φFc .

Theorem 11.31 (Ledrappier [25]) For each Hölder cocycle c : π1X × ∂∞X̃ →
R, there exists a Hölder continuous function Fc : T 1X → R, such that, for all
γ ∈ π1X − {e}, one has

lc[γ ] =
∫

[γ ]
Fc.



366 L.-Y. Kao

The map c �→ Fc induces a bijection between the set of cohomology classes of
R−valued Hölder cocycles, and the set of Livšic cohomology classes of Hölder
continuous functions from T 1X to R. Moreover,

hc = hFc = lim
T→∞

1

T
log #{[γ ] : 〈δ[γ ], Fc〉 < T }.

11.3.5 Immersed Surfaces in Hyperbolic 3–Manifolds

Let S be a differentiable surface and M be a 3-manifold, we say a differentiable
mapping f : S → M is an immersion if dfp : TpS → Tf (p)M is injective for
all p ∈ S. If, in addition, f is a homemorphism onto f (S) ⊂ M , where f (S) has
the subspace topology induced fromM , we say that f is an embedding. Moreover,
if the induced homomorphism f∗ : π1S → π1M is injective, then we say f is
π1–injective.

Throughout, we consider that M is a 3–manifold equipped with a hyperbolic
metric h and S is a closed surface with negative Euler characteristic. Before moving
further, we recall some terminology from differential geometry. Given an immersion
f : S → M , let g = f ∗h be the induced Riemannian metric on S, ∇ the Levi-Civita
connection on (M, h), N be the unit outward normal vector field to the surface
f (S) ⊂ M , and ∂1 and ∂2 be the coordinate fields of T S.

The second fundamental form B : T S × T S → R of f (S) is the symmetric
2-tensor on S defined by, locally,

B(∂i, ∂j ) = 〈∂i ,−∇∂j N〉h,

where 〈, 〉h is the hyperbolic metric h onM .
The shape operator Sg : T S → T S is the symmetric self-adjoint endomorphism

defined by raising one index of the second fundamental form B with respect to the
metric g. The mean curvatureH of the immersion f : S → M (or, of the immersed
surface (S, g)) is the trace of the shape operator. We call an immersion f : S → M

minimal if the mean curvatureH vanishes identically.
Moreover, we can relate the induced Riemannian metric g and shape operator Sg

by Gauss-Codazzi equations:

Kg = −1+ det Sg, (Gauss eq.) (11.3.1)

∇df (X)(Sg(Y ))−∇df (Y )Sg(X) = Sg([X,Y ]). (Codazzi eq.) (11.3.2)

where X,Y ∈ T S and [·, ·] is the Lie bracket on T S.



11 Entropy Rigidity, Pressure Metric, and Immersed Surfaces in Hyperbolic. . . 367

Remark 11.32 If f is a minimal immersion, then Gauss-Codazzi equations can be
expressed in terms of B by

Kg = −1− 1

2
‖B‖2

g ,

(∇∂iB)jk = (∇∂j B)ik,

where || · ||g is the tensor norm w.r.t. metric g and ∂1 and ∂2 are coordinate fields of
TM . Moreover, in this case the Gauss equation implies Kg ≤ −1, i.e., (S, g) is a
negatively curved surface. ��

11.3.6 Minimal Hyperbolic Germs

In this subsection, we continue the discussion under the same assumption as in the
previous subsection. Let (g, B) be a pair consisting of a Riemannian metric g and a
symmetric 2-tensor B on S.

Definition 11.33 (Minimal Hyperbolic Germ) A pair (g, B) is called a minimal
hyperbolic germ if it satisfies the following equations

⎧
⎪⎨

⎪⎩

Kg = −1− 1
2 ‖B‖2

g ,

(∇∂iB)jk = (∇∂j B)ik,
B is traceless w.r.t. g.

(11.3.3)

Recall that Diff0(S) is the space of orientation preserving diffeomorphisms of S
isotopic to the identity. There is a natural Diff0(S) action (i.e., by pullback) on the
space of minimal hyperbolic germs, and we are mostly interested in the following
quotient space.

Definition 11.34 The space H of minimal hyperbolic germs is the quotient:

H = {minimal hyperbolic germs}/Diff0(S).

Taubes [5] showed that H is a smooth manifold of dimension 12g − 12 where
g is the genus of S. The fundamental theorem of surface theory ensures that each
(g, B) ∈ H can be integrated into an immersed minimal surface in a hyperbolic
3-manifold with the Riemannian metric g and the second fundamental form B.

Moreover, H is closely related with Teichmüller space. Recall that the Teich-
müller space T of S is the space of conformal classes of Riemannian metrics with
curvature−1. It is clear that we can identify T with a subspace F of H . Namely,
the Fuchsian space F is the set

F = {(m, 0) ∈H : m is a Reimannian metric of constant curvature − 1}.
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Let [g] be the conformal class of a Riemannian metric g on S and X = (S, [g])
be the Riemann surface associated with g. It is well-known that T ∗XT the fiber of
the holomorphic cotangent bundle over X can be identified with Q(X) the space of
holomorphic quadratic differentials on X.

The following theorem of Hopf [26] helps us see the relation between H and
Q(X).

Theorem 11.35 (Hopf [26]) If (g, B) ∈ H , then B is the real part of a (unique)
holomorphic quadratic differential α ∈ Q(X). More precisely, if (x1, x2) = x1 +
ix2 = z is a local isothermal coordinate of X and B = B11dx

2
1 + B22dx

2
2 +

2B12dx1dx2, then

α(g,B) = (B11 − iB12) (x1, x2)dz
2. (11.3.4)

Remark 11.36 In fact, B11 = −B22 because (S, g) is minimal. It is not hard to see
that, given a holomorphic quadratic differential α ∈ Q(X), one can derivative a
symmetric 2-tensor B on S by Eq. (11.3.4) and 2||α||2g = ||B||2g. ��

Moreover, the space H admits a smooth map to T ∗T given by

# :H → T ∗T

(g, B) �→ ([g], α(g, B)).

For any two holomorphic quadratic differentials α and β in Q(X), the Weil-
Petersson pairing is given by

〈α, β〉WP =
∫

S

αβ

m
,

where m is the hyperbolic metric on S conformal to g. It’s also well-known that
this pairing defines a Kähler metric, the Weil-Petersson metric, on the Teichmüller
space whose geometry has been intensely studied. In the last section, we will discuss
several applications of our results related with the Weil-Petersson metric on F .

11.4 Immersed and Embedded Surfaces in Hyperbolic
3-Manifolds

Let f : S → M be a π1−injective immersion from S to a hyperbolic 3-manifold
M and � be the copy of π1S in Isom(H3) induced by the immersion f . More
precisely, let ρ : π1M → Isom(H3) be the discrete and faithful representation, up
to conjugacy, corresponding to M , i.e., M = ρ(π1M)\H3. Then � = ρ(f∗(π1S))

where f∗ is the induced homomorphism of f : S → M.
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The standing hypotheses throughout here are:� is a convex cocompact and (S, g)
is negatively curved where g = f ∗h and h is the given hyperbolic metric onM .

Notice that because (S, g) is a closed negatively curved surface, its universal
covering (S̃, g̃) is a pinched Hadamard manifold. Let �S denote the group of deck
transformations of the covering S̃. Then we know �S ∼= π1S and �S ⊂ Isom(S̃).

The following lemma is an immediate consequence of Theorems 11.22
and 11.26.

Lemma 11.37 There exists a quasi-isometry q : S̃ → Conv((�)), where
Conv((�)) is the convex hull of (�) in H

3. Moreover, q extends to a bi-Hölder
and �–equivariant map between boundaries, and q sends the attracting limit point
γ+S of the hyperbolic element γS ∈ �S ⊂ Isom(S̃) to the attracting limit point γ+M
of γM ∈ � ⊂ Isom(H3). ��

Now we are ready to state and prove Theorem A. The proof of Theorem A
consists of several lemmas. In the following we indicate how one should read the
Proof of Theorem A from these lemmas.

Proof of Theorem A Assertion 1 follows Lemma 11.40. Assertions 2, 3, 4 are
consequences of Lemmas 11.38 and 11.40. Assertion 5 follows Lemma 11.39. ��
Lemma 11.38 Under the same assumptions as Theorem A, the following holds.

(1) There exists a Hölder continuous function F : T 1S → R such that 0 < F ≤ 1
and

∫
τ
F = lh[τ ] for all closed orbits τ on T 1S where lh[τ ] is the length of

the closed geodesic in the free homotopy class containing f (τ) ⊂ T 1M with
respect to the hyperbolic metric h.

(2) Let μ−hF F be the equilibrium for −hFF and μBM be the Bowen-Margulis
measure for the geodesic flow on T 1S where

hF := lim
T→∞

1

T
log #{τ is a closed orbit on T 1S :

∫

τ

F < T }.

We have C1 :=
∫
Fdμ−hFF and C2 :=

∫
FdμBM satisfy

C1δ� ≤ htop(S) ≤ C2δ�. (11.4.1)

(3) Each equality in (11.4.1) holds if and only if the marked length spectrum of S
is proportional to the marked length spectrum ofM .

Proof Let φ denote the geodesic flow on the unit tangent bundle of (S, g).
The first step is to construct a Hölder reparametrization function F : T 1S →

R>0 such that the topological entropy hF of the reparametrized flow φF is the
critical exponent δ� of � in H

3.
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Recall the Busemann function Bhη (x, y) : ∂∞H
3×H

3×H
3 → R, for η ∈ ∂∞H

3

and x, y ∈ H
3 is given by

Bhη (x, y) := lim
z→η dh(x, z)− dh(y, z).

Using the quasi-isometry q given in Lemma 11.37, we define a map c : π1S ×
∂∞S̃ → R by

c : π1S × ∂∞S̃ → R

(γ, ξ) �→ Bhq(ξ)(f (o), γ
−1 · f (o)),

for o ∈ S̃.

Claim c is a Hölder cocycle.

Proof of Claim: By Lemma 11.37

c(γ1γ2, ξ) = Bhq(ξ)(f (o), (γ1γ2)
−1 · f (o)) = Bhq(ξ)(f (o), (γ−1

2 γ−1
1 ) · f (o))

= Bhq(ξ)(f (o), γ−1
2 · f (o))+ Bhq(ξ)(γ−1

2 · f (o), (γ−1
2 γ−1

1 ) · f (o))
= c(γ2, ξ)+ Bhγ2q(ξ)

(f (o), γ−1
1 · f (o))

= c(γ2, ξ)+ Bhq(γ2ξ)
(f (o), γ−1

1 · f (o))
= c(γ2, ξ)+ c(γ1, γ2ξ).

Therefore, c is a cocycle. To see c is Hölder, we first notice that the boundary
map q : ∂∞S̃ → (�) ⊂ ∂∞H

3 is bi-Hölder by Lemma 11.37. Moreover, we know
that (�) embeds in ∂∞H

3 and Bhη (x, y) is smooth on ∂∞H
3. Therefore, c(γ, ·) is

Hölder continuous on ∂∞S̃, and we have finished the proof of this claim.
Notice that the period c(γ, γ+S ) = Bhq(γ+S )(f (o), γ

−1f (o)) = lh[γ ] > 0 for all

[γ ] ∈ [π1S]. Thus, lc[γ ] = lh[γ ] for all [γ ] ∈ [π1S], and we can easily see that

hc = δ� = lim
T→∞

1

T
log #{[γ ] ∈ [π1S] : lh[γ ] < T } <∞.

Thus, by Theorem 11.31, there exists a positive Hölder continuous maps Fc on T 1S

such that for all [γ ] ∈ [π1S]

c(γ, γ+S ) =
∫

[γ ]
Fc = lh[γ ],
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and the topological entropy of the flow φFc is exactly the exponential growth rate of
c, i.e., hFc = hc.

Notice that for the constant function 1 on T 1S, we have lg[γ ] =
∫
[γ ] 1 for all

[γ ] ∈ [π1S]. Therefore, we have the pressure of the function−h1 · 1 is zero where

h1 = lim
T→∞

1

T
log #{[γ ] ∈ [π1S] : lg[γ ] < T }

is the topological entropy of the geodesic flow φ on T 1S.

From now on we denote Fc by F.
The second step is to show that

htop(S) ≤
∫

FdμBM
︸ ︷︷ ︸

C2

· hF ,

where μBM is the Bowen-Margulis measure of the geodesic flow φ : T 1S → T 1S.
Note that

P(−hF · F) = 0 = h(μ−hF F )− hF
∫

Fdμ−hF F

P (−htop(S) · 1) = 0 = h(μBM)− htop(S) ·
∫

1dμBM = h(μBM)− htop(S).

where μ−hF F is the equilibrium state of −hFF . Since μBM ∈ M φ , by the
variational principle we have

P(−hF · F) = 0 ≥ h(μBM)− hF
∫

FdμBM.

Furthermore,

hF

∫

FdμBM ≥ h(μBM) = htop(S).

The third step is to show the inequality

∫

Fdμ−FhF
︸ ︷︷ ︸

C1

· hF ≤ htop(S).
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We know

htop(S) ≥ h(μ−FhF )

⇐⇒ htop(S)− hF
∫

Fdμ−FhF ≥ h(μ−FhF )− hF
∫

Fdμ−FhF
︸ ︷︷ ︸

=0

⇐⇒ htop(S) ≥ hF ·
∫

Fdμ−FhF .

The fourth step is to show that 0 ≤ C1 ≤ 1 and 0 ≤ C2 ≤ 1.
Because C1 =

∫
Fdμ−FhF , C2 =

∫
FdμBM and F is positive, it is enough to

show that F can be chosen to be smaller than or equal to 1.

Claim F ≤ 1.

Proof of Claim: This is a consequence of Theorem 11.15. For each conjugacy
class [γ ] ∈ [π1S] there exists a unique closed geodesic τSγ on S such that lg[γ ] =
lg(τ

S
γ ). Because f is π1–injective, f maps τSγ to a closed curve f (τSγ ) onM which

is in the same free homotopy class generated by [γ ]. More precisely, let τMγ denote

the closed geodesic onM in the conjugacy class [γ ]. Then we know that f (τSγ ) and

τMγ are in the same free homotopy class. Moreover, because g is the induced metric

f ∗h, we know that (S, g) is Riemannian isometric to (f (S), h). Thus, lg(τ Sγ ) =
lh(f (τ

S
γ )). Therefore, ∀ [γ ] ∈ [π1S],

lg[γ ] =lg(τ Sγ ) = lh(f (τSγ )) ≥ lh(τMγ ) = lh[γ ].

Therefore, for all [γ ] ∈ [π1S]
∫

[γ ]
1 = lg[γ ] ≥ lh[γ ] =

∫

[γ ]
F.

By Theorem 11.15, we have 1 − F is cohomologous to a nonnegative Hölder
continuous function H , and H is unique up to cohomology. Thus, we have that
F ∼ 1−H and 1−H ≤ 1. By choosing F to be 1−H , we have finished the proof
of this claim.

The fifth step is to examine the equality cases.
If htop(S) = hF

∫
Fdμ−FhF , then htop(S) = h(μ−FhF ), i.e., μ−FhF is the

equilibrium state of the constant function −htop(S) · 1. By the uniqueness part of
Theorem 11.12, we have that FhF is cohomologous to the constant htop(S), i.e.,

F ∼ htop(S)

hF
. Similarly, if htop(S) = hF ·

∫
FdμBM , then μBM = μ−hF F . Hence,

again, htop(S) ∼ F · hF . ��
Lemma 11.39 If htop(S) = δ� , then S is a totally geodesic submanifold inM . ��
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Proof Notice htop(S) = δ� implies F = 1. This means that the length of each
closed geodesic on S has the same length with the corresponding closed geodesic
on M . Furthermore, we know that the closed geodesics in S are dense; that is, for
any point p ∈ S, the set of tangent vectors v ∈ TpS such that the exponential map
expp tv gives a closed geodesic is dense in TpS. Therefore, the shape operator Sg is
zero when evaluating on this dense subset of vectors on TpS. By the continuity of
the shape operator Sg , we have Sg ≡ 0. Therefore S is totally geodesic inM . ��
Lemma 11.40 Let μBM be the Bowen-Margulis measure of the geodesic flow
φ : T 1S → T 1S and μ−hF F be the equilibrium state for −hFF defined in
Lemma 11.38. Then

C2 :=
∫

FdμBM = lim
T→∞

1

#RT (g)

∑

[γ ]∈RT (g)

lh[γ ]
lg[γ ]

= lim
T→∞

∑

[γ ]∈RT (g)
lh[γ ]

∑

[γ ]∈RT (g)
lg[γ ]

= Cg(f )

and

C1 :=
∫

Fdμ−hF F =
⎛

⎝ lim
T→∞

1

#RT (h)

∑

[γ ]∈RT (h)

lg[γ ]
lh[γ ]

⎞

⎠

−1

= lim
T→∞

∑

[γ ]∈RT (h)
lh[γ ]

∑

[γ ]∈RT (h)
lg[γ ]

= Ch(f )

where

RT (g) := {[γ ] ∈ [π1S] : lg[γ ] < T } and RT (h) := {[γ ] ∈ [π1S] : lh[γ ] < T }.

Proof This is a consequence of the equidistribution theorem (Theorem 11.13).
By Theorem 11.13, we have

C2 :=
∫

FdμBM = lim
T→∞

1

#RT (1)

∑

τ∈RT (1)

〈δτ , F 〉
〈δτ , 1〉 = lim

T→∞

∑

τ∈RT (1)
〈δτ , F 〉

∑

τ∈RT (1)
〈δτ , 1〉

.
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Notice that every closed orbit τ of the geodesic flow φ on T 1S corresponds to a
unique conjugacy class [γ τ ] of π1�, and vice versa. Moreover, the period of τ is
the length of γ τ on S, i.e.,

lh(γ
τ ) = 〈δτ , F 〉, lg(γ τ ) = 〈δτ , 1〉.

Since there is a one-to-one correspondence between RT (1) and RT (g), we can
rewrite the equation above by

C2 :=
∫

FdμBM = lim
T→∞

1

#RT (g)

∑

[γ ]∈RT (g)

lh[γ ]
lg[γ ]

= lim
T→∞

∑

[γ ]∈RT (g)
lh[γ ]

∑

[γ ]∈RT (g)
lg[γ ]

=: Cg(f ).

For the other equation, by Theorem 11.14, we know that μφF = ̂F.μ−hF F .
Therefore

μφF

(
1

F

)

= ̂F.μ−hF F
(

1

F

)

=
∫ (

1
F

)
· Fdμ−FhF

∫
Fdμ−FhF

= 1
∫
Fdμ−FhF

.

By Theorem 11.13, we have

μφF

(
1

F

)

= lim
T→∞

1

#RT (F )

∑

τ ′∈RT (F )

〈δF
τ ′ ,

1
F
〉

〈δF
τ ′, 1〉

= lim
T→∞

∑

τ ′∈RT (F )
〈δFτ ′ ,

1

F
〉

∑

τ ′∈RT (F )
〈δFτ ′ , 1〉

.

Notice that for a closed geodesic τ ′ of the geodesic flow φ : T 1S →
T 1S, 〈δF

τ ′ ,
1
F
〉 = ∫ lg(τ ′)

0
1

F(φt )
· F(φt )dt = lg(τ

′) and similarly 〈δF
τ ′ , F 〉 =

∫ lg(τ ′)
0 F(φt )dt = lh(τ ′). By the one-to-one correspondence between closed orbit

τ ′ and conjugacy class [γ τ ′ ], we have a one-to-one correspondence between RT (F )
and RT (h).
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Hence, we have the following equation

C1 =
∫

Fdμ−hF F =
(

μφF

(
1

F

))−1

=
⎛

⎝ lim
T→∞

1

#RT (h)

∑

[γ ]∈RT (h)

lg[γ ]
lh[γ ]

⎞

⎠

−1

= lim
T→∞

∑

[γ ]∈RT (h)
lh[γ ]

∑

[γ ]∈RT (h)
lg[γ ]

=: Ch(f ).

��

11.4.1 Immersed Minimal Surfaces

Recall that f : S → M is called a minimal immersion if f is an immersion and
the mean curvatureH vanishes identically. Let g = f ∗h denote the induced metric
on S via the immersion f . By the Gauss equation, when f : S → M is a minimal
immersion, the Gaussian curvatureKg ≤ −1.

Applying the Theorem A to this case, we have the following corollary.

Corollary 11.41 Let f : S → M be a π1–injective minimal immersion from
a closed surface S to a hyperbolic 3–manifold M , and � be the copy of π1S

in Isom(H3) induced by the immersion. Suppose � is convex cocompact. Then
assertions (1)− (5) in Theorem A are true. ��

11.4.2 Embedded Surfaces in Hyperbolic 3-Manifolds

In this subsection, we assume that f : S → M is an embedding. To state our results
more precisely and to put it in context, we first introduce the geodesic stretch and
discuss the relation between the geodesic stretch and Ch(f ), Cg(f ).

Notice that we can lift f : S → M to an embedding between their universal
coverings, i.e., f̃ : S̃ → M̃ = H

3. Moreover, one can easily check this lifting is
π1S-equivariant. Specifically, for each γ ∈ π1S, let γS ∈ �S and γM ∈ � be the
corresponding element of γ in the deck transformation groups �S ⊂ IsomS̃ and
� ⊂ Isom(H3), respectively. Then for each x̃ ∈ S̃ we have

f̃ (γ · x̃) := f̃ (γS(̃x)) = γM(f̃ (̃x)) =: γ · f̃ (̃x).
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Using this embedding f̃ : S̃ → H
3 we can define a tangent map f : T 1S̃ → T 1

H
3

by

f : (̃x0, w) �→ (f̃ (x̃0), df̃x̃0(w))

where x̃0 ∈ S̃ and w is a unit vector on the tangent plane Tx̃0 S̃. Notice that π1S

acts on T 1S̃ and T 1
H

3 in an obvious way. Thus f is also π1S–equivariant. More
precisely, γ · f(x̃0, w) = (γ · f̃ (x̃0), df̃x̃0(w)) = (f̃ (γ · x0), df̃x̃0(w)) = f(γ ·
(x̃0, w)).

The following lemma depicts a key feature of the embedding f : S → M . By
Theorem 11.26, we have the following result.

Lemma 11.42 (S̃, dg) is quasi-isometric to (f̃ (S̃), dh) ⊂ (H3, dh) where dg is the
distance on S̃ induced by g and dh is the hyperbolic distance on H

3. ��
Definition 11.43 For all v ∈ T 1S̃ and t > 0, we define

a(v, t) := dh(π ◦ f(v), π ◦ f ◦ φ̃t (v))

where π : T 1S̃ → S̃ is the natural projection and φ̃ is the lift of φ.

The following corollary is a consequence of Kingman’s sub-additive ergodic
theorem [27].

Corollary 11.44 Let μ be a φt−invariant probability measure on T 1S. Then for
μ− a.e. v ∈ T 1S

Iμ(S,M, v) := lim
t→∞

a(v, t)

t
,

exists and defines a μ−integrable function on T 1S, invariant under the geodesic
flow φt . ��
Proof To adapt Kingman’s sub-additive ergodic theorem [27] to flow case, it is
sufficient to check:

sup{a(v, t); v ∈ T 1S̃, 0 ≤ t ≤ 1} ∈ L1(μ).

We notice that (T 1S̃, dg) and (f(T 1S̃), dh) are quasi-isometric because (S, dg)
and (f (S), dh) are. Therefore we have

a(v, 1) = dh(π ◦ f(v), π ◦ f ◦ φ̃1(v)) ≤ Cdg(v, φ̃1(v))+ L < C + L

where C,L are the quasi-isometry constants. Hence, a(v, 1) is bounded. ��
From the above corollary, we can define the geodesic stretch as the following.

Recall that M φ is the set of φt−invariant probability measures.
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Definition 11.45 The geodesic stretch Iμ(S,M) of S relative toM and μ ∈M φ is
defined as

Iμ(S,M) :=
∫

T 1�

Iμ(S,M, v)dμ.

Since f : (S̃, dg)→ (f (S̃), dh) is a quasi-isometry, by Theorem 11.22 we know
that f extends to a bi-Hölder map between ∂∞S̃ and ∂∞f (S̃) = (�). By the
same discussion as in Lemma 11.37, we know that f maps the attracting (resp.
repelling) fixed point γ+S (resp. γ−S ) of γS ∈ �S to the corresponding attracting
(resp. repelling) fixed point γ+M (resp. γ−M ) of γM ∈ �.

Moreover, each conjugacy class [γ ] ∈ [π1S] corresponds to a unique closed
geodesic τSγ on S and τMγ on M , and τSγ also corresponds to the unique geodesic

τ̃ Sγ connecting γ−S and γ+S on ∂∞S̃. Notice that f̃ (γ−S ) = γ−M and f̃ (γ+S ) = γ+S on

∂∞f̃ (S̃) = (�) ⊂ ∂∞H
3, so f (τ̃ Sγ ) is a quasi-geodesic on H

3 within a bounded

Hausdorff distance from the geodesic τ̃Mγ on H
3, where τ̃Mγ is the geodesic on

Conv((�)) ⊂ H
3 connecting γ−M and γ+M on (�).

Now we are ready to state the main result of this section. However, because its
proof consists of several lemmas, we postpone the proof until the end of this section.

Theorem 11.46 (Theorem 11.3) Assume the same assumptions as in Theorem A,
and, additionally, assume that f : S → M is an embedding. Then the geometric
constants Ch(f ) and Cg(f ) in Theorem A are geodesic stretches relative to
invariant measures. More precisely,

Ch(f ) = Iμ(S,M),
Cg(f ) = IμBM (S,M),

where μ is a φ−invariant measure and μBM is the Bowen-Margulis measure of the
geodesic flow φt on T 1S. ��
Remark 11.47 The invariant measure μ in Ch(f ) = Iμ(S,M) is indeed the
equilibrium state μ−hF F derived in the proof of Theorem A.

Before we start proving Theorem 11.3, we shall introduce two useful lemmas.

Lemma 11.48 Suppose μ ∈ M φ and ergodic. Then there exists a sequence of
conjugacy classes {[γn]} ⊂ [π1S], i.e., closed geodesics, such that

∫

Fdμ = lim
n→∞

lh[γn]
lg[γn] ,

where F is the reparametrization function defined in Theorem A. ��
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Proof First, by the sub-additive ergodic theorem we know that forμ−a.e. v ∈ T 1S

lim
t→∞

a(v, t)

t
= Iμ(S,M). (11.4.2)

By the Birkhoff ergodic theorem we have for μ− a.e. v ∈ T 1S

lim
t→∞

1

t

∫ t

0
F(φsv)ds =

∫

Fdμ. (11.4.3)

We define two sets

A :={v ∈ T 1S : v satisfies (11.4.2)}
B :={v ∈ T 1S : v satisfies (11.4.3)}.

Since A and B are both full μ-measure, we have A ∩ B �= ∅.
Pick v ∈ A ∩ B, and εn ↘ 0 as n → ∞. By the Anosov Closing Lemma [28],

for each εn, there exists δn = δn(εn) such that for v ∈ T 1S and Tn = Tn(δn) > 0
satisfying Dg(φTn(v), v) < εn, then there exists wn ∈ T 1S which generates a
periodic orbit τSn on S of period lg(τ Sn ) = T ′n such that

∣
∣Tn − T ′n

∣
∣ < εn and

Dg(φs(v), φs(wn)) < εn for all s ∈ [0, Tn].
Furthermore, because the geodesic flow φt on T 1S is a transitive Anosov flow

and T 1S is compact, by the Poincaré Recurrent Theorem, for each δn given as above,
we can pick Tn to be the n-th return time of the flow φt to the set Bδn(v), i.e.,
Dg(φTn(v), v) < δn for each n.

Suppose τSn corresponds to [γn] ∈ [π1S], then since μ is ergodic, by the Birkhoff
ergodic theorem we have

∫

T 1S

Fdμ = lim
T→∞

1

T

∫ T

0

F(φtv)dt .

Claim
∫

Fdμ = lim
n→∞

∫
γn
F

lg[γn] .

Proof of Claim: Notice that

1

lg[γn] + εn
∫ lg(γn)−εn

0
F(φtv) ≤ 1

tn

∫ tn

0
F(φtv) ≤ 1

lg[γn] − εn
∫ lg(γn)+εn

0
F(φtv).

Because F is Hölder, we know that |F(φtv)− F(φtwn)| ≤ C·Dg(φtv, φtwn)α ≤
C · εαn .
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When n is big enough such that lg[γn] > 2εn (notice that εn ↘ 0 and lg(γn) ↗
∞), we have

∣
∣
∣
∣
∣

1

tn

∫ tn

0
F(φtv)− 1

lg[γn]
∫ lg(γn)

0
F(φtwn)

∣
∣
∣
∣
∣

≤ lg[γn]
∫ lg(γ )

0 |F(φtv)− F(φtwn)| dt
lg[γn] · (lg(γn)− εn) + 2 · lg[γn] · εn · ‖F‖∞

lg[γn] · (lg[γn] − εn)

≤ 1

lg[γn] − εn
(
lg[γn] · C · εαn + 2εn · ‖F‖∞

)

≤ 2C · εαn +
2εn

lg[γn] − εn · ‖F‖∞ .

So, we can now finish the proof of this claim.
Moreover, from the construction of F , ∀[γn] ∈ [π1S] we have

∫

[γn]
F = lh[γn].

Therefore,

∫

Fdμ = lim
n→∞

∫
γn
F

lg[γn] = lim
n→∞

lh[γn]
lg[γn] .

��
Lemma 11.49 Let {[γn]} ⊂ [π1S] be the sequence constructed in the proof of
Lemma 11.48. Then

lim
n→∞

lh[γn]
lg[γn] = Iμ(S,M).

Proof We claim that

lim
n→∞

a(wn, lg[γn])
lg[γn] = lim

n→∞
lh[γn]
lg[γn] .

To see this, by definition,

a(wn, lg[γn]) := dh(π ◦ f ◦ wn, π ◦ f ◦ φ̃lg[γn]wn).

For such [γn] ∈ [π1S], let τSn , τMn denote the corresponding closed geodesics on
S and M , and τ̃ Sn and τ̃Mn denote their lifting on S̃ and Conv((�)), respectively.
Then we know that f̃ (τ̃ Sn ) and τ̃Mn are at most Hausdorff distance R from each
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other. Therefore we can choose xn ∈ τ̃Mn such that dh(πwn, xn) < R. Because dh is
�−invariant, f̃ : S̃ → H

3 is an embedding, and π◦f◦wn and π◦f◦φlg(γn)wn project
to the same point on S, we have dh(γn ·xn, π◦f◦φ̃lg(τn)wn) = dh(π◦f◦wn, xn) < R.
Hence, by the triangle inequality

∣
∣
∣
∣
∣
∣
∣
dh(π ◦ f ◦wn, π ◦ f ◦ φ̃lg(τn)wn)− dh(xn, γn · xn)︸ ︷︷ ︸

=lh(τn)

∣
∣
∣
∣
∣
∣
∣
≤ dh(π ◦ f ◦wn, xn)︸ ︷︷ ︸

≤R

+ dh(γn · xn, π ◦ f ◦ φ̃lg(τn)wn)
︸ ︷︷ ︸

≤R

= 2R.

Therefore,

lim
n→∞

lh[γn]
lg[γn] = lim

n→∞
lh[γn] − 2R

lg[γn] ≤ lim
n→∞

a(wn, lg[γn])
lg[γn]

≤ lim
n→∞

lh[γn] + 2R

lg[γn] = lim
n→∞

lh[γn]
lg[γn] ,

and we can now finish the proof of this claim.
We claim

Iμ(S,M) = lim
t→∞

a(v, t)

t
= lim
n→∞

lh[γn]
lg[γn] .

To see this pick the tn as we mentioned in Lemma 11.48. Then

∣
∣a(v, tn)− a(wn, lg[γn])

∣
∣

≤ ∣
∣dh(π ◦ f ◦ v, π ◦ f ◦ φ̃tnv)− dh(π ◦ f ◦ wn, π ◦ f ◦ φ̃tnwn)

∣
∣

≤ dh(π ◦ f ◦ v, π ◦ f ◦ wn)+ dh(π ◦ f ◦ φ̃lg(γn)wn, π ◦ f ◦ φ̃tnv)
(quas-isometry Lemma 11.42) ≤ C · (dg(π ◦ v, π ◦ wn)
+dg(π ◦ φ̃lg(γn)wn, π ◦ φ̃tnv)

) + 2L

(Anosov closing lemma) ≤ C · (δ2 + ε)+ 2L,

where C and L are the quasi-isometry constants only depending on the embedding
f : S → M .
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Therefore,

lim
tn→∞

a(v, tn)

tn
= lim
n→∞

a(wn, lg[γn])
lg[γn] = lim

n→∞
lh[γn]
lg[γn] .

��
Proof of Theorem 11.3 It is not hard to see the result follows Lemmas 11.48
and 11.49. ��

11.4.3 The Manhattan Curve for Immersed Surfaces

In this subsection we prove Theorem B.

Proof of Theorem B We first recall that by Lemma 11.38, there exists a Hölder
continuous function F : T 1S → T 1S such that

∫
τ F = lh[τ ] for all closed orbit τ

on T 1S. Therefore, we have −alg[τ ] − blh[τ ] =
∫
τ
−a − bF.

Moreover, the pressure for a Hölder continuous function G over the geodesic
flow φt : T 1S → T 1S can be written as

Pφ(G) = lim
T→∞

1

T
log

∑

lg[τ ]≤T
e
∫
τ G.

Thus we deduce that
∑

τ

e−alg[τ ]−blh[τ ] is convergent if Pφ(−a − bF) < 0 and

is divergent if Pφ(−a − bF) > 0. Hence we can identify the Manhattan curve χf
with

{(a, b) ∈ R
2 : Pφ(−a − bF) = 0} = {(a, b) ∈ R

2 : Pφ(−bF) = a}.

Therefore, we have (0, 1), (htop(g), 0) ∈ χf .
Recall by Proposition 11.17 that we know Pφ(−sF ) is analytic. Moreover,

d

ds
Pφ(−sF ) =

∫

−Fdμ−F �= 0.

Thus, by the Implicit Function Theorem, we know the solution of Pφ(−bF) = t is
an analytic curve, i.e., b = b(t) is analytic. In other words, the Manhattan curve χf
and be parametrized and written as (t, b(t)) for t ∈ R.

This implies, again by Proposition 11.17,

1 = d

dt
Pφ(−b(t)F ) = −b′(t)

∫

Fdμ−b(t)F ,
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and

0 = d2

dt2
Pφ(−b(t)F ) = Var(−b′(t)F,μ−b(t)F )− b′′(t)

∫

Fdμ−b(t)F .

Therefore, we have

b′(t) = 1

− ∫
Fdμ−b(t)F

< 0

and

b′′(t) = Var(−b′(t)F,μ−b(t)F )∫
Fdμ−b(t)F

.

Hence, χf is strictly convex unless Var(−b′(t)F,m−b(t)F ) = 0, that is, F is
cohomologus to a constant.

Lastly, it is clear that χf is a straight line when F is cohomologous to a
constant. ��

Using the above theorem, we immediately have the following entropy rigidity
result, which generalizes the Bishop-Steger entropy rigidity given in [10].

Corollary 11.50 Under the same assumption as Theorem A, then

h(1,1) := lim
T→∞

1

T
log #{γ ∈ π1S : lg[γ ] + lh[γ ] < T } ≤ htop(g)

htop(g)+ 1

and the equality holds iff the marked length spectrum of (S, g) is proportional to the
marked length spectrum ofM . ��
Proof First we notice that since 1+ F is Hölder, there exists a unique s0 such that

Pφ(−s0(1+ F)) = 0.

Moreover, by Lemma 1 and the remark after Lemma 1 in [25], we know s0 = h(1,1)
and thus

h(1,1) · (1, 1) ∈ χf .

Since χf is strictly convex and the point htop(g)

htop(g)+1(1, 1) is the intersection of the
line connecting (0, 1) and (htop(g), 0) and the line connecting (0, 0) and (1, 1), we

know that htop(g)

htop(g)+1(1, 1) sits above h(1,1) · (1, 1). See Fig. 11.1. Hence we have

h(1,1) ≤ htop(g)

htop(g)+ 1
.
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Fig. 11.1 Rigidity for h(1,1)

The second assertion is because the convexity of the Manhattan curve. More
precisely, the convexity implies that the equality holds if and only if χf is a straight
line. ��
Remark 11.51 Notice that since the ambient metric h may not be a Riemannian
metric on the immersed surfacef (S), Otal’s marked length spectrum theorem is not
applicable here. ��

11.5 Minimal Hyperbolic Germs

Recall that H is the set of the isotopy classes of pairs consisting of a Riemann
metric g and a symmetric 2-tensor B on S such that the trace of B with respect to g
is zero and (g, B) satisfies the Gauss-Codazzi equations, i.e. Eq. (11.3.3).

The following corollary is an obvious consequence of Theorem A. Recall that
htop(g, B) denotes the topological entropy of the geodesic flow for the immersed
surface (S, g) with second fundamental form B.

Corollary 11.52 Let ρ ∈ R(π1(S),PSL(2,C)) be a discrete, convex cocompact
representation and suppose (g, B) ∈ �−1(ρ) �= ∅. Then there are explicit geometric
constants C1(g, B)and C2(g, B) with 0 ≤ C1(g, B) ≤ C2(g, B) ≤ 1 such that

C1(g, B) · δρ(π1S) ≤ htop(g, B) ≤ C2(g, B) · δρ(π1S) ≤ δρ(π1S)

with the last inequality being a equality if and only if B is identically zero which
holds if and only if ρ is Fuchsian. ��
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Proof Notice that (g, B) ∈ �−1(ρ) means that there exists a π1–injective
immersion f : S → ρ(π1S)\H3 = M such that the induced metric is g and
the second fundamental form is B, where (M, h) is a convex cocompact hyperbolic
3–manifold. Therefore, by Theorem A we have

Ch(f ) · δρ(π1S) ≤ htop(S) ≤ Cg(f ) · δρ(π1S).

Then we pick C1(g, B) = Ch(f ) and C2(g, B) = Cg(f ). The rightmost inequality
is because C2(g, B) = Cg(f ) ≤ 1, and the rigidity is the consequence of
Corollary 11.39. ��
Remark 11.53 By Sullivan’s results (i.e., Theorem 11.28), we can replace the
critical exponent by the Hausdorff dimension in the above corollary. ��

11.5.1 Quasifuchsian Spaces

We call a discrete faithful representation ρ : π1(S) → Isom (H3) quasifuchsian if
and only if the limit set (ρ(π1S)) of ρ(π1S) is a Jordan curve and the domain of
discontinuity ∂∞H

3\(ρ(π1S)) is composed by two invariant, connected, simply-
connected components. QF denotes the set of quasifuchsian representations.

Uhlenbeck [11] pointed out that we can relate the space of minimal hyperbolic
germs H with the character variety R(π1(S),PSL(2,C)), that is the space of
conjugacy classes of representations of π1(S) into PSL(2,C). More precisely,
Uhlenbeck [11] proved that for each data (g, B) ∈ H there exists a representation
ρ : π1(S) → Isom (H3) ∼= PSL(2,C) leaving this minimal immersion invariant,
i.e., there is a map

� :H → R(π1(S),PSL(2,C)). (11.5.1)

We notice that if ρ ∈ QF , then elements in �−1(ρ) are π1(S)−injective
minimal immersions from S to ρ(π1(S))\H3. Moreover, Uhlenbeck in [11] showed
that for ρ ∈ QF , �−1(ρ) is always a non-empty set.

Corollary 11.54 Let ρ ∈ QF be a quasifuchsian representation and (g, B) ∈
�−1(ρ). Then there are explicit geometric constants C1(g, B) and C2(g, B) with
0 ≤ C1(g, B) ≤ C2(g, B) such that

C1(g, B) · δρ(π1S) ≤ htop(g, B) ≤ C2(g, B) · δρ(π1S) ≤ δρ(π1S)

with the last equality if and only if B is identically zero which holds if and only if ρ
is Fuchsian. ��

Using the above corollary, we can give another proof the famous Bowen’s rigidity
theorem.
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Corollary 11.55 (Bowen’s Rigidity [1]) A quasifuchsian representation ρ ∈ QF
is Fuchsian if and only if dimH � = 1. ��
Proof For any (g, B) ∈ �−1(ρ), we have S is an immersed minimal surface in a
quasifuchsian manifoldM = ρ(π1S)\H3 with the induced metric g and the second
fundamental form B. Let K(S) denote the Gaussian curvature of S in M , then by
the Gauss-Codazzi equationK(S) ≤ −1. Therefore using the Theorem B in [2], we
have

htop(g, B) ≥
(− ∫

K(S)dA

Area(S)

) 1
2

≥ 1.

Hence the result is derived by the above lower bound of htop(S) plus the above
corollary. ��

11.5.2 Manhattan Curve for Almost-Fuchsian Space

Recall that the almost-Fuchsian space AF is the space of minimal hyperbolic
germs (g, B) ∈ H such that ‖B‖g < 2. Given a hyperbolic metric m ∈ F and a
holomorphic quadratic differential α ∈ Q([m]), we discuss an informative smooth
path

rα(t) = (gt , tB) ⊂ AF ,

where gt = e2utm and B = Re(α) satisfying ‖tB‖2
gt
< 2. Notice that ut : S → R

is well-defined and smooth on t (cf. [11, Theorem 4.4]). Moreover, Sanders [12]
pointed out that the entropy htop(gt ) varies smoothly along rα(t).

Before we start proving our results, we recall several important concepts of
Anosov flows. We first notice that by the structural stability of the Anosov flow
(cf. Prop. 1 in [29] or [30]), when t is small, for the geodesic flow ψ : T 1(S, gt )→
T 1(S, gt ), there exists is a Hölder continuous function such that ψ is conjugated
to the reparametrized flow φFt : T 1(S,m) → T 1(S,m) where φ : T 1(S,m) →
T 1(S,m) is the geodesic flow. Moreover, when {gt } is a smooth one parameter
family, then the structure stability theorem also indicates that {Ft } form a smooth
one parameter family of Hölder continuous functions on T 1(S,m).

Since we shall only be interested in metrics gt close to g0(= m), it suffices to
consider one parameter families given by perturbation series: for t small,

gt = g0 + t · ġ0 + t
2

2
g̈0 + . . . , and Ft = F0 + t · Ḟ0 + t

2

2
F̈0 + . . . ,

where ġ0, g̈0, . . . are symmetric 2-tensors on T 1(S,m) and Ḟ0, F̈0, . . . are Hölder
continuous functions on T 1(S,m).
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Definition 11.56 The Manhattan curve χt associated with m and gt is defined as
the boundary of the convex set

{(a, b) ∈ R
2 :

∑

γ∈π1S

e−(a·lm[γ ]+b·lgt [γ ]) <∞}.

We can reparametrize the χt : R→ R by writing it as

χt(a) := inf{b ≥ 0 :
∑

γ∈π1S

e−(a·lm[γ ]+b·lgt [γ ]) <∞}

Using the structural stability of Anosov flows, we can adapt Sharp’s method to
our (non-constant curvature) setting and derive the following result. The same proof
of Theorem B gives us the following result.

Theorem 11.57 We have

(1) (0, ht ), (1, 0) ∈ χt .
(2) χt(s) is real analytic.
(3) χt(s) is strictly convex unless t = 0 and χ0(s) is a straight line.

In the following, we discuss the variation of Manhattan curvesχt when varying t .
For convenience, we first consider the renormalized Manhattan curve χ̃t (s) defined
as

χ̃t (s) := χt(s)

htop(gt )
.

Moreover, let ct := −htop(gt )Ft denote the smooth path of zero pressure Hölder
continuous functions. Also, we use dots to denote derivatives with respect to t .

Lemma 11.58 We have

d2

dt2
χ̃t (s)

∣
∣
∣
∣
t=0
= (s − s2)Var(ċ0, μc0).

Proof First, we know χt(s) satisfies Pφ(−sF0−χt(s)Ft ) = 0, therefore χ̃t satisfies

Pφ(sc0 + χ̃t (s)ct ) = 0.

For a fixed s, let ψt := sc0 + χ̃t (s)ct . Notice that when t = 0, χ̃0 is a straight
line satisfying s + χ̃t (s) = 1. So we have ψ0 = c0.

Moreover, we have c0 = −htop(m) · 1 = −1, ψ̇0 = ˙̃χ0c0 + χ̃0ċ0 and ψ̈0 =¨̃χtc0 + 2 ˙̃χ0ċ0 + χ̃0c̈0.
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By Proposition 11.17, we have

0 = d

dt
Pφ(ψt )

∣
∣
∣
∣
t=0
=
∫

ψ̇0dμψ0 =
∫
˙̃χ0c0 + χ̃0ċ0dμc0

= ˙̃χ0(s)

∫

c0dμc0 + χ̃0(s)

∫

ċ0dμc0 .

Since
∫
ċ0dμc0 = 0 (because Pφ(ct ) = 0) and

∫
c0dμc0 < 0, we have

˙̃χ0(s) = 0 ∀s ∈ R.

Furthermore,

0 = d2

dt2
Pφ(ψt )

∣
∣
∣
∣
t=0
= Var(ψ̇0, μψ0)+

∫

ψ̈0dμψ0

= Var( ˙̃χ0︸︷︷︸
�

0

c0 + χ̃0ċ0, μc0)+
∫

⎛

⎜
⎜
⎝
¨̃χtc0 + 2 ˙̃χ0︸︷︷︸

�

0

ċ0 + χ̃0c̈0dμc0

⎞

⎟
⎟
⎠

= (χ̃0(s))
2 ·Var(ċ0, μc0)− ¨̃χt + χ̃0

∫

c̈0dμc0 .

Notice that Pφ(ct ) = 0, then by taking the derivative twice we know,

0 = Var(ċ0, μc0)+
∫

c̈0dμc0,

Therefore, we have

¨̃χ0(s) = (χ̃0(s)
2 − χ̃0(s))Var(ċ0, μc0)

=
(
(1− s)2 − (1− s)

)
Var(ċ0, μc0) = (s2 − s)Var(ċ0, μc0).

��
Theorem 11.59 Let ht := htop(gt ) be the topological entropy for (S, gt ). Then

d2

dt2
χt(s)

∣
∣
∣
∣
t=0
= ḧ0(1− s)− (s − s2)Var(ċ0, μc0).
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Proof It is a direct computation that follows χt = ht · χ̃t where ht := htop(gt ).
More precisely, we have

d2

dt2
χt(s)

∣
∣
∣
∣
t=0
= ḧ0χ̃0(s)+ 2 ˙̃χ0︸︷︷︸

�

0

(s)ḣ0 + ¨̃χ0 h0︸︷︷︸
.

�

1

��

11.5.3 Metrics on F

We see from previous sections that the space of minimal hyperbolic germs H for
a closed surface S shares many similar structures as the quasifuchsian space QF
for S. In [7] Bridgeman proved one can construct a nonnegative two (pressure) form
on QF such that it is the Weil-Petersson form on F . In this section, inspired by
Bridgeman, we discuss a similar construction in our setting.

We shall note that Sanders constructs a metric on the Fuchsian space F ⊂ H
by taking the Hessian of the topological entropy along the path r(t) = (e2utm, tB).
Moreover, this metric is bounded below by the Weil-Petersson metric on F . At the
end of this section, we will provide many other metrics on F using Manhattan
curves, renormalized Manhattan curves, and some other geometric quantities.
Through studying them we can construct a pressure metric as well as other metrics
on F . Moreover, Sanders’ metric is a special case including in our construction.
We will also compare the Weil-Petersson metric, Sanders’ metric and the pressure
metric.

Recall that the fiber of the cotangent bundle of m ∈ F is identified with the
space of holomorphic quadratic differentialsQ([m]) on the Riemann surface (S,m).
Moreover, for each α ∈ Q([m]) and t is small the path rα(t) = (gt , t ·Reα) induces
a path ct in pressure zero Hölder continuous functions over T 1(S,m), namely, ct =
−htop(gt )Ft where Ft is the reparametrized function given by the structure stability
of Anosov flow. Therefore, for each α ∈ Q([m]) can be identified with ċ0, that is,
the derivative of ct at t = 0.

Definition 11.60 For the path rα(t) ⊂ AF and t is small, the renormalized
intersection number Jm,α(t) is defined as

Jm,α(t) := htop(gt ) · lim sup
T→∞

∑

τ∈RT (m)
lgt [τ ]

∑

τ∈RT (m)
lm[τ ]

where gt = e2utm. ��
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Theorem 11.61 We have

Jm,α(t) = htop(gt )
∫

Ftdμ0 = htop(gt ) · lim
T→∞

∑

τ∈RT (m)
lgt [τ ]

∑

τ∈RT (m)
lm[τ ]

where μ0 is the Bowen-Margulis measure for the geodesic flow φ : T 1(S,m) →
T 1(S,m). ��
Proof It follows immediately from the equidistribution property of μ0 (cf. Theo-
rem 11.13). ��
Corollary 11.62 (Theorem C (1)) We have

Jm,α(t) ≤ 1

and equal to 1 if and only if t = 0. ��
Proof By (the proof of) [12, Theorem 3.5] we know htop(gt ) and gt are decreasing
for t > 0. Moreover, gt is decreasing implies that Ft is decreasing. ��
Lemma 11.63 (Theorem C (2))

d2

dt2
Jm,α(t)

∣
∣
∣
∣
t=0
= Var(ċ0, μ0)

where ct := −htop(gt )Ft and μ0 is the Bowen-Margulis measure of the geodesic
flow T 1(S,m)→ T 1(S,m).

Proof

d2

dt2
Jm,α(t) = d2

dt2

∫

htop(gt )Ftdμ0 = − d
2

dt2

∫

ctdμ0 = −
∫

c̈tdμ0.

Moreover, Pφ(ct ) = 0 implies

0 = Var(ċ0, μ0)+
∫

c̈0dμ0.

��
Let us recall a computational lemma from Pollicott [29, Lemma 5] and Sanders

[12, P. 12].
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Lemma 11.64 Let r(t) = (e2utm, t ·Reα) and for t small gt = m+ t ġ0+ t2

2 g̈0 . . ..
We have

∫

T 1S

g̈0(v, v)

2
dμ0 =

∫

T 1S

ü0dμ0 = −2π
∫

S

‖α‖2
m dVm = −2π ||α||2WP ,

∫

T 1S

Ḟ0dμ0 =
∫

T 1S

ġ0(v, v)dμ0 and
∫

T 1S

F̈0dμ0 ≤
∫

T 1S

g̈0(v, v)

2
dμ0.

(11.5.2)

Lemma 11.65 (Theorem C (2)) For t is small, let rB(t) = (gt , tB) ∈ AF
and Ft be the Hölder reparametrization function corresponding to gt . Then ċ0 is
cohomologous to 0 if and only if B = 0. ��
Proof The only if part is clear. Suppose ċ0 = 0. Let’s denote htop(gt ) by ht , and
notice that h0 = 1 and F0 = 1. Therefore,

ċ0 ∼ 0 ⇐⇒ h0Ḟ0 ∼ −ḣ0F0

⇐⇒ Ḟ0 ∼ −ḣ0

Then by Lemma 11.64, we have−ḣ0 = 0, and which implies ht ≡ 1 and Ft ∼ 1 for
t is small. In other words, (S, gt ) and (S,m) share the same marked length spectrum.
Thus, gt = m for t is small; however, it is impossible unless B = 0. ��
Theorem 11.66 (Theorem C (3)) The second derivative of the normalized asymp-
totic geodesic distortion defines a metric on F , and which is called the pressure
metric and denoted by || · ||P . ��
Proof By Lemma 11.63, we know d2

dt2
Jm,α(t)

∣
∣
∣
t=0

= Var(ċ0, μ0) which is the

pressure metric we defined in Sect. 11.2.7 (since c0 = −1).
Lastly, notice that Lemma 11.65 guarantees that

||α||2P :=
d2

dt2
Jm,α(t)

∣
∣
∣
∣
t=0
= Var(ċ0, μ0)

is non-degenerate, i.e., Var(ċ0, μ0) = 0 implies α = 0. ��
Corollary 11.67 The second derivatives of renormalized Manhattan curves defines
a family of metrics on F . ��
Proof This is because for s ∈ (0, 1)

− d2

dt2
χ̃t (s)

∣
∣
∣
∣
t=0
= (s − s2)Var(ċ0, μ0) = (s − s2) · ||α||2P .

��
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In Sander’s paper, he showed a relation between the Sanders’ metric || · ||2S
(defined by the second derivative of entropy) and the Weil-Petersson metric || · ||WP .

Theorem 11.68 (Sanders, Theorem 3.8 [12]) For α ∈ Q([m]) and rα(t) =
(gt , tReα) ∈ AF we have

||α||2S :=
d2

dt2
htop(gt )

∣
∣
∣
∣
t=0
≥ 2π ||α||2WP

where || · ||WP is the Weil-Petersson metric on F . ��
We strengthen the above result and add the pressure metric || · ||P into the

comparison. Before we write the statement we give a computational lemma.

Corollary 11.69 (Corollary 11.6) Let (m, 0) be a Fuchsian pair and α ∈ Q([m])
be holomorphic quadratic differential. Then

||α||2S :=
d

dt2
htop(gt )

∣
∣
∣
∣
t=0
≥ ||α||2P + 2π ||α||2WP .

Proof Let us consider ct := −htop(gt , tB) · Ft = −htFt and thus c0 = −1. Since
Pφ(ct ) = 0, we know that

∫
ċ0dμ0 = 0 where μ0 is the Bowen-Margulis measure

of the flow φ : T 1Srα(0) → T 1Srα(0), i.e., mc0 = μ0 and ċ0 ∈ Tc0P(T 1(S,m)).
Therefore, by Proposition 11.19, the pressure metric of ċ0 is

||α||2P := ‖ċ0‖2
P = −

Var(ċ0, μ0)∫
c0dμ0

=
∫
c̈0dμ0∫
c0dμ0

= −
∫

c̈0dμ0.

Notice that h0 = 1, F0 = 1, and u̇0 = 0, so by Lemma 11.64

∫

Ḟdμ0 =
∫

ġ0dμ0 =
∫

2u̇0m(v, v)dμ0 = 0,

and hence

0 ≤ ‖ċ0‖2
P = ḧ0 + 2ḣ0

∫

Ḟ0dμ0 + h0

∫

F̈0dμ0

= ḧ0 +
∫

F̈0dμ0.

Therefore, by Lemma 11.64, we know

ḧ0 = ||α||2P −
∫

T 1S

F̈0dμ0 ≥ ||α||2P −
∫

T 1S

g̈0(v, v)

2
dμ0

= ||α||2P + 2π ‖α‖2
WP .

��
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Corollary 11.70 (Corollary 11.7) One can define a family of metrics on the
Fuchsian space F by using the Hessian of χt(s) for s ∈ [0, ε) for some ε > 0. ��
Proof By Theorem 11.59, we get

||α||2χs :=
d2

dt2
χt(s)

∣
∣
∣
∣
t=0
= ḧ0(1− s)− (s − s2)||α||2P .

Furthermore, since when s = 0 by the above theorem we know ||α||2χ0
> 0 and

by the continuity of ||α||2χs , there exists ε > 0 such that for s ∈ [0, ε)

||α||2χs > 0.

��
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Chapter 12
Higher Teichmüller Theory for Surface
Groups and Shifts of Finite Type

Mark Pollicott and Richard Sharp

Abstract The Teichmüller space of Riemann metrics on a compact oriented surface
V without boundary comes equipped with a natural Riemannian metric called the
Weil–Petersson metric. Bridgeman, Canary, Labourie and Sambarino generalised
this to Higher Teichmüller Theory, i.e. representations of π1(V ) in SL(d,R), and
showed that their metric is analytic. In this note we will present a new equivalent
definition of the Weil–Petersson metric for Higher Teichmüller Theory and also
give a short proof of analyticity. Our approach involves coding π1(V ) in terms of a
symbolic dynamical system and the associated thermodynamic formalism.

12.1 Introduction

Given a compact oriented surface V without boundary of genus g ≥ 2, the classical
Teichmüller space T (V ) is the space of hyperbolic structures on V , i.e. Riemannian
metrics of constant curvature −1. Then T (V ) is diffeomorphic to R

6g−6 and it
supports a number of natural metrics. One of the best known of these is the Weil–
Petersson metric, which is negatively curved but incomplete. Let � denote the
fundamental group π1(V ) of V . By the uniformisation theorem, each element of
T (V ) can be realised as H

2/ρ(�), where ρ : � → PSL(2,R) is a discrete co-
compact representation of � into PSL(2,R) = Isom+(H2) and where the action on
H

2 is by Möbius transformations. In fact, Goldman [8] and Hitchin [9] showed that
T (V ) can be identified with a connected component in the representation space

Rep(�,PSL(2,R)) = Hom(�,PSL(2,R))/PSL(2,R),

where PSL(2,R) acts by conjugation. (Some modification is needed to obtain a
Hausdorff quotient space, see [2] or [7] for details. However this does not affect
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the Teichmüller component or the Hitchin components introduced below.) Another
(homeomorphic) connected component T ′(V ) is obtained through the action of an
outer automorphism of PSL(2,R) (corresponding to reversing the orientation of V ).

In 1958, Weil defined the Weil–Petersson metric on Teichmüller space, using
the Petersson inner product on modular forms. An alternative definition of the
metric was introduced by Thurston, the equivalence of which to the Weil–Petersson
metric was shown by Wolpert in 1986 [26]. In 2008, McMullen gave a more
thermodynamic formulation, using the pressure metric [16].

In recent years, particularly through the work of Bridgeman, Canary, Labourie
and Sambarino, there have been significant advances in generalizing the definition
of Weil–Petersson metric to more general classes of representation spaces. In this
broader context this metric was also called the pressure metric. In particular, in [3],
they considered representations of hyperbolic groups into the higher rank groups
SL(d,R), d ≥ 3, and showed real analyticity of their metric on the natural
analogue of Teichmüller space in this setting. One of the aims of the present
paper is to provide an alternative definition of Weil–Petersson metric and a simpler
proof of the analyticity result, albeit in the more restrictive setting of surface
groups.

We begin by recalling another equivalent definition of the classical Weil–
Petersson metric from [20], based on [22]. Given an analytic family of represen-
tations

(−ε, ε)→ Rep(�,PSL(2,R)) = Hom(�,PSL(2,R))/PSL(2,R) : λ �→ ρλ,

with expansion

ρλ = ρ0 + ρ(1)λ+ o(λ),

where tr(ρ(1)) = 0, it suffices to define the norm of the tangent ρ(1). (We assume
that the familiy is non-trivial and thus ε > 0 can be chosen sufficiently small that
ρλ �= ρ0 for λ �= 0.) One approach to doing this is given in Proposition 12.1 below.

For g ∈ �, let [g] denote its conjugacy class and let C (�) denote the set of
non-trivial conjugacy classes in �. To each conjugacy classes [g] ∈ C (�) and
λ ∈ (−ε, ε), we associate the length lρλ([g]) of corresponding closed geodesic in
H

2/ρλ(�). We recall that

lim
T→+∞

1

T
log #{[g] ∈ C (�) : lρ0([g]) ≤ T } = 1.

The next result describes how the growth rate changes if, for a given λ �= 0, we
restrict to conjugacy classes [g] for which lρλ([g]) is close to lρ0([g]).
Proposition 12.1 ([20, 22]) For each λ ∈ (−ε, ε) \ {0}, there exists 0 < α(λ) < 1
such that



12 Higher Teichmüller Theory for Surface Groups and Shifts of Finite Type 397

α(λ)

= lim
δ→0

lim
T→+∞

1

T
log #

{

[g] ∈ C (�) : lρ0([g]) ≤ T and
lρλ([g])
lρ0([g])

∈ (1 − δ, 1+ δ)
}

.

(12.1.1)

Furthermore, if we define α : (−ε, ε) → [0, 1] by setting α(0) = 1 then the Weil–
Petersson norm is given by

‖ρ(1)‖ = − 1

12π(g − 1)

∂2α(λ)

∂λ2

∣
∣
∣
∣
λ=0
.

Indeed, [22] contains a stronger asymptotic result than (1.1), but the above
statement suffices for our purpose of studying the Weil–Petersson metric.

It is natural to consider the generalisation of this approach to representations in
the higher rank group PSL(d,R) (for d ≥ 3). As we discuss in Sect. 12.2, there
is a natural representation from PSL(2,R) to PSL(d,R) (induced by the action on
homogeneous polynomials in two variables of degree d−1) and a representationR :
� → PSL(d,R) is called Fuchsian if it is obtained from a representation in T (V )
or T ′(V ) by composition. Unlike the d = 2 case, the Fuchsian representations do
not fill out a whole connected component of the representation space

Rep(�,PSL(d,R)) = Hom(�,PSL(d,R))/PSL(d,R)

but a component containing a Fuchsian representation is called a Hitchin compo-
nent. Such a component is an analytic manifold diffeomorphic to an open ball of
dimension (2g − 2) dim(PSL(d,R)) [10].

Let H be a Hitchin component. The natural problem of defining an analogue
of the Weil–Petersson metric on H has already been considered by Bridgeman,
Canary, Labourie and Sambarino (in the even more general setting of Gromov
hyperbolic groups) in [3]. We start by defining a numerical characteristic called the
entropy of a representation. Representations in the Hitchin component have the key
proximality property that for g ∈ � \ {1�}, the matrix R(g) (which we can think of
as lifted to SL(d,R)) has a unique simple eigenvalue λ(g) which is strictly maximal
in modulus, satisfies |λ(g)| > 1, and which only depends of the conjugacy class [g].
This then allows us to define the entropy, h(R), of a representation R ∈H by

h(R) = lim
T→+∞

1

T
log (#{[g] ∈ C (�) : dR([g]) ≤ T }) ,

where dR([g]) = log |λ(g)|. Bridgeman, Canary, Labourie and Sambarino have
shown that the entropy is analytic on H :

Theorem 12.2 (Bridgeman et al. [3]) The map h :H → R is real analytic. ��
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In the particular case d = 2 then, as noted above, we always have that h(R) = 2
and the result is trivial. (This is because, in this case, we have λ(g) = exp(l([g])/2),
where l([g]) is the length of the unique closed geodesic in the free homotopy class
determined by the conjugacy class [g], the claim then following from the Prime
Geodesic Theorem of Huber [11]. This is closely related to the geodesic flow
which has entropy one, the factor of two coming from the normalization.) In [3],
Bridgeman, Canary, Labourie and Sambarino introduced a generalised intersection
form and a generalised Weil–Petersson norm on H .

Definition 12.1.1 The intersection is defined on the Hitchin component by

I (R0, R1) = lim
T→+∞

∑
dR0 ([g])≤T

dR1 ([g])
dR0 ([g])

#{[g] ∈ C (�) : dR0([g]) ≤ T }
.

The normalised intersection is then defined by

J (R0, R1) = h(R1)

h(R0)
I (R0, R1).

Given an analytic family of representations Rλ ∈H , λ ∈ (−ε, ε), with expansion

Rλ = R0 + λR(1) + o(λ),

one can define the Weil–Petersson norm of the tangent R(1) by

‖R(1)‖2 = ∂2J (R0, Rλ)

∂λ2

∣
∣
∣
∣
λ=0

.

A key property of the Weil–Petersson norm is the following.

Theorem 12.3 (Bridgeman et al. [3]) The normalised intersection J and the norm
‖ · ‖ are real analytic. ��

We will present short proofs of Theorem 12.2 and Theorem 12.3 in Sect. 12.5.
Our main result is the following new equivalent definition of the Weil–Petersson

norm, which is inspired by Proposition 12.1.

Theorem 12.4 Let Rλ ∈ H , λ ∈ (−ε, ε) be a (non-constant) analytic family of
representations. Then for each λ ∈ (−ε, ε) \ {0}, there exists 0 < α(λ) < h(R0)

such that

α(λ) = lim
δ→0

lim
T→+∞

1

T
log #

{[g] : dR0([g]) ≤ T and

dRλ([g])
dR0([g])

∈
(
h(R0)

h(Rλ)
− δ, h(R0)

h(Rλ)
+ δ

)}

.
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Furthermore, if we define α : (−ε, ε) → [0, h(R0)] by setting α(0) = h(R0) then
the Weil–Petersson metric is given by

‖R(1)‖2 = − 4

h(R0)

∂2α(λ)

∂λ2

∣
∣
∣
∣
λ=0

.

The approach of Bridgeman et al. in [3] is to use the thermodynamic approach
of McMullen [16] (involving the pressure metric). In the present note, we will
also use the thermodynamic approach, but we introduce two new ingredients
which help simplify the analysis. Firstly, we introduce the thermodynamics directly
via the strongly Markov structure of � and an associated one-sided subshift of
finite type, rather than more indirectly via the construction of a flow and the
associated symbolic dynamics for that flow. Secondly, we will bypass many of the
complications associated with studying the analyticity properties of pressure using
Banach manifolds by the introduction of a suitable family of complex functions.

12.2 Representations and Proximality

In this section we discuss the generalisation of the classical Teichmüller theory
of representations into PSL(2,R) to PSL(d,R) (for d ≥ 3). In particular, we
discuss the Hitchin components and the associate proximality property introduced
in the introduction. We then describe the key ideas that link the geometry of the
representation space to a readily analysed dynamical system.

There is an irreducible representation of ι : PSL(2,R) → PSL(d,R), induced
by the natural action on the space of homogeneous polynomials of degree d − 1,

(
a b

c d

)

· P(X, Y ) = P(aX + bY, cX + dY ),

and representations of the form R = ι ◦ ρ, with ρ : � → PSL(2,R) in T (V )
or T ′(V ), are called Fuchsian representations. More generally, a representation of
R : � → PSL(d,R) is said to be in a Hitchin component H if it is in the same
connected component of the representation space

Rep(�,PSL(d,R)) = Hom(�,PSL(d,R))/PSL(d,R)

as a Fuchsian representation. (If d is odd there is a single Hitchin component but if
d is even there are two Hitchin components.)

For future use, we note that a representation in the Hitchin component can be
lifted to a representation over � in SL(d,R). To see this, note first that since � is
torsion free, a discrete faithful representation ρ : � → PSL(2,R) can be lifted to
a representation ρ̃ : � → SL(2,R) [4]. Furthermore, ι is actually obtained from
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a representation ι̃ : SL(2,R) → SL(d,R) and ι̃ ◦ ρ̃ is a lift of ι ◦ ρ. Finally,
Theorem 4.1 of [4] tells us that any representation in a Hitchin component also
has a lift to SL(d,R). We will use the same symbol to denote both the original and
lifted representations.

We next discuss the notion of a hyperconvex representation and describe how
it relates the boundary of the group � to something akin to a limit set in RPd−1.
The boundary of �, denoted ∂�, is the well-defined topological space obtained from
the set of (one-sided) infinite geodesic paths in the Cayley graph of � by declaring
that two paths are equivalent if they remain a bounded distance apart. In the case
where � is the fundamental group of a compact surface without boundary, ∂� is
homeomorphic to S1.

We recall that a flag space F for Rd is a collection of subspaces V1 ⊂ V2 ⊂
· · · ⊂ Vd of Rd with dim(Vi) = i. There is a natural linear action of each R(g) ∈
SL(d,R) on R

d which induces a corresponding action on the vector subspaces, and
thus on the flags.

Definition 12.2.1 A representation of R : � → SL(d,R) is hyperconvex if there
exist �-equivariant (Hölder) continuous maps (ξ, θ) : ∂� → F ×F such that for
distinct x, y ∈ F the images ξ(x) = (Vi(x))di=0 and θ(x) = (Wi(x))di=0 satisfy
Vi(x)⊕Wd−i (x) = R

d , for i = 0, · · · , d . ��
By �-equivariance we mean that R(g)ξ(x) = ξ(gx), where R(g)ξ(x) is the

image under the linear action of R(g) for g ∈ �.
The following fundamental result of Labourie tells us that the representations in

a Hitchin component are hyperconvex.

Proposition 12.5 (Labourie [15]) If R ∈H then R hyperconvex. ��
For our purposes it suffices for us to focus on one component of ξ : ∂� → F ,

say, and furthermore take the one dimensional subspace V1(x) in the flag given by
ξ0(x) = V1(x), say. This corresponds to a point in projective space and thus we
have a Hölder continuous �-equivariant map from ∂� to RPd−1.

Let R ∈ H . An important consequence of the hyperconvexity of R is that,
for each g ∈ � \ {1�}, the matrix R(g) ∈ SL(d,R) is proximal, i.e. it has a
unique simple eigenvalue λ(g) which is strictly maximal in modulus (and which
only depends on the conjugacy class [g]) [15, 21]. Since detR(g) = 1, we have
|λ(g)| > 1. As above, we will write dR([g]) = log |λ(g)| > 0.

It will prove important to characterise dR([g]) in terms of the action that
R(g) induces on projective space. We can consider the projective action R̂(g) :
RPd−1 → RPd−1 of the representation R(g) ∈ SL(d,R) defined by R̂(g)[v] =
R(g)v/‖R(g)v‖2 (where v ∈ R

d \ {0} is a representative element).
The proximality of R(g) ensures that R̂(g) : RPd−1 → RPd−1 has a unique

attracting fixed point ξg ∈ RPd−1. We can use the following simple lemma to relate
the weight dR([g]) to the action of R(g) on RPd−1.
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Lemma 12.2.1 If g ∈ � \ {1�} and ξg ∈ RPd−1 is the attracting fixed point for
R̂(g) : RPd−1 → RPd−1 then

dR([g]) = − 1

d
log det(Dξg R̂(g)).

Proof We can consider the linear action of R(g) on R
d , then the fixed point

corresponds to an eigenvector v and the result follows from a simple calculation
using that the linear action of R(g) ∈ SL(d,R) preserves area in R

d . More
precisely, ξg corresponds to an eigenvector v for the maximal eigenvalue λ(g), with
|λ(g)| > 1, for the matrix R(g). We can assume without loss of generality that
‖v‖ = 1 and then for arbitrarily small δ > 0 we can consider a δ-neighbourhood
of v which is the product of a (d − 1)-dimensional neighbourhood in RPd−1

and a δ-neighbourhood in the radial direction. The effect of the linear action of
R(g) is to replace v by λ(g)v, and thus stretch the neighbourhood in the radial
direction by a factor of |λ(g)|. Since R(g) has determinant one, the volume of the
(d − 1)-dimensional neighbourhood contracts by |λ(g)|−1. To calculate the effect
of the projective action R̂(g), we need to rescale λ(g)v to have norm one, which
corresponds to multiplication by the diagonal matrix diag(|λ(g)|−1, . . . , |λ(g)|−1).
In particular, the (d − 1)-dimensional neighbourhood in RPd−1 shrinks by a factor
of approximately |λ(g)|−d , giving the result. ��

12.3 Symbolic Dynamics

The structure of the group � allows us to code it in terms of a symbolic dynamical
system, namely a subshift of finite type. We will describe this and then discuss
how the geometric information given by the numbers dR([g]) may also be encoded.
This in turn enables use to use the machinery of thermodynamic formalism to
define a form of pressure function and hence an associated metric on spaces of
representations.

As the fundamental group of a compact orientable surface without boundary of
genus g ≥ 2, � has the standard presentation

� =
〈

a1, . . . , ag, b1, . . . , bg |
g∏

i=1

[ai, bi] = 1

〉

.

We write �0 = {a±1
1 , · · · , a±1

g , b
±1
1 , · · · , b±1

g } for the symmetrised generating set.
The surface group � is a particular example of a Gromov hyperbolic group and

as such it is a strongly Markov group in the sense of Ghys and de la Harpe [6],
i.e., they can be encoded using a directed graph and an edge labelling by elements
in �0. Lemma 12.3.1 below deals with the particular case of surface groups, where
the more precise statements, including the relationship between closed paths and
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conjugacy classes, follow from the work of Adler and Flatto [1] and Series [23] on
coding the action on the boundary and the associated shift of finite type is mixing.

Lemma 12.3.1 We can associate to (�, �0) a directed graph G = (V ,E), with a
distinguished vertex ∗ ∈ V , and an edge labelling ρ : E→ �0, such that:

(1) no edge terminates at ∗;
(2) there is at most one directed edge between each ordered pair of vertices;
(3) the map from the set finite paths in the graph starting at ∗ to � \ {e} defined by

(e1, . . . , en) �→ ρ(e1) · · · ρ(en)

is a bijection and |ρ(e1) · · ·ρ(en)| = n;
(4) after removing finitely many closed paths, the map from closed paths in G

(modulo cyclic permutation) to C (�) induced by ρ is a bijection and for such
a closed path (e1, . . . , en, e1), n is the minimum word length in the conjugacy
class of ρ(e1) · · ·ρ(en); and

(5) a conjugacy class in C (�) is primitive (i.e. it does not contain an element of
the form gn with g ∈ � and n ∈ Z \ {−1, 1}) if and only if the corresponding
closed path is not a power of a shorter path.

Furthermore, the subgraph obtained be deleting the vertex ∗ has the aperiodicity
property that there exists N ≥ 1 such that, given any two v, v′ ∈ V \ {∗}, there is a
directed path of length N from v to v′. ��

We now introduce a dynamical system. We can associate to the directed graphG
a subshift of finite type where the states are labelled by the edges in the graph after
deleting the edges that originate in the vertex ∗. In particular, if there are k such
edges then we can define a k × k matrix A by A(e, e′) = 1 if e′ follows e in the
directed graph and then define a space

� = {x = (xn)∞n=0 ∈ {1, . . . , k}Z
+

: A(xn, xn+1) = 1, n ≥ 0},

where for convenience we have labelled the edges 1, . . . , k. This is a compact space
with respect to the metric

d(x, y) =
∞∑

n=0

1− δ(xn, yn)
2n

.

The shift map is the local homeomorphism σ : � → � defined by (σx)n = xn+1.
By Lemma 12.3.1,A is aperiodic (i.e. there existsN ≥ 1 such thatAN has all entries
positive) and, equivalently, the shift σ : � → � is mixing (i.e. for all open non-
empty U,V ⊂ �, there exists N ≥ 1 such that σ−n(U) ∩ V �= ∅ for all n ≥ N).
The periodic orbits for σ correspond exactly to the conjugacy classes in C (�) and
they are prime if and only if the corresponding conjugacy class is primitive.
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There is a natural surjective Hölder continuous map π : � → ∂� defined
by setting π((xn)∞n=0) to be the equivalence class of the infinite geodesic path
(ρ(xn))

∞
n=0 in ∂�.

However, the shift σ : � → � only encodes information about � as an
abstract group. In order to keep track of the additional information given by the
representation of � in PSL(d,R) we need to introduce a Hölder continuous function
r : �→ R.

Definition 12.3.1 We can associate a map r : �→ R defined by

r(x) = − 1

d
log det(D'(x)R̂(gx0)),

(i.e., the Jacobian of the derivative of the projective action) where ' = ξ0 ◦ π
and where gx0 = ρ(x0) is the generator corresponding to the first term in x =
(xn)

∞
n=0 ∈ �. ��

Given r : �→ R and x ∈ � we denote rn(x) := r(x)+r(σx)+· · ·+r(σn−1x)

for n ≥ 1. We now have the following simple but key result.

Lemma 12.3.2 The function r : � → R is Hölder continuous, and if σnx = x is a
periodic point corresponding to an element g ∈ � then rn(x) = dR([g]). ��
Proof The Hölder continuity of r follows immediately from the Hölder continuity
of ξ0, which in turn comes from Proposition 12.5. The second part of the lemma fol-
lows from the equivariance and the observation '(σx) = R(gx0)'(x). Moreover,
that the periodic point x has an image '(x)(= ξg) which is fixed by R̂(g) and the
result follows from Lemma 12.2.1. ��

The next lemma shows how the analytic dependence of the representations
translates into analytic dependence of the associated function r .

Lemma 12.3.3 For a Cω family (−ε, ε) � λ �→ Rλ of representations, the
associated maps rλ have a Cω dependence. ��
Proof The proof is very similar to Proposition 2.2 in [12], which is in turn based on
the classical approach of Mather, and the refinement of de la Llave-Marco-Moriyón
[5], to showing the existence of, and analytic dependence of, a conjugating (Hölder)
homeomorphism between nearby expanding maps on a manifold (i.e., structural
stability). Given this similarity, it suffices to only outline the main steps in the
proof. The main objective is to construct a natural family of (Hölder) continuous
equivariant maps 'λ : � → RPd−1, that is a family of (Hölder) continuous
maps satisfying Rλ(gx0)'λ(x) = 'λ(σx), for x ∈ �. Given any 0 < α < 1, we
let Cα(�,RPd−1) denote the Banach manifold of α-Hölder continuous functions
on � taking values in the projective space RPd−1. We can now consider the
family of maps Hλ : Cα(�,RPd−1) → Cα(�,RPd−1) defined by Hλ(')(x) =
Rλ(g

−1
x0
)'(σx), for x ∈ � with first symbol x0, and ' ∈ Cα(�,RPd−1). In

particular, providing 0 < α < 1 is sufficiently small then one can show that for each
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λ ∈ (−ε, ε) there exists a unique continuous family 'λ which is a fixed point (i.e.,
Hλ('λ) = 'λ) and, moreover, the maps (−ε, ε) ∈ λ �→ 'λ ∈ Cα(�,RPd−1)

are analytic. This follows from an application of the Implicit Function Theorem.
More precisely, in order to apply the Implicit Function Theorem we first observe
that we can identify the tangent space TvRPd−1 at v ∈ RPd−1 with R

d−1. We
can then consider the derivative DHλ : Cα(�,Rd−1) → Cα(�,Rd−1) which can
be defined by DHλ(�)(x) = Dg−1

x0
�(x), for � ∈ Cα(�,Rd−1) and x ∈ �. For

0 < α < 1 sufficiently small the hyperbolic nature of R̂λ(g−1
x0
) ensures that the

operator (DHλ − I) : Cα(�,Rd−1) → Cα(�,Rd−1) is invertible. (This is more
readily seen in the case of (DHλ− I) : C(�,Rd−1)→ C(�,Rd−1) on continuous
functions, the setting of Mather’s original proof, but then the result extends to Hölder
functions providing α is sufficiently small, as in the article of de la Llave-Marco-
Moriyón [5]). It then follows from the Implicit Function Theorem that there is a
unique fixed point'λ and also that this depends analytically on λ ∈ (−ε, ε). Finally,
writing rλ(x) = log det(Rλ(gx0))('λ(x)) we see that this too depends analytically
on λ ∈ (−ε, ε). ��

12.4 Thermodynamic Formalism

In this section we discuss the thermodynamic formalism associated to the map σ :
� → � and, subsequently, to an associated suspended semiflow. (We refer the
reader to [18] for a more detailed account.) We say that two Hölder continuous
functions f1, f2 : � → R are cohomologous if f1 − f2 = u ◦ σ − u, for some
continuous function u : � → R. Then f1 and f2 are cohomologous of and only if
f n1 (x) = f n2 (x) whenever σnx = x, n ≥ 1.

Let Mσ denote the set of σ -invariant probability measures on �. For a Hölder
continuous function f : �→ R, its pressure P(f ) is defined by

P(f ) := sup
μ∈Mσ

{

hσ (μ)+
∫

f dμ

}

,

where hσ (μ) denotes the measure-theoretic entropy, and its equilibrium state μf is
the unique σ -invariant probability measure for which the supremum is attained. If
f is not cohomologous to a constant then

Iσ (f ) :=
{∫

f dμ : μ ∈Mσ

}

is a non-trivial closed interval and, for ξ ∈ int(I (f )),

sup

{

h(μ) : μ ∈Mσ and
∫

f dμ = ξ
}

> 0.
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The following result is standard (see [18]).

Lemma 12.4.1 The map t �→ P(tf1 + f2) is real analytic on R and satisfies

dP(tf1 + f2)

dt

∣
∣
∣
∣
t=0
=
∫

f1 dμf2 .

We will also need some material about suspended semi-flows over σ : � → �.
Let f : �→ R be strictly positive and Hölder continuous.

Definition 12.4.1 We define

�f = {(x, s) : x ∈ �, 0 ≤ s ≤ f (x)}/ ∼,

where we have quotiented by the relation (x, f (x)) ∼ (σx, 0). The associated
suspended semiflow σft : �f → �f , t ≥ 0, is defined by σft (x, s) = (x, s + t),
modulo the identifications. ��

Let Mσf denote the set of σf -invariant probability measures on �f . Each m ∈
Mσf takes the form dm = (dμ× dt)/ ∫ f dμ, where μ ∈Mσ and their entropies
are related by

hσf (m) =
hσ (μ)∫
f dμ

.

For a Hölder continuous function G : �f → R, its equilibrium state mG is the
unique σf -invariant probability measure for which

hσf (mG)+
∫

GdmG = P(G) := sup
m∈M

σf

{

hσf (m)+
∫

Gdm

}

.

Then dmG = (dμg−P(G)f × dt)/
∫
f dμg−P(G)f , where g : � → R is defined by

g(x) =
∫ f (x)

0
G(x, s) ds.

In particular, σf has a unique measure of measure of maximal entropy m0 for σf ,
i.e. a unique measure m0 such that

hσf (m0) = sup
m∈M

σf

hσf (m).
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Furthermore, hσf (m0) is equal to the topological entropy

h(σf ) := lim
T→∞

1

T
log

( ∞∑

n=1

#
{
σnx = x : f n(x) ≤ T }

)

.

This measure is given by dm0 = (dμ−h(σf )f × dt)/
∫
f dμ−h(σf )f and we have

h(σf ) = hσf (m0) =
hσ (μ−h(σf )f )∫
f dμ−h(σf )f

.

The topological entropy is also characterised by the equation P(−h(σf )f ) = 0.
We have the following analogue of Lemma 12.4.1 (see Lemma 1 of [24]).

Lemma 12.4.2 The map t �→ P(tG1 +G2) is real analytic on R and satisfies

dP(tG1 +G2)

dt

∣
∣
∣
∣
t=0
=
∫

G1 dmG2 .

If G is not cohomologous to a constant then

Iσf (G) :=
{∫

Gdm : m ∈M f
σ

}

is a non-trivial closed interval. Furthermore,

{∫

GdmtG : t ∈ R

}

= int(Iσf (G)).

We use the following large deviation type result.

Lemma 12.4.3 Let f1, f2 : � → R be strictly positive Hölder continuous
functions such that 0 ∈ int(Iσ (f1 − f2)). Then

β(f1, f2) :=

lim
δ→0

lim sup
T→∞

1

T
log

( ∞∑

n=1

#

{

σnx = x : f n1 (x) ≤ T and
f n2 (x)

f n1 (x)
∈ (1− δ, 1+ δ)

})

satisfies

β(f1, f2) = sup

{
h(μ)

∫
f1 dμ

: μ ∈Mσ ,

∫

f1 dμ =
∫

f2 dμ

}

.

In particular, 0 < β(f1, f2) ≤ h := h(σf1) and β(f1, f2) = h if and only if∫
f1 dμ−hf1 =

∫
f2 dμ−hf1 , where μ−hf1 is the equilibrium state for −hf1. ��
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Proof We apply results about periodic orbits for hyperbolic flows, which also apply
to suspended semiflows over subshifts of finite type. We have that

∞∑

n=1

#

{

σnx = x : f n1 (x) ≤ T and
f n2 (x)

f n1 (x)
∈ (1− δ, 1 + δ)

}

= #

{

τ : l(τ ) ≤ T and
∫

F dmτ ∈ (1− δ, 1+ δ)
}

,

where τ denotes a periodic orbit of the suspended semi-flow σf1 with least period
l(τ ),mτ is the corresponding orbital measure (of total mass l(τ )) and F : �f1 → R

satisfies
∫
F dmτ = f n2 (x). (The functionF may be constructed as follows. Choose

a smooth function κ : [0, 1] → R
+ such that κ(0) = κ(1) = 0 and

∫ 1
0 κ(s) ds =

1. Then set F(x, s) = (f2(x)/f1(x))κ(s/f1(x)).) Using Kifer’s large deviations
results for hyperbolic flows [13], we have

lim
T→∞

1

T
log #

{

τ : l(τ ) ≤ T and
1

l(τ )

∫

F dmτ ∈ (1− δ, 1+ δ)
}

= sup

{

h(m) : m ∈Mσf1 and
∫

F dm ∈ (1− δ, 1 + δ)
}

= sup

{
h(μ)

∫
f1 dμ

: μ ∈Mσ and

∫
f2 dμ∫
f1 dμ

∈ (1− δ, 1+ δ)
}

= sup
ξ∈(1−δ,1+δ)

H (ξ),

where

H(ξ) = sup

{
h(μ)

∫
f1 dμ

: μ ∈Mσ and

∫
f2 dμ∫
f1 dμ

= ξ
}

.

SinceH(ξ) is analytic, letting δ→ 0 gives the required formula for β(f1, f2). (The
analyticity of H follows from the fact that −H is the Legendre transform of the
pressure function t �→ P(tF ).) That β(f1, f2) ≤ h is immediate and β(f1, f2) > 0
follows from 0 ∈ int(Iσ (f1 − f2)), since

∫
f2 dμ/

∫
f1 dμ = 1 is equivalent to∫

f1−f2 dμ = 0. If
∫
f1 dμ−hf1 =

∫
f2 dμ−hf1 then it is clear that β(f1, f2) = h.

On the other hand, if

h = β(f1, f2) = hσ (μ)∫
f1 dμ

,
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for some μ ∈Mσ , then

hσ (μ)− h
∫

f1 dμ = 0 = P(−hf1)

so uniqueness of equilibrium states gives μ = μ−hf1 . This completes the proof. ��

12.5 Analyticity of the Metric and the Entropy

In this section we will establish the analyticity of the metric and the entropy. We
will do this by considering certain complex functions, which provides a fairly direct
proof avoiding the use of Lemma 12.3.3. We want to establish analyticity of the
intersection form, normalised intersection form and metric by using the analytic
function η(s, R0, Rλ) defined below, where Rλ depends analytically on λ.

We begin by establishing the analyticity of individual weights dRλ([g]) as
functions of λ.

Lemma 12.5.1 For each [g] ∈ C (�), the weight dRλ([g]) ∈ R has a real analytic
dependence on λ ∈ (−ε, ε). Moreover, we can choose an open neighbourhood
(−ε, ε) ⊂ U ⊂ C so that we have an analytic extension U � λ �→ dRλ([g]) ∈ C

for each [g] ∈ C (�). ��
Proof We need only modify the approach in Proposition 1.1 of [12]. For each
generator g0 ∈ �0 we can consider the image Xg0 ⊂ RPd−1 of the corresponding
1-cylinder [x0] ⊂ �, say. In particular Xg0 is a compact set in RPd−1. Since
RPd−1 is a real analytic manifold it has a (local) complexification and we can then
choose a (small) neighbourhoodUg0 ⊃ Xg0 in this complexification of RPd−1. We
will still denote by Rλ(g0)

−1 the unique extension of the action of R(g0)
−1 to the

neighbourhoodUg0 ⊃ Xg0 . Providing the neighbourhoodsUg0 are sufficiently small
we have by continuity of the extension Rλ(g0)

−1 that Rλ(g0)
−1Ug0 ⊃ Ug1 , for

λ ∈ (−ε, ε), where g1 ∈ �0 satisfies Rλ(g0)
−1Xg0 ⊃ Xg1 , since we know that the

restriction Rλ(g0)
−1|Xg0 is a contraction. Moreover, by continuity and by choosing

Ug0 smaller, if necessary, we can assume that the inclusion Rλ(g0)
−1Ug0 ⊃ Ug1

also holds for each g0 for the complexification of Rλ for λ lying in a suitably small
open subset C ⊃ V ⊃ (−ε, ε), say.

The key observation now is that when we extend these inclusions to conjugacy
classes of more general elements g ∈ � \ {1�} without further reducing the
neighbourhood (−ε, ε) ⊂ V ⊂ C. More precisely, for each reduced word g =
gi0 · · · gin−1 (where gi0, . . . , gin−1 ∈ �0) we have from the above construction that
Rλ(g)

−1Ugi0
⊃ Ugin−1

for λ ∈ V . Moreover, writing ξλg ∈ RPd−1 for the fixed

point for Rλ(gλ)−1, we see that V � λ �→ ξλg is analytic and V � λ �→ dRλ([g]) =
− 1

2 log det(Dξλg R̂λ(g)) ∈ C is analytic as the sum of analytic terms. In particular,
these functions are analytic on the region V . ��



12 Higher Teichmüller Theory for Surface Groups and Shifts of Finite Type 409

We now define a complex function using these weights.

Definition 12.5.1 We can associate to the two representations R0, Rλ ∈ H a
complex function

η(s, R0, Rλ) =
∑

[g]
dRλ([g])e−sdR0([g])

which converges for Re(s) sufficiently large. ��
From now on, we shall write h(R0) = h.

Lemma 12.5.2 The function η(s, R0, Rλ) is analytic for Re(s) > h. Moreover,
s = h is a simple pole with residue equal to

∫
rλ dμ−hr0∫
r0 dμ−hr0

,

where r0, rλ correspond to R0, Rλ using Lemma 12.3.2. In particular, η(s, Rλ,R0)

has a simple pole at h(Rλ). ��
Proof We will write C ′(�) ⊂ C (�) for the set of primitive conjugacy classes in �.
We can associate to R0 and Rλ a zeta function formally defined by

ζ(s, z, R0, Rλ) =
∏

[g]∈C ′(�)

(
1− e−sdR0 ([g])+zdRλ([g])

)−1
, for s ∈ C, z ∈ R,

which converges for Re(s) sufficiently large and |z| sufficiently small (depending
on s). We can rewrite this in terms of the shift σ : � → � and the functions r0, rλ
as

ζ(s, z, R0, Rλ) = exp

( ∞∑

n=1

1

n

∑

σnx=x
e−srn0 (x)−zrnλ (x)

)

.

(Here we use the fact that primitive conjugacy classes correspond to prime periodic
orbits for the shift map and then there is convergence to an analytic function
P(−Re(s)r0−zrλ) < 0 [18].) Using the analysis of [18], we see that ζ(s, z, R0, Rλ)

converges for Re(s) > h. Furthermore, for s close to h and z close to zero,

ζ(s, z, R0, Rλ) = A(s, z)

1− eP(−sr0+zrλ) ,

where A(s, z) is non-zero and analytic and eP(−sr0+zrλ) is the standard analytic
extension of the exponential of the pressure function to complex arguments
(obtained via perturbation theory applied to the maximal eigenvalue of the asso-
ciated transfer operator cf. [18]).
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It is easy to show that

η(s, R0, Rλ) = ∂

∂z
log ζ(s, z, R0, Rλ)

∣
∣
∣
∣
z=0
+ φ(s),

where φ(s) is analytic for Re(s) > h/2, while, for s close to h,

∂

∂z
log ζ(s, z, R0, Rλ)

∣
∣
∣
∣
z=0

= ∂A(s, z)/∂z|z=0

A(s, 0)
+

∂P (−sr0+zrλ)
∂z

∣
∣
∣
z=0

1− eP(−sr0)

=
∫
rλ dμ−hr0∫
r0 dμ−hr0

1

s − h + B(s)

where B(s) is analytic in a neighbourhood of s = h. The final statement follows by
reversing the roles of R0 and Rλ. ��

We have the following result (which implies Theorem 12.2)

Lemma 12.5.3 The function (−ε, ε) � λ �→ h(Rλ) is real analytic. ��
Proof We note that ζ(h(Rλ), 0, R0, Rλ) = 0. By Lemma 5.1, the function
1/ζ(s, λ), where ζ(s, λ) := ζ(s, 0, R0, Rλ), has an analytic dependence on λ ∈
(−ε, ε) for Re(s) sufficiently large. It follows from [19] that, for each λ ∈ (−ε, ε),
1/ζ(s, λ) has an analytic extension to a half plane Re(s) > ν(λ), where ν(λ) <
h(Rλ) depends continuously on λ. We can therefore find a common domain D ,
containing

⋃
−ε<λ<ε{s ∈ C : Re(s) ≥ h(Rλ)}, such that 1/ζ(s, λ) is separately

analytic for s ∈ D and λ ∈ (−ε, ε). We may then apply Theorem 1 of [25] to
conclude that (s, λ) �→ 1/ζ(s, λ) is real analytic on D × (−ε, ε). Finally, we can
use the Implicit Function Theorem to show that λ �→ h(Rλ) is real analytic. ��

In order to establish further analyticity results, we need to show that the
intersection I (R0, Rλ) is equal to the residue of η(s, R0, Rλ) at s = h. To do this, it
will be convenient to use the following technical result.

Lemma 12.5.4 Let R ∈ H . Then there does not exist α > 0 such that
{dR([g]) : g ∈ � \ {1�}} ⊂ αZ. ��
Proof Let g, h ∈ � \ {1�} be two distinct elements of the group. For any N > 0
we can consider gN , hN ∈ �. The linear maps on R

d for the associated matrices
R(gN ),R(hN ) ∈ SL(d,R) can be written in the form λ(g)Nπg + UgN and
λ(h)Nπh + UhN , respectively, where λ(g), λ(h) are the largest simple eigenvalues,
πg, πh : Rd → R

d are the eigenprojections onto their one dimensional eigenspaces,
lim supN→+∞ ‖UgN ‖1/N < λ(g) and lim supN→+∞ ‖UhN ‖1/N < λ(h).

Let us now consider gNhN ∈ � and associated matrix R(gNhN). The associated
linear map will be of the form λ(gNhN)πgNhN + UgNhN where λ(gNhN) is the
largest simple eigenvalue, πgNhN : Rd → R

d is the eigenprojection onto their one
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dimensional eigenspaces, and lim supN→+∞ ‖UgNhN ‖1/N < λ(gNhN). However,
since we have the identityR(gNhN) = R(gN )R(gN ) for the matrix representations
we can also write the corresponding relationship for the linear maps:

λ(gNhN)πgNhN + UgNhN =
(
λ(gN)πgN + UgN

) (
λ(hN )πhN + UhN

)
.

(12.5.1)

In particular, we see that as N becomes larger

lim
N→+∞ exp

(
(dR([gNhN ])− dR([gN ])− dR([hN ])

)
= lim
N→+∞

λ(gNhN)

λ(gN)λ(hN )

= 〈πh, πg〉

where 〈πh, πg〉 is simply the cosine of the angle between the eigenvectors associated
to λ(g) and λ(h), respectively. However, if we assume for a contradiction that the
conclusion of the lemma does not hold, then the right hand side of (5.1) must
be of the form enα , for some n ∈ Z. However, the directions for the associated
eigenprojections form an infinite set in RPd−1 and have an accumulation point.
Thus for suitable choices of g, h we can arrange that 0 < 〈πh, πg〉 < eα, leading to
a contradiction. This completes the proof of the lemma. ��
Corollary 12.6 Apart from the simple pole at s = h, η(s, R0, Rλ) has an analytic
extension to a neighbourhood of Re(s) ≥ h. ��
Proof Given Lemma 12.5.4, it follows from the analysis of [18] that ζ(s, z, R0, Rλ)

has an analytic and non-zero extension to a neighbourhood of each point s = h+ it ,
t �= 0, for |z| sufficiently small depending on s. Using again that

η(s, R0, Rλ) = ∂

∂z
log ζ(s, z, R0, Rλ)

∣
∣
∣
∣
z=0
+ φ(s),

where φ(s) is analytic for Re(s) > h/2, we obtain the result. ��
We now have the following result which characterises the intersection number of

I (R0, Rλ).

Lemma 12.5.5 We can write

I (R0, Rλ) =
∫
rλ dμ−hr0∫
r0 dμ−hr0

Proof Recall from Lemma 12.5.2 that the right hand side in the statement is the
residue of η(s, R0, Rλ) at s = h. In view of Corollary 12.6, we can apply the Ikehara
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Tauberian theorem to η(s, R0, Rλ) to deduce that

∑

dR0 ([g])≤T
dRλ([g]) ∼

∫
rλ dμ−hr0∫
r0 dμ−hr0

ehT , as T →+∞.

Moreover, upon taking Rλ = R0, we deduce that

∑

dR0 ([g])≤T
dR0([g]) ∼ ehT , as T →+∞.

An elementary argument given in [17] shows that

lim
T→+∞

∑
dR0 ([g])≤T

dRλ([g])
dR0 ([g])∑

dR0 ([g])≤T 1
= lim
T→+∞

∑
dR0 ([g])≤T dRλ([g])∑
dR0 ([g])≤T dR0([g])

,

so that

I (R0, Rλ) =
∫
rλ dμ−hr0∫
r0 dμ−hr0

,

as required. ��
We can now use the characterisation of I (R0, Rλ) in terms of a complex function

to deduce the following.

Lemma 12.5.6 The function (−ε, ε)→ R : λ �→ I (R0, Rλ) is real analytic. ��
Proof By Lemma 12.5.1, η(s, R0, Rλ) has an analytic dependence on λ ∈ U . More
precisely, it is a uniformly convergent series with individually analytic terms in λ ∈
U for Re(s) > h and thus bi-analytic for λ ∈ U . Moreover, by Hartogs’ Theorem
for functions of several complex variables [14], 1/η(s, R0, Rλ) is bi-analytic for s
in a neighbourhood of h and λ ∈ U . Thus the residue of η(s, R0, Rλ) at s = h

is analytic. Thus, using the residue theorem, I (R0, Rλ), which is the residue of
η(s, R0, Rλ), depends analytically on λ. ��

Since h(Rλ) and I (R0, Rλ) both depend analytically on λ, we have the following.

Corollary 12.7 The function (−ε, ε)→ R : λ �→ J (R0, Rλ) is real analytic. ��
By differentiating twice and using that ‖R(1)‖2 = ∂2J (R0,Rλ)

∂λ2

∣
∣
∣
λ=0

we have the

following result.

Corollary 12.8 The function (−ε, ε)→ R : λ �→ ‖R(1)‖ is real analytic. ��
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12.6 Proof of Theorem 12.4

The first part of Theorem 12.4 will follow from Lemma 12.4.3 once we formulate
things appropriately. Given an analytic family of representations λ �→ Rλ, we
define strictly positive Hölder continuous functions rλ : � → R as in Sect. 12.3
so that if σnx = x corresponds to a conjugacy class [g] then dRλ([g]) = rnλ (x),
using Lemma 12.3.2. By Lemma 12.3.3, rλ depends analytically on λ. We then
have h(σ r0) = h(R0) and h(σ rλ) = h(Rλ). We now define f0 = h(R0)r0 and
fλ = h(Rλ)rλ, so that, in particular, P(−f0) = P(−fλ) = 0. Since periodic point
measures are dense in Mσ , it is clear that 0 ∈ int(Iσ (f0 − fλ)) if and only if there
exist two conjugacy classes [g] and [g′] such that h(R0)dR0([g]) < h(Rλ)dRλ([g])
and h(R0)dR0([g′]) > h(Rλ)dRλ([g′]) (since these correspond to measure μ0 , μ1
supported on two periodic orbits for which

∫
f0− fλdμ0 < 0 <

∫
f0− fλdμ1 and

int(Iσ (f0 − fλ)) is convex). We will show that this latter condition holds provided
the representationsR0 and Rλ are not equal up to conjugacy.

Lemma 12.6.1 If R0 and Rλ are not conjugate then there exist two conjugacy
classes [g] and [g′] such that we have h(R0)dR0([g]) < h(Rλ)dRλ([g]) and
h(R0)dR0([g′]) > h(Rλ)dRλ([g′]). ��
Proof We will prove the contrapositive. Without loss of generality, suppose that
h(R0)dR0([g]) ≤ h(R1)dRλ([g]) for all [g] ∈ C (�), i.e. that (f0 − fλ)n(x) ≤ 0
whenever σnx = x. Then

∫
(f0 − fλ) dμ ≤ 0 for every μ ∈Mσ .

Now consider the real analytic map Q : [0, 1] → R defined by Q(t) =
P(−f0 + t (f0 − fλ). This has derivative Q′(t) = ∫

(f0 − fλ) dμt ≤ 0, where
μt is the equilibrium state for −f0 + t (f0 − fλ). Since Q(0) = Q(1) = 0 we
deduce that Q(t) = 0 for all t ∈ [0, 1] and then the strict convexity of pressure
implies that f0 − fλ is cohomologous to a constant. Since P(f0) = P(−fλ), the
constant must be zero and so f n0 (x) = f nλ (x), whenever σnx = x. This implies that
h(R0)dR0([g]) = h(Rλ)dRλ([g]) for all g and hence that J (R0, Rλ) = 1. It then
follows by Corollary 1.5 of [3] that the representations are equal up to conjugacy.��

Write h = h(R0). We may now apply Lemma 12.4.3 to show that, for each
λ ∈ (−ε, ε), the limit

α(λ)

= lim
δ→0

lim
T→+∞

1

T
log #

{[g] : dR0([g]) ≤ T and

dRλ([g])
dR0([g])

∈
(
h(R0)

h(Rλ)
− δ, h(R0)

h(Rλ)
+ δ

)}

= lim
δ→0

lim sup
T→∞

1

T
log

( ∞∑

n=1

#

{

σnx = x :
f n0 (x)

h
≤ T and

f nλ (x)

f n0 (x)
∈ (1− δ, 1+ δ)

})

= hβ(f0, fλ)
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exists and satisfies 0 < α(λ) ≤ h. (Here we have used that h(σf0) = 1.) The next
result shows that we have a strict inequality when λ �= 0.

Lemma 12.6.2 For λ ∈ (−ε, ε) \ {0}, α(λ) < h. ��
Proof By Proposition 12.4.3, we will have α(λ) < h unless

∫
f0 dμ−f0 =∫

fλ dμ−f0 . The latter condition may be rewritten as

∫
fλ dμ−f0∫
f0 dμ−f0

= 1 = h(σ
f0)

h(σfλ)
= hσ (μ−f0)∫

f0 dμ−f0

∫
fλ dμ−fλ
hσ (μ−fλ)

.

Rearranging, this becomes

hσ (μ−fλ)∫
fλ dμ−fλ

= hσ (μ−f0)∫
fλ dμ−f0

,

which, by uniqueness of the measure of maximal entropy for σfλ , forces μ−f0 =
μ−fλ . The latter equality implies that f0 − fλ is cohomologous to a constant
and, since P(−f0) = P(−fλ), the constant is necessarily zero. This means that
h(R0)dR0([g]) = h(Rλ)dRλ([g]) for all [g] ∈ C (�), contradicting Lemma 12.6.1.��

We now complete the proof of Theorem 12.4 by establishing the characterisation
of the Weil–Petersson metric in terms of the growth rate α(λ). It is more convenient
to work with β(λ) := β(f0, fλ) = α(λ)/h. For t ∈ R, consider the pressure
P(−tf0−fλ) and define χλ(t) by the equationP(−tf0−χλ(t)fλ) = 0. We trivially
have χ0(t) = 1− t but we are interested in the function when λ �= 0.

Lemma 12.6.3 For each λ ∈ (−ε, ε) \ {0}, the function χλ(t) is well-defined and
real analytic. Furthermore,

lim
t→±∞χλ(t) = ∓∞.

Proof That χλ(t) is well-defined and real analytic follows from the Implicit
Function Theorem. Suppose limt→+∞ χλ(t) �= −∞. Then there exists a sequence
tn→ +∞ and a constant A ≥ 0 such that χλ(tn) ≥ −A for all n. We have

−tnf0 − χλ(tn)fλ ≤ −tnf0 + A‖fλ‖∞
and so

0 = P(−tnf0−χλ(tn)fλ) ≤ P(−tnf0+A‖fλ‖∞) = P(−tnf0)+A‖fλ‖ → −∞,

as n→∞, a contradiction. A similar argument show that limt→−∞ χλ(t) = +∞.��
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We want to show that there is a unique number 0 < tλ < 1 for which χ ′λ(tλ) =−1. To do this, it is convenient to use the following alternative characterisation of
χλ(t) in terms of the semiflow σf0 . Let Fλ : �f0 → R be a Hölder continuous
function such that, for a periodic σf0 -orbit τ corresponding to a periodic σ -orbit
σnx = x,

∫
Fλ dmτ = f nλ (x). (We can define Fλ by the same procedure we used

to define F in the proof of Lemma 12.4.3.) Here, as above, mτ is the associated
periodic orbit measure of total mass l(τ ) = f n0 (x). The functionFλ also satisfies∫
Fλ dm > 0, for every m ∈Mσf0 . We then have that χλ(t) is defined by

P(−χλ(t)Fλ) = t .

It is then easy to calculate that

χ ′λ(t) =
−1

∫
Fλ dm−χλ(t)Fλ

.

In particular, χλ(t) is strictly decreasing. By Lemma 12.6.3, χλ takes all real values
and so

{∫

Fλ dm−χλ(t)Fλ : t ∈ R

}

=
{∫

Fλ dmtFλ : t ∈ R

}

= int(Iσf0 (Fλ)).

However, by Lemma 12.6.1, we can find periodic σf0 -orbits τ and τ ′ (corresponding
to conjugacy classes [g] and [g′]) such that

1

l(τ )

∫

Fλ dmτ > 1 and
1

l(τ ′)

∫

Fλ dmτ ′ < 1.

Hence, in particular, for λ �= 0, there exists a unique tλ such that χ ′λ(tλ) = −1.

Lemma 12.6.4 We have β(λ) = tλ + χλ(tλ). ��
Proof By Proposition 12.4.3, we have

β(λ) = sup

{
hσ (μ)∫
f0 dμ

: μ ∈Mσ and
∫

f0 dμ =
∫

fλ dμ

}

.

Let ν denote the equilibrium state of −tλf0 − χλ(tλ)fλ. By the definition of tλ,

∫
fλ dν∫
f0 dν

=
∫

Fλ dm−χλ(tλ)Fλ = 1.
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Thus

0 = P(−tλf0 − χλ(tλ)fλ) = hσ (ν)− tλ
∫

f0 dν − χλ(tλ)
∫

fλ dν

= hσ (ν)− (tλ + χλ(tλ))
∫

f0 dν,

so that

tλ + χλ(tλ) = hσ (ν)∫
f0 dν

and
∫
f0 dν =

∫
fλ dν. On the other hand, if μ ∈Mσ , μ �= ν satisfies

∫
f0 dμ =∫

fλ dμ then

0 = P(−tλf0 − χλ(tλ)fλ) > hσ (μ)− tλ
∫

f0 dμ− χλ(tλ)
∫

fλ dμ

= hσ (μ)− (tλ + χλ(tλ))
∫

f0 dμ,

so that

tλ + χλ(tλ) > hσ (ν)∫
f0 dν

.

Combining these two observations shows that tλ + χλ(tλ) = β(λ). ��
Since λ �→ rλ and λ �→ h(Rλ) are analytic, we can write fλ = f0 + f (1)0 λ +

f
(2)
0 λ2/2 + o(λ2). It follows from the definition of the Weil–Petersson metric in

terms of J (R0, Rλ) and Lemma 12.5.5 that

‖R(1)‖2 =
∫
f
(2)
0 dμ−f0∫
f0 dμ−f0

.

We may then use the calculation in the proof of Lemma 4.2 of [20] to show that

∂2χλ

∂λ2 (t)

∣
∣
∣
∣
λ=0

= t (t − 1)‖R(1)‖2.

The next lemma establishes the final part of Theorem 12.4.

Lemma 12.6.5 The function α : (−ε, ε)→ (0, h(R0)] satisfies

‖R(1)‖2 = −4
∂2β(λ)

∂λ2

∣
∣
∣
∣
λ=0

= − 4

h(R0)

∂2α(λ)

∂λ2

∣
∣
∣
∣
λ=0
.



12 Higher Teichmüller Theory for Surface Groups and Shifts of Finite Type 417

Proof This follows from the calculations in the proof of Theorem 4.3 of [20], once
one replaces the functionDλ there with β(λ), combined with Lemma 12.6.4. ��
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Part V
Fractal Geometry



Chapter 13
Dimension Estimates for C1 Iterated
Function Systems and C1 Repellers,
a Survey

De-Jun Feng and Károly Simon

Abstract In this note we give a survey about some of the results related to fractal
dimensions of attractors and ergodic measures of non-linear and non-conformal
Iterated Function Systems (IFS) and the repellers of expanding maps on R

d . The
only new result in this note is the proof of the fact that Theorem 13.1.1 implies
Theorem 13.1.2.

13.1 Introduction

We consider attractors of Iterated Function Systems (IFS) and repellers of expanding
maps and we estimate their various fractal dimensions. The most important results
this note is focused on are as follows:

Theorem 13.1.1 ([29]) Let F = {fi}�i=1 be a C1 IFS on a compact subset of Rd . Let
� := {1, . . . , �}N and let � : � →  be the natural projection from the symbolic
space to the attractor. We write dimSX and dimL μ for the singularity dimension
of X and Lyapunov dimension of μ (defined in Sect. 13.7.2.1). Then

(1) dimB ≤ dimS�. More generally, if X ⊂ � is a subshift then

dimB�(X) ≤ dimSX. (13.1.1)

(2) Let μ ∈ E(�, σ). Then

dimP(μ ◦�−1) ≤ dimL μ. (13.1.2)
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Theorem 13.1.2 ([29]) Let  ⊂ R
d be a repeller of the expanding C1 mapping

ψ and let μ be an ergodic invariant measure. Let dimS∗  and dimL∗ μ be the
singularity dimension of  and the Lyapunov dimension of μ respectively (defined
Sect. 13.7.2.2). Then

(1)

dimB ≤ dimS∗ . (13.1.3)

(2)

dimPμ ≤ dimL∗ μ. (13.1.4)

In Part I we give a detailed review of the classical results. In Part II we introduce
some tools to handle the neither conformal nor linear attractors. We review earlier
results in this field. Finally we point out how part (a) of Theorem 13.1.2 follows
from part (a) of Theorem 13.1.1.

Review of Classical Results

13.2 Notation

13.2.1 Definitions of Fractal Dimensions of Sets and Measures

First we recall the definitions of the Hausdorff- box- and packing dimensions. For a
detailed discussion about their properties see Falconer’s book [11].

Definition 13.2.1

(1) Hausdorff measure and dimension. For t ≥ 0 we define the t-dimensional
Hausdorff measure:

Ht () = lim
δ→0

{

inf

{ ∞∑

k=1

|Ak|t :  ⊂
∞⋃

i=1

Ak; |Ai| < δ
}}

, (13.2.1)

where |A| denotes the diameter of the set A. Then

dimH := inf
{
t : Ht () = 0

} = sup
{
t : Ht () = ∞}

.
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(2) Box dimension. Let E ⊂ R
d , E �= ∅, bounded and let Nδ(E) be the number of

δ-mesh cubes that intersect E. Then the lower and upper box dimensions of E
are

dimB(E) := lim inf
r→0

logNδ(E)

− log δ
, dimB(E) := lim sup

r→0

logNδ(E)

− log δ
.

(13.2.2)

If the limit exists then we call it the box dimension of E and we denote it by
dimB E.

(3) Packing measure and dimension. For δ > 0 and E ⊂ R
d we say that a finite

or countable collection of disjoint balls {Bi}i of radii at most δ and with centers
in E is a δ-packing of E ⊂ R

d . Then for any s ≥ 0 and δ > 0 we define

Psδ(E) := sup

{ ∞∑

i=1

|Bi |s : {Bi} is a δ -packing of E

}

.

Since Ps0(E) := lim
δ→0

Psδ(E) is NOT countably sub-additive, we need one more

step to get the s-dimensional packing measure:

Ps(E) := inf

{ ∞∑

i=1

Ps0(Ei) : E ⊂
∞⋃

i=1

Ei

}

.

Feng, Hua and Wen [17] proved that for a compact set E ⊂ R
d , if Ps0(E) <∞

then Ps0(E) = Ps (E). The packing dimension of the set E is

dimP(E) := inf
{
s : Ps (E) = 0

}

= sup
{
s : Ps(E) = ∞}

.

Alternatively, we can define the packing dimension (see [11]) as

dimP(E) = inf

{

sup
i

dimBEi : E ⊂
∞⋃

i=1

Ei

}

.

It is well known (see [11]) that

dimH(E) ≤ dimP(E) ≤ dimBE.
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Definition 13.2.2 (Lower and Upper Hausdorff and Packing Dimensions of a
Measure) Let μ be a Borel probability measure on R

d .

dimHμ := inf {dimH A : μ(A) > 0}, dimHμ := inf
{
dimHA : μ(Ac) = 0

}
,

dimPμ := inf {dimPA : μ(A) > 0}, dimPμ := inf
{
dimPA : μ(Ac) = 0

}
.

If we want to estimate these dimensions, we often use their equivalent definitions in
terms of the local densities of the measure.

Definition 13.2.3 Let μ be a Borel measure on a metric space X. Then the lower
and upper local dimensions of μ at x ∈ X are:

d(μ, x) := lim inf
n→∞

logμ(B(x, r))

log r
(13.2.3)

and

d(μ, x) := lim sup
n→∞

logμ(B(x, r))

log r
. (13.2.4)

We say that the measure μ is exact dimensional if for μ-almost all x the limit
lim
r↓0

logμ(B(x,r))
log r exists and equals to a constant. This constant is denoted by d(μ).

��
Let A ⊂ R

d for an integer d ≥ 1. We write M(A) for the collection of Borel
measures μ

• whose support spt(μ) ⊂ A and
• spt(μ) is compact and
• 0 < μ(A) <∞.

For a proof of the following lemma see [20, p. 234]. ��
Lemma 13.2.1 Let μ ∈M(Rd ). Then

dimHμ = essinfx∼μd(μ, x), dimHμ = esssupx∼μd(μ, x) (13.2.5)

dimPμ = essinfx∼μd(μ, x), dimPμ = esssupx∼μd(μ, x). (13.2.6)

13.2.2 Singular Value Function

To study the dimension theory of non-conformal Iterated Function Systems, Fal-
coner [10] introduced the singular value functions. Let A be a d × d non-singular
matrix. The positive square roots of the eigenvalues of ATA are the singular values
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of the matrix A. We number the singular values in decreasing order: α1(A) ≥
α2(A) ≥ · · · ≥ αd(A) > 0. Clearly, α1(A) = ‖A‖ and αd(A) = ‖A−1‖−1. The
singular value function φt(A) is defined for all t ≥ 0 by

φt(A) :=
{
α1(A) · · ·α[t ](A)αt−[t ][t ]+1(A), t ≤ d;
det(A)t/d, t ≥ d. (13.2.7)

Assume that ‖A‖ < 1. Then it is easy to see that t �→ φt(A) is a continuous
and strictly decreasing function. Moreover, it is sub-multiplicative (see [10, Lemma
2.1]). Namely, for any d × d matrices A,B we have

φs(A · B) ≤ φs(A) · φs(B). (13.2.8)

13.3 Iterated Function Systems

First we introduce the most frequently used notation related to the iterated function
systems then we mention some tools and results of their dimension theory.

13.3.1 The Basic Notations Related to the IFSs

In general, a finite family F = {fi : Z→ Z}�i=1 of strict contractions of a complete
metric spaceZ is called an Iterated Function System (IFS). Hutchinson [21] showed
that there exists a unique non-empty compact set  satisfying

 =
�⋃

i=1

fi() =
⋃

i∈[�]n
fi(). (13.3.1)

We say that  is the attractor of the IFS F since for every z ∈ Z the limit
lim
n→∞ fi1...in (z) exists and is contained in  for every infinite sequence (i1, i2, . . . )

such that ik ∈ [�] for all k, where we used the shorthand notation

[�] := {1, . . . , �} and fi1...in := fi1 ◦ · · · ◦ fin .

The sets i := {fi()}�i=1 are called cylinder or one-cylinders. In general the n-
fold iterations of the elements of F applied on  are the n-cylinders {fi()}i∈[�]n .
We say that the cylinders are well separated if either

• the cylinders are disjoint (then we say that the Strong Separation Property (SSP)
holds) or

• there exists a non-empty bounded open set V such that
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(1) fi(V ) ⊂ V for all i ∈ [�] and
(2) fi(V ) ∩ fj (V ) = ∅ for all distinct i, j ∈ [�].
In this case we say that the Open Set Condition (OSC) holds.

The points of the attractor  are coded by elements of the symbolic space i =
(i1, i2, . . . ) ∈ � := [�]N. Namely we frequently use the natural projection

� : � → , �(i) := lim
n→∞ fi1...in (z), (13.3.2)

for an arbitrary z ∈ Z. The natural projection is continuous (actually Hölder
continuous) in the usual topology on �. This topology is generated by the metric

dist(i, j) := �−|i∧j|, (13.3.3)

where |i ∧ j| is the length of the commons prefix i ∧ j of the distinct i, j ∈ �.
We write σ for the left-shift on �. For an element i = (i1, i2, . . . ) ∈ � we write
i|n := (i1, . . . , in) and for ω ∈ �n := [�]n we set [ω] := {i ∈ � : i|n = ω}. In this
note we mostly consider the case when the complete metric space mentioned above
is Rd .

Definition 13.3.1 Let F = {fi}�i=1 be an IFS. We say that

(1) F is a self-similar IFS (self-affine IFS) if for all i ∈ [�] the mapping fi is a
contracting similitude (affine mapping), respectively.

(2) F is a self-conformal IFS on a compact set Z ⊂ R
d if there exists a bounded

open convex set V ⊃ Z such that for all i ∈ [�]
a. fi(Z) ⊂ Z,
b. fi extends to an injective conformal mapping fi : V → V . This means that

the differential f ′i (z) : Rd → R
d is a similarity mapping for all z ∈ V ,

c. ‖f ′i ‖ := sup
x∈V

|f ′i (x)| < 1.

d. The differentials are Hölder continuous. That is, there exist L, β such that

|f ′i (x)− f ′i (y)| ≤ L · |x − y|β, for all x, y ∈ V. (13.3.4)

We remark that (iv) follows from conformality and injectivity if d ≥ 2. ��
(3) Let γ ≥ 1. We say that F is a Cγ IFS on a compact set Z ⊂ R

d

if there is an open set U ⊃ Z such that for every i ∈ [�] := {1, . . . , �}, the
mapping fi extends to a contracting Cγ diffeomorphism fi : U → fi(U). In
this case we write ξ(F) and ζ(F) for the minimal and maximal contraction rates
on Z. That is

0 < ξ(F) := min
z∈Z,i∈[�]αd(Dzfi) ≤ max

w∈Z,j∈[�]α1(Dwfj ) =: ζ(F) < 1.

(13.3.5)
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13.3.2 The Basics of the Dimension Theory of Self-Conformal
IFSs

For a very detailed treatment of the dimension theory of conformal IFS see [20].
First we would like to guess what should be the Hausdorff dimension of the attractor
 of a self-conformal IFS F which satisfies the OSC.

The most natural cover of the attractor  is the cover by n-cylinders
{fω()}ω∈[�]n . For this cover the sum that appears in the definition (13.2.1) of
the t-dimensional Hausdorff measure (for any t ≥ 0) is

∑

ω∈[�]n
|fω()|t . Since we

would like to obtain a heuristic and sensible guess for the Hausdorff dimension of
, we assume that this cover is not only the most natural but also the most economic
covering system in the sense of minimizing the sum that appears in the definition of
the t-dimensional Hausdorff measure. Then we should understand the exponential
growth rate (in n, for a fixed t) of the sum

∑

ω∈[�]n
|fω()|t . To do so, we recall that

for a self-conformal IFS the so-called Bounded Distortion Property (BDP) (see [16,
Proposition 20.1]) holds. That is, there exists C1 > 1 such that

C−1
1 <

|fω()|
‖f ′ω‖

< C1 for all n ≥ 1 and ω ∈ [�]n. (13.3.6)

This implies that the sum of the t-th power of the diameter of the elements of the
most natural cover satisfies:

(
C−1

1

)t
<

∑

ω∈[�]n
|fω()|t

∑

ω∈[�]n
‖f ′ω‖t

< Ct1. (13.3.7)

So, for a fixed t ≥ 0 the exponential growth rates (in n) of the sums
∑

ω∈[�]n
|fω()|t

and
∑

ω∈[�]n
‖f ′ω‖t are the same. We call this common exponential growth rate the

pressure function P : [0,∞)→ R,

P(t) := lim
n→∞

1

n
log

∑

ω∈[�]n
‖f ′ω‖t . (13.3.8)

It can be proved that the pressure function is convex and strictly decreasing, P(0) =
log � > 0 and P(d) ≤ 0 (since we assumed that the OSC holds). In this way the
pressure function P(·) has a unique zero

t0 := P−1(0).
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It is easy to see that for t < t0 and t ≥ t0 the sum
∑

ω∈[�]n
|fω()|t tends to infinity

and zero respectively. That is, by the definition of the Hausdorff dimension, the zero
of the pressure function t0, is the best heuristic guess for dimH. In fact it follows
form the argument above that dimH ≤ t0 and even Ht0() <∞ always holds.

Theorem 13.3.1 ([4, 15, 18, 19]) Let  be the attractor of a self-conformal IFS F
and let P(·) be the pressure function defined in (13.3.8). As above we write t0 for
the zero of the pressure function. That is, t0 = P−1(0).

(1) If the OSC holds then dimH = t0.
(2) We have Ht0() > 0 if and only if the OSC holds.
(3) dimH = dimB = dimP.

��
Part (a) of the theorem follows from the work of Bowen [4] and Ruelle [15] and part
(b) is due to Peres, Rams, Simon and Solomyak [18] and a second proof was given
by Lau, Rao and Ye [34]. Part (c) was proved by Falconer [19].

Now we consider the special case when the self-conformal IFS is even self-
similar. That is, F = {fi}�i=1 and fi are similitudes with contraction ratio ri < 1. In
this case the sum of the definition of the pressure function is

∑

ω∈[�]n
‖f ′ω‖t =

(
�∑

i=1

rti

)n

.

So, the pressure function in the self-similar case is P(t) = log

(
�∑

i=1
rti

)

. Hence the

zero of the pressure function is the solution s of the equation

�∑

i=1

rsi = 1. (13.3.9)

This s is called the similarity dimension of the self-similar IFS F.

13.3.3 Self-Affine IFSs

Recently there has been a very intense development in the theory of self-affine IFSs.
Here we mention only the most basic classical method (which is called Falconer’s
cutting up ellipses method). This method yields a natural upper bound on the
Hausdorff dimension of the self-affine attractor. As a result of Bárány, Hochman,
Rapaport and Hochman, Rapaport, it turned out that at least on the plane, this upper
bound is actually the Hausdorff dimension of the self-affine set under some mild
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conditions. See [31] and [32]. Let Ai be d×d non-singular matrices with ‖Ai‖ < 1
and ti ∈ R

d for i = 1, . . . ,m. Then the following IFS is self-affine:

F := {fi(x) = Ai · x + ti}mi=1 . (13.3.10)

We want to estimate the dimension of the attractor of the IFS F.
For simplicity we assume here that fi([0, 1]d) ⊂ [0, 1]d for all i. After n

iterations we have mn (not necessarily different) cylinders:

{
fi1 ◦ · · · ◦ fin ([0, 1]d)

}

i1...in∈{1...m}n
.

It is difficult to understand their relative positions, in the general case. So, in general,
we cover each cylinders individually. In our case a cylinder is a parallelepiped
fi1 ◦ · · · ◦ fin

([0, 1]d). Falconer [10] introduced the most natural covering system
for these cylinders. For simplicity assume that d = 3 and for a moment we also
assume that fi1 ◦ · · · ◦ fin

([0, 1]d) are boxes like in Fig. 13.1.
In this special case the figure shows that there are potentially three different

natural ways to cover the cylinder with cubes: we can cover by one cube of the
longest side (α1) or by α1

α2
cubes of side α2 or by α1

α3
· α1
α3

cubes of side α3.

The contribution of the cylinder fi1 ◦ · · · ◦ fin
([0, 1]d) to the covering sum in

the definition of the Hausdorff dimension is

φt(i1, . . . , in) := min
i
α1 · · ·αiαt−ii+1 = α1 · · ·α[t ]αt−[t ][t ]+1 =

α1 · · ·α[t ]
α
[t ]
[t ]+1

αt[t ]+1,

(13.3.11)

α3 α3 α3

α2 α2

α2

α1 α1

α1

m + 1 = 1
m + 1 = 2 m + 1 = 3

αt
1 α1α

t−1
2 α1α2α

t−2
3

Fig. 13.1 The most economic covering systems
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where αk = αk(Ai1 · · ·Ain) is the k-th largest singular value of the matrix
Ai1 · · ·Ain . This is why Falconer defined the singular value function by the
formula (13.2.7).

Let n ≥ 1 and ω = (ω1, . . . , ωn) ∈ [�]n. We consider the matrix Aω :=
Aω1 · · ·Aωn . Like in the conformal case the best guess for the Hausdorff dimension
of the attractor is the zero of the sub-additive pressure function P : [0,∞)→ R

P(t) := lim
n→∞

1

n
log

⎛

⎝
∑

|ω|=n
φt (Aω)

⎞

⎠. (13.3.12)

As in the conformal case, the function P(t) is strictly decreasing and continuous
(see [22]). It has a unique zero P−1(0) which is called the affinity dimension of the
attractor. Similarly, as in the conformal case we have dimH ≤ P−1(0). However,
in this non-conformal situation the box and Hausdorff dimensions of the attractor
can be different.

13.4 Some Elements of Thermodynamical Formalism

Assume that either both U = {Ui}i∈I and V = {
Vj

}
j∈J are covers of a set X (that

is X = ⋃

i∈I
Ui = ⋃

j∈J
Vj ) or both U and V are partitions of X.

• We say that V is finer than U, (U ≺ V) if every element of V is contained in an
element of U.

• The joint refinement U ∨ V: If U and V are both covers of X then U ∨V is
the cover of X the sets by

{
Ui ∩ Vj

}
i∈I,j∈J . If U and V are both partitions of X

then U ∨V is a partition of X with classes
{
Ui ∩ Vj

}
i∈I,j∈J . ��

In this and in the following subsections we always assume that (X, ρ) is a compact
metric space and T : X → X is a continuous transformation and we say that
(X, T ) is a topological dynamical system. We write B(X) for the Borel σ -algebra
of X and M(X, T ) for the set of all T -invariant Borel probability measures. That is
μ(H) = μ(T −1H) for all H ∈ B(X) if μ is an invariant measure. Moreover, we
denote by E(X, T ) the set of invariant and ergodic measures. That is

E(X, T ) :=
{
μ ∈M(X, T ) : (A ∈ B(X)&T −1(A) = A) <⇒ μ(A) ∈ {0, 1}

}
.

In this note one of the most important examples of topological dynamical systems
is as follows:

Example 13.1 (Subshift) Let � ≥ 2 and � := [�]N endowed with the metric
dist(i, j) := �−|i∧j| and σ : � → �, σ(i1, i2, . . . ) := (i2, i3, . . . ). Let X ⊂ �
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be compact and σX ⊂ X. Clearly, (X, σ) is a topological dynamical system which
is called subshift. In this case for n ≥ 1 we set

X∗n := {i|n : i ∈ X} . (13.4.1)

In particular, if there is a matrix A = (a(i, j))�i,j=1 such that for every i =
(i1, i2, . . . ) ∈ � we have

i ∈ X if and anly if a(ik, ik+1) = 1 holds for all k ≥ 1,

then we say that X is a subshift of finite type or topological Markov chain and we
write X = �A and

�A,n :=
{
ω ∈ {1, . . . , �}n : ∃i ∈ �A, i|n = ω

}
. (13.4.2)

13.4.1 Measure Theoretical and Topological Entropy

Definition 13.4.1 Let (X, T ) be a topological dynamical system.

(1) The measure theoretic entropy of T with respect to μ ∈M(X, T ) is defined by

hμ(T ) := sup
A
hμ(T ,A) where hμ(T ,A) = lim

n→∞
1

n
Hμ

(
n−1∨

i=0

T −iA
)

,

and the supremum above is taken over all finite partitions A (which consists of
Borel sets) of X, and the entropy of a partition U = {U1, . . . , Un} is defined by

Hμ(U) := −
n∑

k=1
μ(Uk) logμ(Uk).

(2) Let β be an open cover of X. By compactness of X we can select a finite
subcover of β. The number of sets in such a minimal subcover is denoted
by N(β). We define the entropy of β by H(β) := logN(β). The topological
entropy of T is

htop(T ) := sup
α

lim
n→∞

1

n
H

(
n−1∨

i=0

T −iα
)

,

where α ranges over all finite open covers of X. ��
One can find very nice and detailed treatments of the measure theoretical and the
topological entropies in the books [13, 20] and [25]. We just mention here four
important properties. Their proofs can be found in [20, Theorem 3.4.1, Theorem
3.5.6] and [35] respectively.
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Theorem 13.4.1 Let (X, T ) be a topological dynamical system. Then we have

(1) for k ≥ 1 and μ ∈ M(X, T ) we have hμ(T k) = khμ(T ) and htop(T
k) =

khtop(T ).
(2) The Variational Principle holds:

htop(T ) = sup
{
hμ(T ) : μ ∈M(X, T )} .

(3) If T is expansive (like in the case of the subshifts, see Definition 13.5.1) then
the function M(X, T ) � μ �→ hμ(T ) is upper semi-continuous.

(4) Let (Xi, Ti) be topological dynamical systems for i = 1, 2. Suppose π : X1 →
X2 is a continuous surjection such that the following diagram commutes:

X1

T1

π

X1

π

X2
T2

X2

Then

a. π∗ : M(X1, T1)→M(X2, T2) (defined by μ �→ μ ◦ π−1) is surjective.
b. If sup

y∈X2

#π−1(y) <∞ then

hμ(T1) = hμ◦π−1(T2)

for each μ ∈M(X1, T1). ��

13.4.2 Topological Pressure

The topological pressure was introduced by Ruelle [23] and studied in the general
case by Walters [24]. However, below we follow Przytycki, Urbanski’s book [20,
Section 3]. Let C(X,R) be the space of the real valued continuous functions on the
compact metric space (X, ρ) and let T : X → X be a continuous transformation.
For a φ ∈ C(X,R) we define the topological pressure P(T , φ) below. To do so, first
we consider covers of the compact metric space (X, ρ).

Definition 13.4.2 Let U be a finite open cover of the compact metric space (X, ρ)
and let φ ∈ C(X,R). For every n ≥ 1, x ∈ X and for a set Y ⊂ X we write

Snφ(x) :=
n−1∑

k=0

φ ◦ T k(x) and Snφ(Y ) := sup

{
n−1∑

k=0

φ ◦ T k(x) : x ∈ Y
}

.

(13.4.3)
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Then for every n ≥ 1 we write

Un :=U ∨ T −1U ∨ · · · ∨ T 1−nU. (13.4.4)

Finally, we define the partition function

Zn(T , φ,U) := inf

{
∑

V∈V
expSnφ(V ) : V is a subcover of Un

}

. (13.4.5)

Then the following limit exists (see [20, Lemma 3.2.1])

P(T , φ,U) := lim
n→∞

1

n
logZn(T , φ,U) (13.4.6)

and P(T , φ,U) ≥ −‖φ‖∞.

Definition 13.4.3 (Topological Pressure) Let {Un}∞n=1 be a sequence of open
finite covers of the compact metric space (X, ρ) satisfying lim

n→∞ diam(Un) = 0,

where diam(Un) := max {|U | : U ∈ Un}. Then the following limit exists (see [20,
Lemma 3.2.4]) and we call it topological pressure

P(T , φ) := lim
n→∞P(T , φ,Un). (13.4.7)

The topological pressure does not depend on which equivalent metric we choose.
An alternative definition of the topological pressure is as follows:

Definition 13.4.4 We say that E ⊂ X is an (n, ε)-separated set if for every
distinct x, y ∈ E we have

ρn(x, y) := max
0≤i≤n−1

ρ
(
T i(x), T i(y)

)
≥ ε. (13.4.8)

Then [20, Theorem 3.3.2] asserts that

Theorem 13.4.2 Let (X, T ) be a topological dynamical system and let φ ∈
C(X,R). Let En(ε) be an arbitrary (n, ε)-separated set in X for every ε > 0 and
n ≥ 1. Then

P(T , φ) = lim
ε→0

lim sup
n→∞

1

n
log

∑

x∈En(ε)
expSnφ(x)

= lim
ε→0

lim inf
n→∞

1

n
log

∑

x∈En(ε)
expSnφ(x)

(13.4.9)

For various important properties of the topological pressure see [20, Section 3]
and [13, Section 9].
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Lemma 13.4.1 ([13, Theorem 9.7]) Let (X, T ) be a topological dynamical system,
f, g ∈ C(X,R). Then we have

(1) P(T , 0) = htop(T ).
(2) f ≤ g implies P(T , f ) ≤ P(T , g).
(3) P(T , ·) is either finite valued or constantly∞.
(4) If P(T , ·) <∞ then |P(T , f )− P(T , g)| ≤ ‖f − g‖.
(5) If P(T , ·) <∞ then P(T , ·) is convex.
(6) P(T , f + g) ≤ P(T , f )+ P(T , g).
(7) P(T , c · f ) ≤ cP (T , f ) if c ≥ 1 and P(T , c · f ) ≥ cP (T , f ) if c ≤ 1. ��
Finally, we state the very important Variational Principle for the topological
pressure:

Theorem 13.4.3 Let (X, T ) be a topological dynamical system and φ ∈ C(X,R).
Then

P(T , φ) = sup

{

hμ(T )+
∫

φdμ : μ ∈M(X, T )
}

. (13.4.10)

The measures for which the supremum in (13.4.10) is attained are called
equilibrium states for the transformation T and the
function φ.

Theorem 13.4.4 ([20, Theorem 3.5.6]) Let (X, T ) be a topological dynamical
system and φ ∈ C(X,R). If the function M(X, T ) � μ �→ hμ(T ) is upper semi-
continuous (this holds for expansive transformations, in particular for subshifts)
then there exists an equilibrium state. ��

13.5 General Distance-Expanding Open Mappings on a
Compact Metric Space

Expanding mappings on a repeller are special cases of distance-expanding open
mappings on a compact metric space. So, we start with the more general theory
first. Here we follow the book [20, Sections 4,5].

Definition 13.5.1 Let (X, ρ) be a compact metric space and let T : X → X be a
continuous transformation. We say that (X, T ) is a topological dynamical
system. Moreover, we say that (X, T ) is

(1) distance-expanding if there exists η > 0 such that

ρ(x, y) < 2η <⇒ ρ (T (x), T (y)) ≥ λ̃ρ(x, y),∀x, y ∈ , (13.5.1)

for some λ̃ > 1.
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(2) expansive (see [20, Section 3.5]) if

∃δ > 0 such that
(
ρ
(
T n(x), T n(y)

) ≤ δ, ∀n ≥ 0
) <⇒ x = y (13.5.2)

Such a δ > 0 is called the expansive constant of T . ��
If X is a subshift then the left-shift σ is an expansive transformation with expansive
constant δ = �−1.

All distance-expanding transformations are expansive (see [20, Theorem 4.1.1]).
On the other hand, expansive mappings are distance-expanding in some compatible
metric (see [20, Section 4.6]). According to [20, Proposition 3.5.8], in the expansive
case we have

Lemma 13.5.1 If (X, T ) is expansive with expansive constant δ and diam(U) ≤ δ
then

P(T , φ) = P(T , φ,U). (13.5.3)

Using this, the topological pressure in the case of subshifts can be presented in the
following simpler form:

Example 13.2 Let X ⊂ � := [�]N be a subshift (see Example 13.1) and φ ∈
C(X,R). Then we have

P(σ, φ) = lim
n→∞

1

n
log

∑

ω∈X∗n
exp sup

i∈[ω]∩X
Snφ(i), (13.5.4)

where X∗n was defined in (13.4.1). This implies that the pressure function P(t)
in (13.3.8) satisfies

P(t) = P(σ, tϕ(i)) for ϕ(i) := log ‖f ′i1 (�(σ i))‖.

Let (X, T ) be a distance-expanding topological dynamical system as in Defini-
tion 13.5.1. Then according to [20, Lemma 4.1.2] there exists ξ > 0 such that

T (B(x, η)) ⊃ B(T (x), ξ), ∀x ∈ X, (13.5.5)

where η was defined in (13.5.1). Hence we obtain that the definitions below make
sense.

Definition 13.5.2 (Local Inverses) Let (X, T ) be a distance-expanding, open topo-
logical dynamical system. For every x ∈ X, we can define the local inverse T −1

x :
B(T (x), ξ) → B(x, η) of T as T −1|B(T (x),ξ). Moreover, for every x ∈ X, n ≥ 1
and j ∈ {0, 1, . . . , n− 1} we write xj := T j (x). Then by Przytycki and Urbanski
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[20, Lemma 4.1.4] the composition T −1
x0
◦ T −1

x1
◦ . . . ◦ T −1

xn−1
: B (T n(x), ξ)→ X is

well defined and we set

T −nx := T −1
x0
◦ T −1

x1
◦ . . . ◦ T −1

xn−1
. (13.5.6)

We have

T −n(A) =
⋃

x∈T−n(y)
T −nx (A), ∀y ∈ X and A ⊂ B(y, ξ). (13.5.7)

13.5.1 Markov Partition for Distance Expanding Maps

As in [20, Definition 4.5.1] we set

Definition 13.5.3 (Markov Partition) Let (X, T ) be a distance-expanding open
mapping on a compact space X as in part (i) of Definition 13.5.1. A finite cover
R = {R1, . . . , RM } of X is said to be a Markov partition of the space X for the
mapping T if diam(R) < min{η, ξ} and the following conditions are satisfied.

(1) Ri = IntRi for all i = 1, 2, . . . ,M .
(2) IntRi ∩ IntRj = ∅ for all i �= j .
(3) IntRj ∩ T (IntRi) �= ∅ <⇒ Rj ⊂ T (Ri) for all i, j = 1, 2, . . . ,M . ��
The following theorem will be essential for us:

Theorem 13.5.1 ([20, Theorem 4.5.2]) Let (X, T ) be as in Definition 13.5.3. Then
there is a Markov partition for X of arbitrarily small diameters. ��
Every Markov partition R generates a natural coding of the elements ofX. Namely,

Definition 13.5.4 Let (X, T ) and the Markov partition R be as in Defini-
tion 13.5.3.

(1) We say that the M ×M , 0, 1-matrix AR =
(
aRi,j

)M

i,j=1
is the transition matrix

associated to the Markov partition R if

aRij =
{

1 if Int T (Ri) ∩ Int Rj �= ∅

0 if Int T (Ri) ∩ Int Rj = ∅
. (13.5.8)

We consider the topological Markov chain (�AR, σ ), where σ is the left shift
on

�AR :=
{

i = (i0, i1, i2, . . . ) ∈ {1, . . . ,M}N : aRik,ik+1
= 1, ∀k ≥ 0

}
.
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(2) A sequence ω = (ω0, . . . , ωn−1) ∈ {1, . . . ,M}n is an admissible
sequence if aRωk,ωk+1

= 1 for all 0 ≤ k < n. The collection of all such
sequences is denoted by �n

AR .
(3) Let ω ∈ �n

AR . Then the corresponding n-cylinder is defined by

Rω :=
{
x ∈ X : T k(x) ∈ Rωk , for all 0 ≤ k < n

}
. (13.5.9)

(4) We define the natural projection� : �AR → X by

�(i) :=
∞⋂

k=0

T −k(Rik ) =
∞⋂

k=1

Ri|k . (13.5.10)

Recall that a function φ : X → R is called Hölder continuous with exponent α ∈
(0, 1] if there exists a constant C > 0 such that |φ(x)− φ(y)| ≤ Cρ(x, y)α.

Then it was proved in [20, Section 4] that

Lemma 13.5.2 Let (X, T ) and the Markov partition R be as in Definition 13.5.3.
Then� : �AR → X is well defined and onto. Moreover,

(1) the following diagram is commutative:

AR
σ

AR

X
T

X
(13.5.11)

(2) � : �AR → X is a Hölder continuous mapping which is injective on the set
�|�−1(X\⋃∞

n=0 T
−n(∪i ∂Ri)).

(3) If φ : X → R is Hölder continuous then φ ◦ � : �AR → R is also Hölder
continuous and the pressures coincide:

P(T , φ) = P(σ, φ ◦�). (13.5.12)

(4) Let μ ∈ E(�AR , σ ) which is positive on the non-empty open sets. Then �
is an isomorphism between the probability spaces:

(
�AR,B(�AR), μ

)
and

(X,B(X),μ ◦�−1)

Now we consider a family of very important measures, the so-called Gibbs
measures.
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13.5.2 Gibbs Measures

Definition 13.5.5 (Gibbs Measures) Let (X, ρ) be a compact metric space and
we assume that (X, T ) is a distance-expanding, open, continuous and topologically
transitive (there is a point whose orbit is dense) topological dynamical system and
we also assume that φ ∈ C(X,R) is a Hölder continuous potential. We say that
a measure μ is a Gibbs measure for the potential φ if there exists a
constant C ≥ 1 such that

C−1 ≤ μ
(
T −nx (B (T n(x), ξ))

)

exp (Snφ(x)− nP(T , φ)) ≤ C, for all n ≥ 0, (13.5.13)

where T −nx was defined in Definition 13.5.2. If μ ∈M(X, T ) then we say that μ is
an invariant Gibbs measure for the potential φ. ��
We remark that the corresponding statement holds for the n-cylinders:

Corollary 13.5.1 ([20, Remark 5.1.3]) Let (X, T ) and φ be as in Defini-
tion (13.5.5). Moreover, let μ be an invariant Gibbs measure for the potential
φ. Let R be a Markov partition of diameter smaller than ξ . By Theorem 13.5.1 we
can choose such Markov partitions. Then we can find C̃ > 1 which depends on R
such that for all n ≥ 1 and ω ∈ �n

AR

C̃−1 ≤ μ (Rω)

exp (Snφ(x)− n · P(T , φ)) ≤ C̃, for all x ∈ Rω. (13.5.14)

It is proved in [20, Theorem 5.3.2, Corollary 5.2.13, Proposition 1.5.1 and
Lemma 5.4.12] that

Theorem 13.5.2 Let (X, T ) and φ be as in Definition 13.5.5. Then we have:

(1) There exist a unique invariant Gibbs measure for φ. Let us denote it by μφ .
(2) μφ is ergodic and μφ is the unique equilibrium state for T and φ.
(3) μφ = μφ◦� ◦�−1. ��

13.6 Cr Repellers

We define Cr expanding maps for an r ≥ 1 and their repellers. This definition is a
special case of the one in [16, p. 197].

Definition 13.6.1 Let r ≥ 1, U be an open subset of Rd and  ⊂ U be compact.
Finally, let ψ : U → U be a Cr mapping such that ψ : → . We say that ψ is a



13 Dimension Estimates for C1 Iterated Function Systems and C1 Repellers, a Survey 439

Cr expanding mapping on and is a Cr -repeller of ψ if conditions
(a) and (b) below hold:

(a) there exists λ > 1 such that ‖(Dzψ)v‖ ≥ λ‖v‖ for all z ∈ , v ∈ R
d ;

(b) there exists an open neighborhood V ⊂ U of  such that

 = {z ∈ V : ψn(z) ∈ V for all n ≥ 0}.

If in addition condition (c) also holds then we say that  is a topologically
mixing repeller of ψ:

(c) IfW is an open set that intersects then  ⊂ ψn(W) for some n ≥ 0. ��
Remark 13.1 We remark (see [16, p. 197]) that if (a) and (b) above hold then ψ is a
local homeomorphism. That is, there exists r0 such that for every x ∈  the mapping
ψ|B(x,r0) is a homeomorphism onto its image. Hence there exist two constants b ≥
a > 1 such that

B(ψ(x), ar) ⊂ ψ(B(x, r)) ⊂ B(ψ(x), br), ∀x ∈ , and 0 < r < r0.
(13.6.1)

In particular (,ψ) is an open and distance-expanding mapping with a constant
1 < λ̃ < λ and expansive with the constant δ = 2η. Hence the corresponding
results of Sect. 13.5 apply. ��

13.6.1 Markov Partitions and the Corresponding Symbolic
Dynamics

Definition 13.6.2 Let ψ, and the Markov partition R as in Definition 13.5.3.
Now we use the notation of Definition 13.5.4. Let R̃i be a sufficiently small open
neighborhood of Ri as detailed in [15, Appendix 1] and [6, Section 3]. In particular
ψ|R̃i is injective and

R̃i ∩ R̃j �= ∅ ⇐⇒ Ri ∩ Rj �= ∅ and ψ(R̃i) ⊃ R̃j ⇐⇒ ψ(Ri) ⊃ Rj by def.⇐⇒ aRij = 1.

(13.6.2)

Now we write

Ri0,...,in :=
n⋂

j=0

ψ−j (Rij ) and R̃i0,...,in :=
n⋂

j=0

ψ−j (R̃ij ). (13.6.3)
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Then we define the local inverses of ψ . Namely, for i, j ∈ {1, . . . ,M} with
aRij = 1 we define the local inverse fi,j : R̃j → R̃i,j of ψ by

fi,j :=
(
ψ|R̃i

)−1 |R̃j . (13.6.4)

Like in [6], we can define fi0...in : R̃in → R̃i0,...,in by

(
ψn|R̃i1 ,...,in

)−1 = fi0,i1 ◦ fi1,i2 ◦ · · · ◦ fin−1,in =: fi0,...,in . (13.6.5)

For i ∈ �AR the set
∞⋂
n=0
fi0,i1,...,in(R̃in ) consists of exactly one element. This

element is denoted by�R(i). Then

{�R(i)} :=
∞⋂

n=1

fi0i1...in (R̃in ) =
∞⋂

n=1

R̃i0,...,in , (13.6.6)

Using that ψ() =  we have

 =
{

x : ψnx ∈
M⋃

i=1

R̃i , ∀n ≥ 0

}

=
∞⋂

n=1

⋃

ω∈�n
AR

fω

(
R̃ωn

)

=
M⋃

u=1

∞⋂

n=1

⋃

ω∈�n
AR ,ω0=u

fω

(
R̃ωn

)

︸ ︷︷ ︸
u

=
M⋃

u=1

u, (13.6.7)

��
where1, . . . ,M are non-empty compact set satisfying:

u =
⋃

v: aRu,v=1

fu,v(v). (13.6.8)

Hence,�R : �AR →  is onto and the following diagram is commutative:

AR
σ

R

AR

R

ψ (13.6.9)
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Remark 13.2 We remark that

(1) it follows from [26, Proposition 2.2] that there is an integer q such that

card
{
�−1

R {x}
}
≤ q, for all x ∈ . (13.6.10)

(2) The mapping� |
�−1

(

\
∞⋃
n=0
ψ−n

(
M⋃

i=1
∂Ri

)) is injective as we noted in Part (b) of

Remark 13.2.
(3) By the definition of the Markov partition:

z ∈ R̃i0...in <⇒ ψk(z) ∈ R̃ik ...in for all k = 0, . . . , n. (13.6.11)

Combining this with (13.6.4) and with the Inverse Function Theorem we get

z ∈ R̃i0...in <⇒
(
Dψkzψ

)−1 = Dψk+1zfik ik+1 for all k = 0, . . . , n.
(13.6.12)

From this and the chain rule we get

z ∈ R̃i0...in <⇒
(
Dzψ

n
)−1 = Dψnzfi0...in−1in for all n ≥ 1. (13.6.13)

13.6.2 Dimension of Conformal Repellers

In this subsection we always assume (as in Definition 13.6.1) that ψ is a topologi-
cally mixing expanding mapping on the repeller in R

d . Moreover, we also always
assume here that ψ is a conformal mapping (see Part (ii) of Definition 13.3.1). We
express this as (,ψ) is a mixing CER.

Definition 13.6.3 Let (,ψ) be a mixing CER.

(1) For t ≥ 0 we define the Hölder continuous function ϕt : →  by

ϕt(x) := −t · log ‖ψ ′‖(x).

(2) Moreover, we define the geometric pressure function for t ≥ 0 by

P(t) := P(, ϕt ).

The functionP(t) is strictly decreasing from∞ to−∞. So, it has a unique zero
t0 = t0(,ψ). That is, P(t0) = 0.
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Theorem 13.6.1 ([20, Theorems 9.1.6, 9.14, Corollaries 9.1.11, 9.17]) Let
(,ψ) be a mixing CER. As in Theorem 13.5.2 we write μϕt0 for the unique
invariant Gibbs measure for the potential ϕt0 .

(1) Thenμϕt0 is a geometric measure. This means that there exists a constantC ≥ 1
such that

C−1 ≤ μϕt0 (B(x, r))
rt0

≤ C, ∀x ∈ , ∀r ∈ (0, 1]. (13.6.14)

Consequently,

lim
r→0

logμϕt0 (B(x, r))

log r
= t0. (13.6.15)

(2) All dimensions are equal to t0:

dimH μϕt0 = dimP μϕt0 = dimH = dimB = dimP = t0. (13.6.16)

(3) The measures μϕt0 , Ht0 and Pt0 are mutually equivalent with bounded Radon-
Nikodym derivatives.

(4) For a general m ∈ E(,ψ) we have

dimH m = hm(ψ)
λm(ψ)

, (13.6.17)

where λm(ψ) := lim
n→∞

1
n

log ‖(f n)′(x)‖ for m-almost all x ∈ X. ��
Remark 13.3 We remark that the combination of part (b) of the previous theorem
and Theorem 13.5.2 yields that for a mixing CER the Hausdorff dimension of the
repeller is the supremum (actually the maximum) of the Hausdorff dimensions of
ergodic measures. ��

The Neither Conformal Nor Affine Attractors and Repellers

13.7 History of Neither Conformal Nor Affine Attractors and
Repellers

Here we give a brief account about some of the developments of the field.

(1) In 1994 Falconer [6] introduced a generalization of the usual pressure. He
called it sub-additive pressure and proved that the zero of the corresponding



13 Dimension Estimates for C1 Iterated Function Systems and C1 Repellers, a Survey 443

sub-additive pressure formula is an upper bound on the box-dimension of an
expanding C2 repeller which satisfies the so-called 1-bunched property. This
condition means that if the expansion in a certain direction is a > 1 then the
expansion in all directions are not stronger than a2.

(2) In 1996 Barreira [2] introduced a version of non-additive pressure (which is
equivalent to Falconer’s sub-additive pressure under some conditions (see [1,
5])). Using this, he gave upper bounds on various Cantor sets of very general
geometric constructions. Moreover, he proved that the variational principle
holds for his pressure. Barreira gave conditions under which the box and the
Hausdorff dimensions are equal.

(3) In 1997 Hu [8] extended the scope of Falconer’s theorem. Namely, he
considered expanding C2 maps on the plane that leave invariant the strong
unstable foliation. Under this condition he gave effective upper bound on the
box dimension of the repeller.

(4) In 1997 Zhang [14] extended Falconer’s result to C1 expanding maps and
dropped the 1-bunched property but gave upper bound only for the Hausdorff
dimension of the repeller. Even used a different notion of pressure.

(5) In 2003 Barreira [3] claimed a generalization of Falconer’s theorem (above)
but the proof was incorrect.

(6) In 2007 Manning and Simon [9] gave counter examples to the previously
mentioned Barreira’s paper and proved that if the so-called one-bunched
property does not hold then it can happen that the bounded distortion does
not hold either.

(7) In 2008 Cao et al. [5] proved a variational principle result for the sub-additive
pressure.

(8) In 2009 Ban et al. [1] proved the equivalence of some seemingly different
definitions of singularity dimension.

(9) In 2017 Das and Simmons [28] proved that the supremum of the dimensions of
ergodic measures may be smaller than the Hausdorff dimension of the attractor
for a self-affine carpet in three dimension. This means that the assertion of
Remark 13.3 does not hold in the non-conformal case.

(10) In 2020 Falconer and Fraser [27] investigated the Lq -dimensions of measures
on the plane for certain non-conformal attractors. ��

13.7.1 The Sub-additive Topological Pressure and Lyapunov
Exponents

In the non-conformal case the most important tool is the sub-additive pressure
introduced by Falconer in [6]. It was reformulated by Zhang [14], Barreira [2].
In Cao, Feng and Huang [5] it was proved that these different formulations
yield the same non-additive pressure. First recall that the “additive” topological
pressure was defined in Definition 13.4.3 and an equivalent definition was given
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in Theorem 13.4.2. This second definition is the one along which the topological
pressure is extended to the sub-additive case. Namely, in the definition of topological
pressure in formula (13.4.9), the role of the sequence of functions {Snφ(x)}∞n=1 is
taken by a more general sequence called subadditive valuation.

Definition 13.7.1 (Sub-additive Valuation) Let (X, T ) be a topological dynami-
cal system. A sub-additive valuation on X is a sequence of continuous
functions G = {gn}∞n=1 satisfying

gm+n(x) ≤ gn(x)+ gm(T nx), ∀n,m ≥ 1 and x ∈ X. (13.7.1)

Clearly the sequence {Snφ(x)}∞n=1 satisfies (13.7.1) with equality. That is, if
gn(x) = Snφ(x) then

gm+n(x) = gn(x)+ gm(T nx), ∀n,m ≥ 1 and x ∈ X.

Now by replacing {Snφ(x)}∞n=1 by a sub-additive valuation in the second defini-
tion (13.4.9) of the pressure we obtain the sub-additive pressure:

Definition 13.7.2 (Sub-additive Topological Pressure) Let (X, T ) be a topologi-
cal dynamical system.

(1) For an n ∈ N, ε > 0 and sub-additive valuation G = {gn}∞n=1 we define

Pn(T ,X,G, ε) := sup

{
∑

x∈E
expgn(x) : E is an (n, ε)-separated set

}

,

(13.7.2)

where the notation of (n, ε)-separated set was introduced in Definition 13.4.4.
(2) Then the sub-additive topological pressure of G with respect to

T is

P(T ,X,G) := lim
ε→0

lim sup
n→∞

1

n
logPn(T ,X,G, ε). (13.7.3)

As we mentioned above, in the special case when there is a continuous function
φ : X → R such that gn(x) = Snφ(x) we get back the classical or traditional
topological pressure. This is why from now on we call the traditional topological
pressure additive topological pressure as opposed to the more general
sub-additive topological pressure defined above.
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Example 13.3 It was proved in [5, p. 649] that in the special case when we consider
a subshift (X, σ) the sub-additive pressure of the sub-additive valuation G can be
presented in the form (cf. Example 13.2):

P(X, σ,G) = lim
n→∞

1

n
log

⎛

⎝
∑

ω∈X∗n
exp

(

sup
i∈[ω]∩X

gn(i)

)⎞

⎠ . (13.7.4)

Definition 13.7.3 (Lyapunov Exponent of a Sub-additive Valuation) Let (X, T )
be a topological dynamical system and let μ ∈ M(X, T ) then the Lyapunov
exponent of the sub-additive valuation G with respect to μ is

G∗(μ) := inf
n

1

n

∫

gndμ = lim
n→∞

1

n

∫

gndμ, (13.7.5)

where the second equality follows from subadditivity. ��
We remark that the inequality G∗(μ) < ∞ always holds, although G∗(μ) = −∞
can happen. The following variational principle was proved in [5, Theorem 1.1]:

Theorem 13.7.1 (Cao, Feng and Huang) Let (X, T ) be a topological dynamical
system such that htop(T ) <∞ and let G be a sub-additive valuation. Then

P(T ,X,G) = sup
{
hμ(T )+ G∗(μ) : μ ∈M(X, T )} . (13.7.6)

If μ ∈ M(X, T ) is a measure that achieves the supremum in (13.7.6) then we say
that μ is an equilibrium measure for the valuation G. It follows
from [7, Proposition 3.5] that

Proposition 13.1 If (X, T ) is a subshift then there exists at least one ergodic
equilibrium measure. ��
Now we consider the two most important examples where we use the Lyapunov
exponents in this note.

Example 13.4 Let s ≥ 0 and F = {fi}�i=1 be a C1 IFS with attractor ⊂ R
d (recall

the definitions from Sect. 13.3.1). Moreover, let � := [�]N. Then for every s ∈
[0, d] the sub-additive valuation Ĝs := {

ĝsn
}∞
n=1 corresponding

to s and F is

ĝsn(x) := logφs
(
D�σnxfx|n

)
, x ∈ �, (13.7.7)

where � : � →  is the natural projection as defined in (13.3.2) and φs is the
singular value function defined in (13.2.7). It follows from the definition (13.2.7) of
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the singular value function that for an ergodic measure m ∈ E(X, T ), the Lyapunov
exponent of Ĝ is

Ĝs∗(m) =
{
λ̂1(m)+ · · · + λ̂[s](m)+ (s − [s])̂λ[s]+1(m), if s < d,
s
d
(̂λ1(m)+ · · · + λ̂d (m)), if s ≥ d, (13.7.8)

where

λ̂i (m) := lim
n→∞

1

n

∫

log
(
αi(D�σnxfx|n)

)
dm(x) (13.7.9)

is the i-th Lyapunov exponent of the measure m for 1 ≤ i ≤ d . We
remind the reader that αi(A) was defined in Sect. 13.2.2 as the i-th singular value of
the matrix A. ��
Example 13.5 Let  ⊂ R

d be the C1-repeller of an expanding map ψ : U → U ,
where U ⊃  is an open subset of Rd like in Definition 13.6.1. Then for every s ∈
[0, d] the sub-additive valuation Gs := {

gsn
}∞
n=1 corresponding

to s and (,ψ) is

gsn(z) : = − log

⎛

⎝
d∏

k=d−[s]+1

αk(Dzψ) · αs−[s]d−[s](Dzψ)

⎞

⎠ (13.7.10)

= logφs((Dzψn)−1), z ∈ .

Then for every s ∈ [0, d] and ergodic measure m ∈ E(X, T ) we have

Gs∗(m) = λ1(m)+ · · · + λ[s](m)+ (s − [s])λ[s]+1(m),

where for every i = 1, . . . , d ,

λi(m) = lim
n→∞

1

n

∫

log
(
αi((Dzψ

n)−1)
)
dm(z) (13.7.11)

= − lim
n→∞

1

n

∫

logαd−i+1
(
Dzψ

n
)
dm(z).

Lemma 13.7.1 Let (,ψ) be as in Example 13.5 and let R be an arbitrary Markov
partition. Using the notation of Sect. 13.6.1, for every s ≥ 0 we introduce

Ĝs = {
ĝsn
}∞
n=1 , where ĝsn(i) := logφs

(
D�R(σni)fi0...in

)
. (13.7.12)

Then

P
(
�AR, σ, Ĝs

)
= P(ψ,,Gs ). (13.7.13)
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Proof Using (13.6.13) and the fact that for an arbitrary z = �R(i) we have ψnz =
�R(σni), we get that for all i ∈ �AR and n ≥ 1,

ĝsn(i) = logφs
(
D�R(σni)fi0...in−1in

) = logφs
(
(D�(i)ψ

n)−1
)
= gsn(�(i)).

(13.7.14)

Hence for all m ∈M(X, σ)
∫

�
AR

ĝsn(i)dm(i) =
∫

�
AR

gsn(�(i))dm(i) =
∫



gsn(z)d(�∗m)(z).

This yields that by definition

(Ĝs )∗(m) =
(Gs)∗ (�∗m) , m ∈M (

�AR, σ
)
. (13.7.15)

By Part (iv) of Theorem 13.4.1, m �→ �∗m is a surjective map from M (X, σ) to
M(, f ). Moreover, the combination of Part (a) of Remark 13.2 and Part (iv) of
Theorem 13.4.1 yields that

hm(σ ) = h�∗m(ψ), m ∈M (
�AR, σ

)
. (13.7.16)

Now the assertion of the lemma follows directly from the combination
of (13.7.15), (13.7.16) and the variational principle for sub-additive pressure (see
Theorem 13.7.1). Namely,

P
(
ψ,,Gs) = sup

{
hμ(ψ)+

(Gs)∗ (μ) : μ ∈M(,ψ)}

= sup
{
h�∗m(ψ)+

(Gs)∗ (�∗m) : m ∈M (
�AR , σ

)}

= sup
{
hm(σ )+ (Ĝs )∗(m) : m ∈M (

�AR , σ
)}

= P(�AR , σ, Ĝs).

13.7.1.1 Zhang’s Approach to the Sub-additive Topological Pressure

Let (,ψ) be as in Example 13.5. Zhang [14, p.743] defined Pn : [0, d] → R by

Pn(s) := P
(

ψ,
1

n
gsn(x)

)

, (13.7.17)

where P on the right hand-side is the (additive) pressure defined in (13.4.7). Zhang
proved [14, Lemma 2] that the following limit exists

lim
n→∞Pn (s) = inf

n∈Z+
Pn(s) =: P ∗(s). (13.7.18)
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It was proved in [1, Propositions 2.1 and 2.2] that for all s ∈ [0, d],

P(ψ,,Gs ) = P ∗(s) = lim
n→∞P

(

ψ,
1

n
gsn(x)

)

= lim
n→∞

1

n
P
(
ψn, gsn

)
,

(13.7.19)

where on the left-hand side we have the sub-additive pressure defined in (13.7.3)
and the last two P stand for the additive pressure.

13.7.2 The Singularity and the Lyapunov Dimensions

First we define the singularity dimension and Lyapunov dimension for IFSs.

13.7.2.1 The Singularity and the Lyapunov Dimensions for C1 IFSs

Here we always assume that F = {fi}�i=1 is a C1 IFS and X ⊂ � := [�]N is a
subshift. For every s ≥ 0 we define the sub-additive valuation Ĝs as in (13.7.7). We
consider the pressure function corresponding to (X,F) by

PX,F(s) := P(X, σ, Ĝs ). (13.7.20)

By the definition of the topological entropy we have

PX,F(0) = htop(X) ≥ 0. (13.7.21)

Moreover, using (13.7.4) and (13.3.5) we obtain

log ξ(F) ≤ PX,F(s2)− PX,F(s1)
s2 − s1 ≤ log ζ(F) < 0, for all 0 ≤ s1 ≤ s2.

(13.7.22)

In this way the function PX,F(s) is strictly decreasing, continuous, non-negative at
zero and tends to negative infinity when s tends to infinity. Hence, PX,F(s) has a
unique non-negative zero.

Definition 13.7.4 The singularity dimension of X (we denote it by
dimSX) is the unique s ≥ 0 for which

PX,F(s) = P(X, σ, Ĝs) = 0. (13.7.23)
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Fig. 13.2 The connection between Lyapunov dimension, entropy and the function s �→ −Gs∗(m)
when d = 3

Definition 13.7.5 Let F = {fi}�i=1 be a C1 IFS. For every s ≥ 0 we define the sub-
additive valuation Ĝs as in (13.7.7). Moreover, let m ∈ E(�, σ). The Lyapunov
dimension of m with respect to F is denoted by dimL m and is
defined (see Fig. 13.2 ) as the unique non-negative s satisfying

hm(σ )+ Ĝs∗(m) = 0. (13.7.24)

Such an s clearly exists since by definition, the function s �→ −Ĝs∗(m) is continuous
and increases from zero to infinity. If − (

λ̂1(m)+ · · · + λ̂d (m)
)
> hm(σ ) then we

can present the Lyapunov dimension in a form which may be more familiar for some
of the readers:

dimL m = k + hm(σ )+ λ̂1(m)+ · · · + λ̂k(m)
−̂λk+1(m)

, (13.7.25)

where

k := max
{
i : −(̂λ1(m)+ · · · + λ̂i (m)) < hm(σ )

}
.

By assumption, k < d .
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13.7.2.2 The Singularity and the Lyapunov Dimensions for C1 Repellers

Let (,ψ) and Gs be defined as in Example 13.5. It was proved in [1, Theorem
2.4] that the function s �→ P(X, σ,Gs) is continuous and strictly decreasing, takes
positive value at 0 and strictly negative value at d . Hence this function has a unique
non-negative zero.

Definition 13.7.6 The singularity dimension of  with respect
to ψ (denoted by dimS∗ ) is the unique non-negative zero of the function s �→
P(X, σ,Gs ).
Similarly to the IFS case we can define the Lyapunov dimension for the ergodic
measures of a C1-repeller:

Definition 13.7.7 Let m ∈ E(,ψ). Then the Lyapunov dimension of
m with respect to ψ (denoted by dimL∗ m) is the unique non-negative s
satisfying

hm(σ )+ Gs∗(m) = 0. (13.7.26)

13.8 Falconer’s Bounded Distortion Result and
Box-Dimension Estimates

Falconer [6] considered repellers satisfying the following assumptions:

Assumption 13.8.1

(1) Let (,ψ) be a mixing C2 repeller on R
d .

(2) The one-bunched property holds:

∥
∥
∥(Dxf )

−1
∥
∥
∥

2 · ‖Dxf ‖ < 1, ∀x ∈ . (13.8.1)

Then Falconer proved that

Theorem 13.8.2 ([6, Theorem 5.3 (a)]) Assume that (,ψ) is a repeller satisfying
Assumption 13.8.1. Then

(1) dimB ≤ dimS∗ .
(2) Moreover, the equality holds if  contains a non-differentiable arc. ��

The proof of part (a) of this theorem contains many essential properties of the
repeller which will play an important role later. Therefore we elaborate on the steps
of this proof. The heart of the proof of Theorem 13.8.2 is the following assertion:
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Proposition 13.2 ([6, Proposition 4.3]) Assume that (,ψ) is a repeller as in
Assumption 13.8.1. Then there exist C1 > 0 such that for all admissible sequences
i0, . . . , in and x, y ∈ Rin we have

‖(Dxfi0...in )−1 · (Dyfi0...in )− I‖ ≤ C1‖x − y‖, (13.8.2)

where the local inverses fi,j were defined in (13.6.4). ��
This implies that the so called bounded distortion property holds:

Corollary 13.8.1 There exist two constants C2, C3 > 0 such that for every 1 ≤
j ≤ d ,

C2 <
αj (Dxfi)

αj (Dyfi)
< C3, ∀n,∀i ∈ �A,n, ∀x, y ∈ R̃in . (13.8.3)

We remark that this is a very important property! Using this, Falconer proved [6, p.
330] that:

Proposition 13.3 There exists a constant C4 > 0 such that for all admissible i ∈
�∗A the cylinder R̃i can be covered by a rectangular parallelepiped of sides

C4α1(Dxfi), . . . , C4αd(Dxfi),

where x ∈ R̃in is arbitrary. ��
Using Falconer’s cutting up ellipses method (reviewed in Sect. 13.8.1 for self-

affine sets) we obtain from the assertion of Proposition 13.3 that the Hausdorff
dimension of the repeller is less than or equal to the singularity dimension. To see
that the same holds for the upper box dimension, first observe that Proposition 13.3
immediately implies (see Fig. 13.1) that

Corollary 13.8.2 There exist constants C5, C6 > 0 such that for all admissible
sequence ω = (ω0, . . . , ωn−1) and for all y ∈ R̃ωn−1 the cylinder Rω := fω(Rωn−1)

can be covered by C5 · Nm,y(ω) balls of radius C6 · αm+1(Dyfω) for all 1 ≤ m ≤
d − 1, where

Nm,y(ω) := α1(Dyfω)

αm+1(Dyfω)
· · · αm(Dyfω)

αm+1(Dyfω)
. (13.8.4)

Now we present the proof of how this corollary implies that part (a) of Theo-
rem 13.8.2 holds. For a more detailed proof see [6, Section 5].

Proof of Part (a) of Theorem 13.8.2 The collection of admissible words ω =
(ω0, . . . , ωn) of length n+ 1 is denoted by Sn. That is

Sn := {ω = (ω0, . . . , ωn) : aR(ωk, ωk+1) = 1, k = 0, . . . , n− 1} . (13.8.5)
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Let s := dimS∗ . We may assume that s < d . Choose t ∈ (s, d). Then by the
definition of s we have

P
(
�A, σ,Gt

)
< 0. (13.8.6)

For ω ∈ Sn we write

φ
t
(ω) := sup

i∈[ω]∩�A
φt

(
D�R(σni)fω

)
and αk(ω) := sup

i∈[ω]∩�A
αk

(
D�R(σni)fω

)
.

(13.8.7)

Then by (13.7.4),

P
(
�A, σ,Gt

) = lim
n→∞

1

n
log

⎛

⎝
∑

ω∈Sn
φ
t
(ω)

⎞

⎠ < 0. (13.8.8)

This yields that we can find q ∈ N such that

∑

ω∈Sq
φ
t

k(ω) < 1. (13.8.9)

Set m := [t] the integer part of t and let

Qr :=
{
ω ∈ �∗A : |ω| is a multiple of q, αm(ω) ≤ r, αm(σ

qω) > r
}
.

Repeated applications of (13.8.9) and (13.2.8) imply that for every r > 0 small
enough we have

∑

ω∈Qr
φ
t

k(ω) < 1. (13.8.10)

For every i ∈ �A there exists n such that i|n ∈ Qr . That is

 ⊂
⋃

ω∈Qr
Rω. (13.8.11)

By the definition ofQr and the Bounded Distortion Property (Corollary 13.8.1) we
have

αm+1(Dyfω) ≈ r, for all y ∈ R̃ωn , (13.8.12)
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where ≈ means that the ratio of the two sides is in between two positive constants.
Using this and the Bounded Distortion Property again, we get that there exists a
constant C7 > 0 such that for every r > 0 small enough:

R̃ω can be covered by C7 · Nm,y(ω) balls of radius r for all ω ∈ Qr, y ∈ R̃ωn .
(13.8.13)

On the other hand, by (13.8.12) and the definitions of φt and Nm,y we obtain that
there exists a constant C8 > 0 such that for admissible ω ∈ �∗A,

Nm,y(ω) = φt
(
Dyfω

) · (αm+1
(
Dyfω

))−t ≤ C8φ
t
(
Dyfω

) · r−t for all y ∈ R̃ωn .
(13.8.14)

In this way, we have proved that for every ω ∈ Qr , we can coverRω byC8·φt(ω)r−t
balls of radius r . Putting together this, (13.8.10) and (13.8.11) we get that  can be
covered by C8 · r−t balls of radius r . This means that dimB ≤ t . But this holds for
all s ≤ t . Hence dimB ≤ s. ��

All of these properties rely on the assumption that the one-bunched property
holds, which implies for example that the cylinder set Ri for every admissible i =
(i0, . . . , in) is a convex set [6, p. 317].

13.9 No One-Bunched Property, Possibly No Bounded
Distortion

Informally speaking the example given by Manning and Simon [9] shows that if we
drop the one-bunched condition assumption then not only that the cylinders are not
necessarily convex sets but also the bounded distortion property no longer holds.
More precisely, in the example, the one-bunched condition does not hold, but by
changing the parameter τ appropriately, we can get as close to one-bunched as we
wish and the Bounded Distortion Property (13.8.3) does not hold.

Example 13.6 ([9]) LetQ := [0, 1]2. Let

λ1 = 1

2
, λ̃1 = 1

22+2τ , λ2 = 1

22+4τ , λ̃2 = 1

21+τ

and f1(x) := λ1x, f2(x) := λ2x+1−λ2. Let C ⊂ [0, 1] be the attractor of the IFS
{f1, f2} (Fig. 13.3). There exists h ∈ C2[0, 1] satisfying:

• h(x) is strictly increasing, h(1) = 1− λ̃2.
• ∀x ∈ C we have h′(x) = 0.
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Fig. 13.3 The cylinder Fi([0, 1]2) contains infinitely many non-convex strips of height λ̃i. The
figure is from [9]

• For an arbitrary n and i = (i1, . . . , in) ∈ {1, 2}n, let Gi = fi ([λ1, 1 − λ2]) be
the biggest gap in fi[0, 1]. Then we have

max
x∈Gi

h′(x) ≥ 4c7 · |Gi|
log(n+ 2)

.

We consider the IFS F = {F1, F2} onQ = [0, 1]2:

F1 (x1, x2) : =
(
f1 (x1) , h (x1)+ λ̃1x2

)
,

F2 (x1, x2) : =
(
f2 (x1) , h (x1)+ λ̃2x2 + 1− h(1)− λ̃2

)
,

(13.9.1)

D(x1,x2)F1 =
[
λ1 0

h′ (x1) λ̃1

]

, D(x1,x2)F2 =
[
λ2 0

h′ (x1) λ̃2

]

. (13.9.2)



13 Dimension Estimates for C1 Iterated Function Systems and C1 Repellers, a Survey 455

Theorem 13.9.1 (Manning and Simon [9]) For all c > 0, there exists L > 0 such
that for all x ∈ [0, 1]2, for all n > L, and

i = (2, . . . , 2
︸ ︷︷ ︸

n

, 1, . . . , 1
︸ ︷︷ ︸
n+1

),

the cylinder Fi[0, 1]2 cannot be covered by any rectangles with sides c · α1(DxFi)

and c · α2(DxFi). ��
László Mikolás observed in his Master of Sciences Thesis [33] that essentially the
same proof leads to the following stronger statement:

Theorem 13.9.2 (Mikolás) There exists ε0 > 0 such that for all c > 0, there exists
L such that for all x ∈ [0, 1]2, for all n > L, and

i = (2, . . . , 2
︸ ︷︷ ︸

n

, 1, . . . , 1
︸ ︷︷ ︸
n+1

),

the cylinder Fi[0, 1]2 cannot be covered by any rectangles with sides c ·
enε0α1(DxFi) and c · enε0α2(DxFi). ��
Theorem 13.9.3 (Manning and Simon [9]) The Bounded Distortion Property
does not hold. That is,

sup
i∈�∗A

sup
x∈R̃i|i|

‖DxFi‖

inf
y∈R̃i|i|

‖DyFi‖ = ∞.

13.10 The Proof of Part (a) of Theorem 13.1.2 Assuming Part
(a) of Theorem 13.1.1

In this section we always assume that the compact set  ⊂ U ⊂ R
d is the attractor

of the C1 expanding map ψ : U → U as in Definition 13.6.1. We frequently use the
notation of Sects. 13.6.1 and 13.5.1. For every s ≥ 0 we consider the sub-additive
valuation Gs introduced in (13.7.10):

Gs = {
gsn
}∞
n=1 , where gsn(z) = logφs

(
(Dzψ)

−1
)
. (13.10.1)

Proposition 13.4 There exist an integer � ≥ 2, a constant τ > 1, � mappings
H1, . . . , H� : Rd → R

d and a subshift X ⊂ �� := {1, . . . , �}N such that

(1) Hi ∈ Diff1(Rd,Rd), i = 1, . . . , �.
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(2) For all y ∈ R
d and for all v ∈ R

d with ‖v‖ = 1 we have 0 < ‖DyHiv‖ < 1
τ

,
i = 1, . . . , �.

(3) Let � be the natural projection for the IFS H := {H1, . . . , H�} as defined
in (13.3.2). Then

 = �(X). (13.10.2)

(4) There exists q ∈ N such that

card
{
(�|X)−1(z)

}
< q for all z ∈ . (13.10.3)

(5)

(D�(i)ψ
n)−1 = D�σniHi0...in−1 for all i ∈ X and n ≥ 1. (13.10.4)

Proof We present the proof of Part (a) of Theorem 13.1.2 assuming Part (a) of
Theorem 13.1.1 and Proposition 13.4.

Write

hsn(i) := logφs
(
D�σniHi0...in−1

)
and Hs := {

hsn
}∞
n=1 .

Recall that Gs was defined as (13.7.10). Using the same reasoning as in the proof of
Lemma 13.7.1 we obtain that

P
(
X, σ,Hs

) = P(ψ,,Gs). (13.10.5)

Let s0 be the unique zero of the function s �→ P(ψ,,Gs). That is, s0 =
dimS∗  is the singularity dimension of . We know from Part (a) of Theo-
rem 13.1.1 that dimB(�(X)) is less than or equal to the zero of the function s �→
P
(
�A, σ,H

s
)
, which is equal to s0 by (13.10.5). Moreover, we know from (13.10.2)

that�(X) = . Putting these together we get that dimB() ≤ dimS∗ . ��
In the rest of this section we prove Proposition 13.4.

For a set E ⊂ R
d we write Eε for the closed ε-neighborhood of E. It is easy

to check that we can choose such a small δ > 0 which satisfies the following
conditions:

Definition 13.10.1 Let δ > 0 be so small that the following conditions hold:

(i) 4δ ⊂ V , where V was defined in Definition 13.6.1.
(ii) For every z ∈ 3δ, ψ : B(z, δ)→ ψ(B(z, δ)) is a C1 diffeomorphism.

(iii) Put λ̃ := 2λ+1
3 , where λ was defined in Definition 13.6.1. Then

‖(Dzψ)v‖ > λ̃‖v‖, ∀z ∈ 2δ, v ∈ R
d . (13.10.6)
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For every z ∈  we define a diffeomorphism which is equal to ψ in a very small
neighborhood of z and this diffeomorphism to be defined is almost like the linear
approximation of ψ out of a little bit bigger but still small neighborhood of z.

Lemma 13.10.1 Let δ > 0 be as in Definition 13.10.1. For every z ∈ 2δ , we can
find t (z) ∈ (0, δ) and δ0 > 0 (independent of z) such that for an arbitrary d × d
matrix A with ‖A−Dzψ‖ < δ0 there exists FAz ∈ Diff1(Rd ,Rd) satisfying

(a) FAz |B(z,t (z)) = ψ|B(z,t (z)),
(b) FAz (y) = ψ(z)+ A · (y − z) if y �∈ B(z, 2t (z)),
(c) ‖DyFAz v‖ > λ̂ for all y, v ∈ R

d with ‖v‖ = 1, where λ̂ = 1+λ̃
2 > 1. ��

We prove Lemma 13.10.1 at the end of this section.
Consider the open cover {B(z, t (z)/2)}z∈ of . We choose a minimal finite

sub-cover

C := {B(z1, t1), . . . , B(zN , tN )} ,

where ti := t (zi)/2, i = 1, . . . , N .
Fix α ∈ (0, δ) such that 2α is smaller than the Lebesgue number of the open

cover C. Choose a Markov partition R = {R1, . . . , R�} of  such that

diam(R̃u) < α, for all u ∈ {1, . . . , �} , (13.10.7)

where R̃u is a small neighborhood of Ru introduced in Sect. 13.6.1. We can define a
mapping κ : {1, . . . , �} → {1, . . . , N} such that

R̃u ⊂ B(zκ(u), tκ(u)). (13.10.8)

For this Markov partition we define the matrix A = AR as in Definition 13.5.4. Let

�� := {1, . . . , �}N , and Sn := �nA :=
{
(i0, . . . , in) : aik ,ik+1 = 1, k = 0, . . . , n− 1

}
.

(13.10.9)

The elements of Sn are called admissible words of length n + 1. Moreover, recall
that we also introduced the local inverses of ψ in Sect. 13.6.1 as

fi,j : R̃j → R̃i,j ⊂ R̃i , fi,j :=
(
ψ|R̃i

)−1 |R̃j if ai,j = 1. (13.10.10)

Definition 13.10.2 For every u ∈ {1, . . . , �}we choose a d×d non-singular matrix
Au such that

(i) The matrices {Au}�u=1 are different and
(ii) ‖Au −Dzκ(u)‖ < δ0, where δ0 was defined in Lemma 13.10.1. ��
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Now we define the diffeomorphisms hu ∈ Diff1(Rd ,Rd ) by

hu(x) := FAuzκ(u)(x), u ∈ {1, . . . , �} .

It follows from Lemma 13.10.1 and (13.10.8) that

Lemma 13.10.2 The diffeomorphisms {hu}�u=1 have the following properties:

(a) hu|R̃u = ψ|R̃u for all u ∈ {1, . . . , �}.
(b) ‖Dyhuv‖ > λ̂ > 1 for all y ∈ R

d , u ∈ {1, . . . , �} and v ∈ R
d with ‖v‖ = 1.

(c) For all distinct u, v ∈ {1, . . . , �} the diffeomorphisms hu and hv are different.
��

We define

Hi := h−1
i , for all i ∈ {1, . . . , �} . (13.10.11)

Similar to Part (c) of Remark 13.2 we get some important properties of Hi :

Fact 13.1 Let (i, j) ∈ S1, (i0, . . . , in) ∈ Sn. By the definition of Hi we have:

(
ψ|R̃i

)−1 |R̃j = Hi |R̃j = fi,j . (13.10.12)

By the definition of the Markov partition:

z ∈ R̃i0...in <⇒ ψk(z) ∈ R̃ik ...in for all k = 0, . . . , n. (13.10.13)

Combining the previous two identities with the Inverse Function Theorem we get

z ∈ R̃i0...in <⇒
(
Dψkzψ

)−1 = Dψk+1zHik for all k = 0, . . . , n. (13.10.14)

From this and the chain rule we get

z ∈ R̃i0...in <⇒
(
Dzψ

n
)−1 = DψnzHi0,...in−1 = D�σnifi0...in−1in for all n ≥ 1.

(13.10.15)

Proof of Proposition 13.4 We consider the C1 IFS H := {Hi}�i=1 . Clearly Hi ∈
Diff1(Rd ,Rd ) and by part (b) of Lemma 13.10.2 0 < ‖DyHi‖ < 1/̂λ < 1 for all
i ∈ {1, . . . , �} and y ∈ R

d . These yield parts (a) and (b) of Proposition 13.4. Let
�� := {1, . . . , �}N. Then X := �A ⊂ �� is a subshift (of finite type). We write � :
�� → R

d for the natural projection corresponding to the IFS H defined in (13.3.2).
In this settings, the subshift whose existence is claimed in Proposition 13.4 is X :=
�A. Now we prove that

 = �(�A). (13.10.16)
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To do so, first recall that we introduced a natural projection �R : �A → 

in (13.6.6) as

{�R(i)} :=
∞⋂

n=1

fi0i1...in (R̃in ) =
∞⋂

n=1

R̃i0...in =
∞⋂

n=1

Ri0...in , (13.10.17)

It is obvious that

�|�A = �R. (13.10.18)

Namely, let z ∈ . Then by (13.3.2), for every i ∈ �� we have �(i) =
lim
n→∞Hi0...in (z). Assume that i ∈ �A and fix an n ≥ 1. Then Ri0...in is defined

and dist(Ri0,...in , Hi0...in−1(z)) < (1/̂λ)n · ||. This implies that (13.10.18) holds.
However, we pointed out in Sect. 13.6.1 that �R(�A) = . Hence part (c)
of Proposition 13.4 holds. Part (d) of Proposition 13.4 follows from Part (a) of
Remark 13.2 and (13.10.18). Finally, Part (e) of Proposition 13.4 is immediate
from (13.10.15) since ψn(�(i)) = �(σni) for an i ∈ �A. ��

We are left only to prove Lemma 13.10.1. This is standard but for the convenience
of the reader we enclose a proof which uses the idea of https://math.stackexchange.
com/questions/148808/the-extension-of-diffeomorphism.

Proof of Lemma 13.10.1 It is well known that for every τ > 0 we can find a C∞
cutoff function ϕτ : R→ [0, 1] so that

(i) ϕτ (x) ≡ 0 if |x| ≥ τ ,
(ii) ϕτ (x) ≡ 1 if |x| ≤ τ/2,

(iii) |ϕ′τ (x)| ≤ 4
τ

for every x ∈ R.

Fix an arbitrary z ∈ R
d . We define ζτ,z : Rd → R

+ such that ζτ,z(x) := ϕτ (‖x−z‖).
Clearly,

ζ ′τ,z(x) = ϕ′τ (‖x − z‖) ·
1

‖x − z‖ (x − z) for x �= z. (13.10.19)

From here we get

‖x − z‖ ≤ τ <⇒ ζ ′τ,z(x) · ‖x − z‖ ≤ 4. (13.10.20)

Let

FAτ,z(x) :=
(
1− ζτ,z(x)

)
(ψ(z)+ A(x − z))+ ζτ,z(x)ψ(x). (13.10.21)

https://math.stackexchange.com/questions/148808/the-extension-of-diffeomorphism
https://math.stackexchange.com/questions/148808/the-extension-of-diffeomorphism
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Clearly,

FAτ,z(x) =
{
ψ(x), if ‖x − z‖ ≤ τ

2 ,

ψ(z)+ A · (x − z), if ‖x − z‖ ≥ τ. (13.10.22)

We are only interested in the derivative of FAτ,z(x) when

z ∈ 3δ, ‖x − z‖ ≤ τ and x �= z. (13.10.23)

For such x ′s we have

‖DxFAτ,z − A‖ ≤ |ζτ,z(x)|︸ ︷︷ ︸
≤1

·‖Dxψ − A‖

+ |ζ ′τ,z(x)| · ‖x − z‖
︸ ︷︷ ︸

≤4

· ‖ψ(x)− ψ(z)− A(x − z)‖‖x − z‖

≤ ‖Dxψ − A‖ + 4 · ‖ψ(x)− ψ(z)−Dzψ · (x − z)‖‖x − z‖
+ 4 · ‖A−Dzψ‖

≤ 5 · ‖A−Dzψ‖ + 4 · ‖ψ(x)− ψ(z)−Dzψ · (x − z)‖‖x − z‖ .

If we choose a very small τ > 0 (which may depend on z and denote it by t (z))
then the second summand above is as small as we wish. Moreover, we choose also
very small δ0 > 0 and require that ‖Dzψ − A‖ < δ0. Then also the first summand
above is as small as we wish. Putting together this and (13.10.6) yields part (c) of
Lemma 13.10.1. Parts (a) and (b) follow from (13.10.22). ��

13.11 Almost All Type Results in the Lower Triangular Case

In this section we compute the Hausdorff dimension of the attractors of some one-
parameter families of non-conformal C2 IFSs on the plane of the form

Ft :=
{
F ti (x, y) :=

(
f ti,1(x), f

t
i,2(x, y)

)}�

i=1
. (13.11.1)
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13.11.1 Notation

More precisely, let � ≥ 2 and for every i ∈ [�] := {1, . . . , �} we are given the C2

functions such that for some τ > 0,

fi,1 : [−τ, 1 + τ ] → (0, 1) and fi,2 : [−τ, 1+ τ ] → (0, 1) . (13.11.2)

For each i ∈ [�] and ti = (ti,1, ti,2) ∈ R
2 let

F ti (x, y) := Fi(x, y) + ti :=
(

fi,1(x) + ti,1, fi,2(x, y) + ti2
)

and Ft :=
{
F ti

}

i∈[�]
(13.11.3)

We consider the set of admissible translations:

U :=
{

t = (t1, . . . t�) ∈ R
2 × · · · × R

2
︸ ︷︷ ︸

�

: F ti [0, 1]2 ⊂ (0, 1)2
}

. (13.11.4)

According to (13.11.2), Fi [0, 1]2 are compact subsets of (0, 1)2, hence the origin of
R

2� is in U :

0 := (0, . . . , 0
︸ ︷︷ ︸

�

) ∈ U ⊂ R
2�. (13.11.5)

Set F := Ft when t = 0. We assume about the derivative of F ti

D(x,y)F
t
i = D(x,y)Fi =

(
ai(x) 0
ci(x, y) di(x, y)

)

(13.11.6)

that there exist β1, β2 ∈ (0, 1) such that

β1 ≤ ‖(D(x,y)Fi)‖ ≤ β2, for all i ∈ [�] and (x, y) ∈ [0, 1]2. (13.11.7)

Definition 13.11.1 If all of the assumptions above hold then we say that
{
Ft
}

t∈U
is the translation family of the non-conformal triangular
IFS F. We denote the attractors of Ft and F by t and  respectively. As
always we write � := [�]N and the natural projection corresponding to Ft and
F are denoted by �t and � respectively. The singularity dimension of � (cf.
Definition 13.7.23) corresponding to the IFS Ft is denoted by d(t). Similarly,
the Lyapunov dimension of an ergodic measure μ corresponding to the IFS Ft is
denoted by dμ(t). ��
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We set the following conditions:

(C1) The diagonal case: Fi(x, y) = (fi,1(x), fi,2(y)) for all i ∈ [�] and
(x, y) ∈ [0, 1]2.

(C2) The triangular case:

a. The derivative D(x,y)Fi is of the form as in (13.11.6), (x, y) ∈ (0, 1)2,
i ∈ [�].

b. For each i ∈ [�] there exists ai ∈ (0, 1) such that

0 < |di(x, y)| < |ai(x)| < ai < 1, ∀(x, y) ∈ [0, 1]2. (13.11.8)

c. Moreover,

max
k �=� {ak + a�} < 1. (13.11.9)

Theorem 13.11.1 Let
{
Ft
}

t∈U be the translation family of the non-conformal

triangular IFS F satisfying either (C1) or (C2). Let μ be an ergodic measure on
�. Then

(1) for L2�-a.e. t ∈ U ,

dimH

(
t

)
= min {2, d(t)} , (13.11.10)

where d(t) stands for the singularity dimension of t.
(2) For L2�-a.e. t ∈ U we have

dimH�
t∗μ = min

{
2, dμ(t)

}
, (13.11.11)

where dμ(t) is the Lyapunov dimension of μ for
{
Ft
}

t∈U . Combining this with

Theorem 13.1.1, we obtain that the measure�t∗μ is exact dimensional for L2�-
a.e. t ∈ U .

(3) Let Ubig
μ := {

t ∈ U : dμ(t) > 2
}
. Then

�t∗μ L2�, for L2�-a.e. t ∈ Ubig
μ . (13.11.12)

(4) Let Ubig := {t ∈ U : d(t) > 2}. Then

L2

(
Kt

)
> 0 for L2�-a.e. t ∈ Ubig. (13.11.13)

In what follows we always assume that
{
Ft
}

t∈U is the translation family of the

non-conformal triangular IFS F and at least one of the conditions (C1) or (C2) hold.



13 Dimension Estimates for C1 Iterated Function Systems and C1 Repellers, a Survey 463

13.11.2 The Idea of the Proof

The proof follows the main idea of Jordan, Pollicott and Simon’s paper [12].
There the authors introduced the so-called self-affine transversality condition.
Analogously, the proof of Theorem 13.11.1 relies on the Non-Conformal
Transversality Condition (NCTC) introduced in [30, Section 3.3]. We
describe this condition below. The heart of the matter is that if NCTC holds then it
implies all of the assertions of Theorem 13.11.1 hold. So the steps of the proof are
as follows:

(Step 1) We prove that either of the conditions (C1) or (C2) implies that the
following four assumprtions hold: There exist constants b, c1 ≥ 1, c2, c3, δ∗ >
0 such that for any t, t0 ∈ U, k ∈ {1, 2}, n ∈ N and ω ∈ �n, any x, y, z ∈ [0, 1]2
and s ∈ [0, 2] we have

(A1) Bounded distortion assumption:

e−b ≤ αk(DxF
t
ω)

αk(DyF tω)
≤ eb, e−b ≤ φ

s(DxF
t
ω)

φs(DyF tω)
≤ eb.

(A2)

∥
∥
∥DzF

t0
ω · (DzF

t
ω)
−1
∥
∥
∥ < c1e

nc2‖t−t0‖ if ‖t− t0‖ < δ∗.

(A3)

∥
∥
∥DzF

t
ω · (D∗x,yF tω)−1

∥
∥
∥ < c3,

where for a differentiable function H(x) = (h1(x), h2(x)) and a,b ∈ R
2

we write

D∗a,bH =
(

grad(h1(a))
grad(h2(b))

)

.

(A4) Let ri := max
x∈[0,1]2

‖DxFi‖ for i ∈ [�]. We assume that

max
i �=j

{
ri + rj

} := r < 1.

We remark that Assumption (A1) has recently been proved by Falconer and
Fraser [27] independently.

(Step 2) Assumptions (A1)–(A4) imply that NCTC holds.
(Step 3) NCTC implies the so-called Almost Lower Semi-Continuous

(ALSC) property holds. Namely, there exists a function ξ : R+ → R
+ such

that limδ→0 ξ(δ) = 0 and for every ergodic measure μ on �, t̂ ∈ U , every
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sufficiently small δ > 0 we have:

dimH�
t∗μ ≥ min

{
2, dμ(t̂)

}− ξ(δ) for L2�-a.a. t ∈ B(2�)(t̂, δ),
(13.11.14)

where B(2�)(t̂, δ) := {
y ∈ R

2� : ‖t̂− y‖ < δ}. Moreover,

dμ(t̂) > 2 <⇒ �t∗μ L2 for L2�-a.a. t ∈ B(2�)(t̂, δ). (13.11.15)

(Step 4) ALSC implies the assertions of Theorem 13.11.1. ��
The heart of the matter is the usage of NCTC (introduced in [30]) which we

present now.

13.11.3 Non-conformal Transversality Condition (NCTC)

In order to introduce the NCTC we need some notation that we use throughout in
this subsection. For ω ∈ �∗, t ∈ U and s ∈ [0, 2] we define z = zst,ω ∈ [0, 1]2 for
which

φs
(

Dzst,ω
F tω

)

= max
y∈[0,1]2

φs
(
DyF

t
ω

)
. (13.11.16)

The following function that we call Z-function, plays a crucial role in our argument.
It is defined similarly (but not identically) as a corresponding function on [12,
p.527].

Definition 13.11.2 (The Z function) Fix an arbitrary k ∈ {1, 2}, ω ∈ �∗, t̂ ∈ U ,
s ∈ [0, 2] and a number δ > 0 so small that B(2�)(̂t, δ) ⊂ U . We write

α̃k := α̃t̂,δk (ω) := e−nc2δαk
(

Dzŝt,ω
F t̂ω

)

, (13.11.17)

where the constant c2 was introduced in Assumption (A2). Now we can define the

function Z̃t̂,δω : [0,∞)→ [0, 1] (see Fig. 13.4) by

Z̃(r) := Z̃t̂,δω (r) :=
2∏

k=1

min{r, α̃k}
α̃k

= 1[
0,̃α2

](r) · r2

α̃1 · α̃2
+ 1[

α̃2,α̃1

](r) · r
α̃1
+ 1[

α̃1,∞
](r).

(13.11.18)

��
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Fig. 13.4 For any fixed t̂, δ,ω set α̃�(ω) := α̃t̂,δ1� (ω), which is defined in (13.11.17)

Definition 13.11.3 (Non-conformal Transversality Condition (NCTC)) We say
that the Non-Conformal Transversality Condition (NCTC) holds if
there exists a constantC > 0 such that for every t̂ ∈ U and for every δ > 0 satisfying
B(2m)(t̂, δ) ⊂ U , for all distinct i, j ∈ �,

L2m

{
t ∈ B(t̂, δ) :

∣
∣
∣�t(i)−�t(j)

∣
∣
∣ < r

}
< C · Z̃t̂,δi∧j(r). (13.11.19)

Below we roughly indicate the methods of the steps of the proof:

(1) Step 1 of the proof, namely that ((C1) or (C2)) <⇒ ((A1)–(A4) hold), requires
some technical calculations.

(2) Steps 2 and 3 ((A1)–(A4)<⇒ NCTC and NTCT <⇒ALSC use the technique
introduced in [12].

(3) Step 4 (ALSC <⇒ Theorem 13.11.1) is the really original part of the proof.
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Chapter 14
Intermediate Dimensions: A Survey

Kenneth J. Falconer

Abstract This article surveys the θ -intermediate dimensions that were introduced
recently which provide a parameterised continuum of dimensions that run from
Hausdorff dimension when θ = 0 to box-counting dimensions when θ = 1. We
bring together diverse properties of intermediate dimensions which we illustrate by
examples.

14.1 Introduction

Many interesting fractals, for example many self-affine carpets, have differing box-
counting and Hausdorff dimensions. A smaller value for Hausdorff dimension can
result because covering sets of widely ranging scales are permitted in the definition,
whereas box-counting dimensions essentially come from counting covering sets that
are all of the same size. Intermediate dimensions were introduced in [12] in 2019
to provide a continuum of dimensions between Hausdorff and box-counting; this is
achieved by restricting the families of allowable covers in the definition of Hausdorff
dimension by requiring that |U | ≤ |V |θ for all sets U,V in an admissible cover,
where θ ∈ [0, 1] is a parameter. When θ = 1 only covers using sets of the same size
are allowable and we recover box-counting dimension, and when θ = 0 there are
no restrictions giving Hausdorff dimension.

This article brings together what is currently known about intermediate dimen-
sions from a number of sources, especially [1, 3, 4, 12, 21]; in particular Banaji [1]
has very recently obtained many detailed results. We first consider basic properties
of θ -intermediate dimensions, notably continuity when θ ∈ (0, 1], and discuss some
tools that are useful when working with intermediate dimensions. We look at some
examples to show the sort of behaviour that occurs, before moving onto the more
challenging case of Bedford-McMullen carpets. Finally we consider a potential-
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theoretic characterisation of intermediate dimensions which turns out to be useful
for studying the dimensions of projections and other images of sets. Proofs for most
of the results can be found elsewhere and are referenced, though some are sketched
to provide a feeling for the subject.

We work with subsets of R
n throughout, although much of the theory easily

extends to more general metric spaces, see [1]. To avoid problems of definition,
we assume throughout this account that all the sets F ⊂ R

n whose dimensions are
considered are non-empty and bounded.

Whilst Hausdorff dimension dimH is usually defined via Hausdorff measure, it
may also be defined directly, see [7, Section 3.2]. For F ⊂ R

n we write |F | for the
diameter of F and say that a finite or countable collection of subsets {Ui} of Rn is a
cover of F if F ⊂⋃

i Ui . Then the Hausdorff dimension of F is given by:

dimH F = inf
{
s ≥ 0 : for all ε > 0 there exists a cover {Ui} of F such that

∑

i

|Ui |s ≤ ε
}
.

(Lower) box-counting dimension dimB may be expressed in a similar manner except
that here we require the covering sets all to be of equal diameter. For bounded F ⊂
R
n,

dimB F = inf
{
s ≥ 0 : for all ε > 0 there exists a cover {Ui} of F

such that |Ui | = |Uj | for all i, j and
∑

i

|Ui |s ≤ ε
}
.

From this viewpoint, Hausdorff and box-counting dimensions may be regarded
as extreme cases of the same definition, one with no restriction on the size of
covering sets, and the other requiring them all to have equal diameters; one might
regard these two definitions as the extremes of a continuum of dimensions with
increasing restrictions on the relative sizes of covering sets. This motivates the
definition of intermediate dimensions where the coverings are restricted by requiring
the diameters of the covering sets to lie in a geometric range δ1/θ ≤ |Ui | ≤ δ where
0 ≤ θ ≤ 1 is a parameter.

Definition 14.1 Let F ⊂ R
n. For 0 ≤ θ ≤ 1 the lower θ -intermediate dimension

of F is defined by

dim θF = inf
{
s ≥ 0 : for all ε > 0 and all δ0 > 0, there exists 0 < δ ≤ δ0
and a cover {Ui} of F such that δ1/θ ≤ |Ui | ≤ δ and

∑
|Ui |s ≤ ε

}
.



14 Intermediate Dimensions: A Survey 471

Analogously the upper θ -intermediate dimension of F is defined by

dim θF = inf
{
s ≥ 0 : for all ε > 0 there exists δ0 > 0 such that for all 0 < δ ≤ δ0,

there is a cover {Ui} of F such that δ1/θ ≤ |Ui | ≤ δ and
∑
|Ui |s ≤ ε

}
.

Note that, except when θ = 0, these definitions are unchanged if δ1/θ ≤ |Ui | ≤ δ is
replaced by δ ≤ |Ui | ≤ δθ .

It is immediate that

dimH F = dim0F = dim0F, dimB F = dim1F and dimB F = dim1F,

where dimB is upper box-counting dimension. Furthermore, for a bounded F ⊂ R
n

and θ ∈ [0, 1],

0 ≤ dimH F ≤ dim θF ≤ dim θF ≤ dimB F ≤ n and 0 ≤ dim θF ≤ dimB F ≤ n.

As with box-counting dimensions we often have dim θF = dim θF in which case
we just write dimθF = dim θF = dim θF for the θ -intermediate dimension of F .

We remark that a continuum of dimensions of a different form, known as
the Assouad spectrum, has also been investigated recently, see [14, 16, 17]; this
provides a parameterised family of dimensions which interpolate between upper
box-counting dimension and quasi-Assouad dimension, but we do not pursue this
here.

14.2 Properties of Intermediate Dimensions

14.2.1 Basic Properties

We start by reviewing some basic properties of intermediate dimensions of a type
that are familiar in many definitions of dimension.

1. Monotonicity. For all θ ∈ [0, 1] if E ⊂ F then dim θE ≤ dim θF and dim θE ≤
dim θF .

2. Finite stability. For all θ ∈ [0, 1] if E,F ⊂ R
n then dim θ (E ∪ F) =

max{dim θE, dim θF }. Note that, analogously with box-counting dimensions,
dim θ is not finitely stable, and neither dim θ or dim θ are countably stable (i.e. it
is not in general the case that dim θ ∪∞i=1 Fi = sup1≤i<∞ dim θFi ).

3. Monotonicity in θ . For all bounded F , dim θF and dim θF are monotonically
increasing in θ ∈ [0, 1].

4. Closure. For all θ ∈ (0, 1], dim θF = dim θF and dim θF = dim θF where F is
the closure of F . (This follows since for θ ∈ (0, 1] it is enough to consider finite
covers of closed sets in the definitions of intermediate dimensions.)
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5. Lipschitz and Hölder properties. Let f : F → R
m be an α-Hölder map, i.e.

|f (x)− f (y)| ≤ c|x − y|α for α ∈ (0, 1] and c > 0. Then for all θ ∈ [0, 1],

dim θf (F ) ≤
1

α
dim θF and dim θf (F ) ≤ 1

α
dim θF. (14.2.1)

(To see this, if {Ui} is a cover of F with δ ≤ |Ui | ≤ δθ consider the cover of f (F )
by the sets {f (Ui)} if cδα ≤ |f (Ui)| and by sets Vi ⊃ f (Ui) with |Vi | = cδα
otherwise.)

In particular, if f : F → f (F ) ⊂ R
m is bi-Lipschitz then dim θf (F ) =

dim θF and dim θf (F ) = dim θF , i.e. dim θ and dim θ are bi-Lipschitz invariants.
For further Lipschitz and Hölder estimates see Banaji [1, Section 4].

14.2.2 Continuity

A natural question is whether, for a fixed bounded set F , dim θF and dim θF vary
continuously for θ ∈ [0, 1]. It turns out that this is the case except possibly at
θ = 0 where the intermediate dimensions may or may not be continuous, see the
examples in Sect. 14.4. Continuity on (0, 1] follows immediately from the following
inequalities which relate dim θF , respectively dim θF , for different values of θ .

Proposition 14.2 Let F be a bounded subset of Rn and let 0 < θ < φ ≤ 1. Then

dim θF ≤ dimφF ≤ φ

θ
dim θF (14.2.2)

and

dim θF ≤ dimφF ≤ dim θF +
(

1− θ
φ

)
(n− dim θF ), (14.2.3)

with corresponding inequalities where dim θ and dimφ are replaced by dim θ and
dimφ . ��
Proof We include the proof of (14.2.2) to give a feel for this type of argument. The
left-hand inequality is just monotonicity of dim θF .

With 0 < θ < φ ≤ 1 let t >
φ

θ
dim θF and choose s such that dim θF < s <

θ

φ
t .

Given ε > 0, for all sufficiently small 0 < δ < 1 we may find countable or finite
covers {Ui}i∈I of F such that

∑

i∈I
|Ui |s < ε and δ ≤ |Ui | ≤ δθ for all i ∈ I. (14.2.4)
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Let

I0 = {i ∈ I : δ ≤ |Ui | < δθ/φ} and I1 = {i ∈ I : δθ/φ ≤ |Ui | ≤ δθ }.

For each i ∈ I0 let Vi be a set with Vi ⊃ Ui and |Vi| = δθ/φ . Let 0 < s < tθ/φ ≤ n.
Then {Wi}i∈I := {Vi}i∈I0 ∪ {Ui}i∈I1 is a cover of F by sets with diameters in the
range [δθ/φ, δθ ]. Taking sums with respect to this cover:

∑

i∈I
|Wi |t =

∑

i∈I0
|Vi |t +

∑

i∈I1
|Ui |t =

∑

i∈I0
δt θ/φ +

∑

i∈I1
|Ui |t

≤
∑

i∈I0
|Ui |t θ/φ +

∑

i∈I1
|Ui |t θ/φ =

∑

i∈I
|Ui |t θ/φ ≤

∑

i∈I
|Ui |s < ε.

(14.2.5)

Thus for all t >
φ

θ
dim θF , for all ε > 0, for all sufficiently small δ (equivalently, for

all sufficiently small δθ ) there is a cover {Wi}i ofF by sets with (δθ )1/φ ≤ |Wi | ≤ δθ
satisfying (14.2.5), so dimφF ≤ φ

θ
dim θF .

The analogue of (14.2.2) for dim θ follows by exactly the same argument by
choosing covers of F with δ ≤ |Ui | ≤ δθ for arbitrarily small δ.

The proof of (14.2.3) is given in [12]: essentially, given a cover of F by sets {Ui}
with δ ≤ |Ui | ≤ δθ one breaks up those Ui with δφ ≤ |Ui | ≤ δθ into smaller pieces
to get a cover of F by sets with diameters in the range [δ, δφ]. ��

Note that the right hand inequality of (14.2.2) is stronger than that in (14.2.3)

precisely when
θ

φ
≤ n

dimφF
− 1, which is the case for all 0 < θ < φ ≤ 1 if

dimφF ≤ 1
2n; similarly for lower dimensions.

Inequality (14.2.2) implies that
dim θF

θ
and

dim θF

θ
are monotonic decreasing

in θ ∈ (0, 1]; Banaji [1, Proposition 3.9] points out that they are strictly decreasing
if dimB F > 0, respectively dimB F > 0. Thus the graphs of θ �→ dim θF and
θ �→ dim θF (0 < θ ≤ 1) are starshaped with respect to the origin (i.e. each half-
line from the origin in the first quadrant cuts the graphs in a single point).

The following corollary is immediate.

Corollary 14.3 The maps θ �→ dim θF and θ �→ dim θF are continuous for θ ∈
(0, 1]. ��

By setting φ = 1 in Proposition 14.2 and rearranging we get useful comparisons
with box-counting dimensions.



474 K. J. Falconer

Corollary 14.4 Let F be a bounded subset of Rn. Then

dim θF ≥ n−
(
n− dimB F

)

θ
(14.2.6)

and

dim θF ≥ θ dimB F, (14.2.7)

with corresponding inequalities where dim θ and dimB are replaced by dim θ and
dimB . ��
Again (14.2.7) gives a better lower bound than (14.2.6) if and only if

θ ≤ n

dimB F
− 1 which is the case for all θ ∈ (0, 1] if dimB F ≤ 1

2n, and similarly

for lower dimensions.
Intermediate dimensions may or may not be continuous when θ = 0, see

Sect. 14.4.2 for examples. Indeed, determining whether a given set has intermediate
dimensions that are continuous at θ = 0, which relates to the distribution of scales
of covering sets for Hausdorff and box dimensions, is one of the key questions in
this subject.

Banaji [1] introduced a generalisation of intermediate dimensions by replacing
the condition δ1/θ ≤ |Ui | ≤ δ in Definition 14.1 by �(δ) ≤ |Ui | ≤ δ,
where � : (0, Y ) → R is monotonic and satisfies limδ↘0�(δ)/δ = 0 for

some Y > 0, to obtain families of dimensions dim�F and dim
�
F ; clearly when

�(x) = x1/θ we recover dim θF and dim θF . He provides an extensive analysis
of these �-intermediate dimensions. In particular they interpolate all the way
between Hausdorff and box-dimensions, that is there exist such functions �s for
s ∈ [dimH F, dimB F ] that are increasing with s with respect to a natural ordering

and are such that dim
�
F = s and dim

�
F = min{s, dimB F }, see [1, Theorem 6.1].

14.3 Some Tools for Intermediate Dimension

As with other notions of dimension, there are some basic techniques that are useful
for studying intermediate dimensions and calculating them in specific cases.

14.3.1 A Mass Distribution Principle

The mass distribution principle is frequently used for finding lower bounds for
Hausdorff dimension by considering local behaviour of measures supported on
the set, see [7, Principle 4.2]. Here are the natural analogues for dim θ and dim θ



14 Intermediate Dimensions: A Survey 475

which are proved using an easy modification of the standard proof for Hausdorff
dimensions.

Proposition 14.5 ([12, Proposition 2.2]) Let F be a Borel subset of Rn and let
0 ≤ θ ≤ 1 and s ≥ 0. Suppose that there are numbers a, c > 0 such that for
arbitrarily small δ > 0 we can find a Borel measure μδ supported on F such that
μδ(F ) ≥ a, and with

μδ(U) ≤ c|U |s for all Borel sets U ⊂ R
n with δ ≤ |U | ≤ δθ . (14.3.1)

Then dim θF ≥ s. Alternatively, if measures μδ with the above properties can be
found for all sufficiently small δ, then dim θF ≥ s. ��

Note that in Proposition 14.5 a different measure μδ is used for each δ, but it is
essential that they all assign mass at least a > 0 to F . In practice μδ is often a finite
sum of point masses.

14.3.2 A Frostman Type Lemma

Frostman’s lemma is another powerful tool in fractal geometry which is a sort of
dual to Proposition 14.5. We state here a version for intermediate dimensions. As
usual B(x, r) denotes the closed ball of centre x and radius r .

Proposition 14.6 ([12, Proposition 2.3]) Let F be a compact subset of Rn, let 0 <
θ ≤ 1, and let 0 < s < dim θF . Then there exists c > 0 such that for all δ ∈ (0, 1)
there is a Borel probability measure μδ supported on F such that for all x ∈ R

n and
δ1/θ ≤ r ≤ δ,

μδ(B(x, r)) ≤ crs. (14.3.2)

Fraser has pointed out a nice alternative proof of (14.2.2) using the Frostman’s
lemma and the mass distribution principle. Briefly, let 0 < θ < φ ≤ 1. if s <
dimφF , Proposition 14.6 gives probability measures μδ on F (which we may take

to be compact) such that μδ(B(x, r)) ≤ crs for δ1/φ ≤ r ≤ δ. If δ1/θ ≤ r ≤ δ1/φ

then

μδ(B(x, r)) ≤ μδ(B(x, δ1/φ)) ≤ c δs/φ ≤ c rsθ/φ,

so μδ(B(x, r)) ≤ c rsθ/φ for all δ1/θ ≤ r ≤ δ. Using Proposition 14.5 dim θF ≥
sφ/θ . This is true for all s < dimφF so dim θF ≥ θ

φ
dimφF .
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14.3.3 Relationship with Assouad Dimension

Assouad dimension has been studied intensively in recent years, see the books [14,
26] and paper [13]. Although Assouad dimension does not a priori seem closely
related to intermediate dimensions, it turns out that information about the Assouad
dimension of a set can refine estimates of intermediate dimensions and under certain
conditions imply discontinuity at θ = 0.

The Assouad dimension of F ⊂ R
n is defined by

dimA F = inf
{
s ≥ 0 : there exists C > 0 such that Nr(F ∩ B(x,R)) ≤ C

(R

r

)s

for all x ∈ F and all 0 < r < R
}
,

where Nr(A) denotes the smallest number of sets of diameter at most r that can
cover a set A. In general dimBF ≤ dimBF ≤ dimA F ≤ n, but equality of these
three dimensions often occurs, even if the Hausdorff dimension and box-counting
dimension differ, for example if the box-counting dimension is equal to the ambient
spatial dimension.

The following proposition due to Banaji, which extends an earlier estimate in
[12, Proposition 2.4], gives lower bounds for intermediate dimensions in terms of
Assouad and box dimensions. This lower bound is sharp, taking F to be the Fp of
Sect. 14.4.1, and can be particular useful near θ = 1 where the estimate approaches
the box dimension.

Proposition 14.7 ([1, Proposition 3.10]) For a bounded set F ⊂ R
n and θ ∈

(0, 1],

dim θF ≥
θ dimAF dimBF

dimA F − (1− θ)dimBF
,

with a similar inequality for upper dimensions. In particular, if dimBF = dimA F

(which is always the case if dimBF = n ), then dim θF = dimθF = dimBF =
dimA F for all θ ∈ (0, 1]. ��

One consequence of Proposition 14.7 is that if dimH F < dimBF = dimA F ,
then the intermediate dimensions dim θF and dim θF are constant on (0, 1] and
discontinuous at θ = 0. This will help us analyse examples that exhibit a range of
behaviours in Sect. 14.4.2.

Banaji also shows [1, Proposition 3.8] that (14.2.2), (14.2.3) and (14.2.6) may
be strengthened by incorporating the Assouad dimension of F into the right-hand
estimates.
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14.3.4 Product Formulae

It is natural to relate dimensions of products of sets to those of the sets themselves.
The following product formulae for intermediate dimensions are of interest in their
own right and are also useful in constructing examples.

Proposition 14.8 ([12, Proposition 2.5]) Let E ⊂ R
n and F ⊂ R

m be bounded
and let θ ∈ [0, 1]. Then

dim θE + dim θF ≤ dim θ (E × F) ≤ dimθ (E × F) ≤ dimθE + dimBF.

(14.3.3)

Sketch Proof The cases θ = 0, 1 are well-known, see [7, Chapter 7]. For other θ
the left hand inequality follows by using Proposition 14.6 to put measures on E and
F satisfying inequalities of the form (14.3.2) and then applying Proposition 14.5 to
the product of these two measures.

The middle inequality is trivial. For the right hand inequality let s > dimθE
and d > dimBF . We can find a cover of E by sets {Ui} with δ1/θ ≤ |Ui | ≤ δ

for all i and with
∑
i |Ui |s ≤ ε. Then, for each i, we find a cover {Ui,j }j of F

by at most |Ui |−d sets with diameters |Ui,j | = |Ui | for all j . Thus E × F ⊂
⋃
i

⋃
j

(
Ui × Ui,j

)
where δ1/θ ≤ |Ui × Ui,j | ≤

√
2δ for all i, j . A simple estimate

gives
∑
i

∑
j |Ui × Ui,j |s+d ≤ 2(s+d)/2ε, leading to the right hand inequality. ��

Banaji [1, Theorem 5.5] extends such product inequalities to �-intermediate
dimensions.

14.4 Some Examples

The following basic examples in R or R
2 serve to give a feel for intermediate

dimensions and indicate some possible behaviours of dim θ and dimθ as θ varies.

14.4.1 Convergent Sequences

The pth power sequence for p > 0 is given by

Fp =
{

0,
1

1p
,

1

2p
,

1

3p
, . . .

}
. (14.4.1)

Since Fp is countable dimH Fp = 0 and a standard exercise shows that dimBFp =
1/(p + 1), see [7, Chapter 2]. We obtain the intermediate dimensions of Fp.
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Proposition 14.9 ([12, Proposition 3.1]) For p > 0 and 0 ≤ θ ≤ 1,

dim θFp = dimθFp = θ

p + θ . (14.4.2)

Sketch Proof This is clearly valid when θ = 0. Otherwise, to bound dimθFp from
above, let 0 < δ < 1 and let M = �δ−(s+θ(1−s))/(p+1)�. Take a covering U of Fp
consisting of theM intervals B(k−p, δ/2) of length δ for 1 ≤ k ≤ M together with
�M−p/δθ� ≤ M−p/δθ + 1 intervals of length δθ that cover the left hand interval
[0,M−p]. Then

∑

U∈U
|U |s ≤ Mδs + δθs

( 1

Mpδθ
+ 1

)
(14.4.3)

≤ 2δ(θ(s−1)+sp)/(p+1)+ δs + δθs → 0

as δ → 0 if s(θ + p) > θ . Thus dimθFp ≤ θ/(p + θ). [Note that M was chosen
essentially to minimise the expression (14.4.3) for given δ.]

For the lower bound we put a suitable measure on Fp and apply Proposition 14.5.
Let s = θ/(p + θ) and 0 < δ < 1 and, as with the upper bound, let
M = �δ−(s+θ(1−s))/(p+1)�. Define μδ as the sum of point masses on the points
1/kp (1 ≤ k <∞) with

μδ

({ 1

kp

})
=

{
δs if 1 ≤ k ≤ M
0 ifM + 1 ≤ k <∞ . (14.4.4)

Then

μδ(Fp) = Mδs ≥ δ−(s+θ(1−s))/(p+1)δs = 1

by the choice of s. To check (14.3.1), note that the gap between any two points of
Fp carrying mass is at least p/Mp+1. A set U such that δ ≤ |U | ≤ δθ , intersects at
most 1 + |U |/(p/Mp+1) = 1 + |U |Mp+1/p of the points of Fp which have mass
δs . Hence

μδ(U) ≤ δs + 1

p
|U |δsδ−(s+θ(1−s)) ≤

(
1+ 1

p

)
|U |s,

Proposition 14.5 gives dim θFp ≥ s = θ/(p + θ). ��
Here is a generalisation of Proposition 14.9 to sequences with ‘decreasing gaps’.

Let a ∈ R and let f : [a,∞) → (0, 1] be continuously differentiable with f ′(x)
negative and increasing and f (x) → 0 as x → ∞. Considering integer values,
the mean value theorem gives that f (n) − f (n + 1) is decreasing, so the sequence
{f (n)}n is a ‘decreasing sequence with decreasing gaps’.
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Proposition 14.10 With f as above, let

F = {
0, f (1), f (2), . . .

}
.

Suppose that
xf ′(x)
f (x)

→−p as x → ∞, where 0 ≤ p ≤ ∞. Then for all

0 < θ ≤ 1,

dim θF = dimθF = θ

p + θ ,

taking this expression to be 0 when p = ∞. ��
This may be proved in a similar way to Proposition 14.9 using that xf ′(x)/f (x)

is close to, rather than equal to, −p when x is large.
For example, taking f (x) = 1/ log(x + 1), the sequence

Flog =
{

0,
1

log 2
,

1

log 3
,

1

log 4
, . . .

}
(14.4.5)

has dim θFlog = 1 if θ ∈ (0, 1] and dim 0Flog = 0, so there is a discontinuity at 0.
On the other hand, with f (x) = e−x ,

Fexp =
{
0, e−1, e−2, e−3, . . .

}

has dim θFexp = 0 for all θ ∈ [0, 1].

14.4.2 Simple Examples Illustrating Different Behaviours

Using the examples above together with tools from Sect. 14.3 we can build up
simple examples of sets exhibiting various behaviours as θ ranges over [0, 1], shown
in Fig. 14.1.

Example 14.11 (Continuous at 0, Part Constant, Then Strictly Increasing) Let F =
F1 ∪E where F1 is as in (14.4.1) and let E ⊂ R be any compact set with dimH E =
dimBE = 1/4 (for example a suitable self-similar set). Then

dim θF = max
{ θ

1+ θ , 1/4
}

(θ ∈ [0, 1]).

This follows using (14.4.2) and the finite stability of upper intermediate dimensions.

Example 14.12 (Discontinuous at 0, Part Constant, Then Strictly Increasing) Let
F = F1 ∪ E where this time E ⊂ R is any closed countable set with dimBE =
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Fig. 14.1 Graphs of dim θF for the three examples in Sect. 14.4.2

dimA E = 1/4. Using Proposition 14.7 and finite stability of upper intermediate
dimensions,

dim θF = max
{ θ

1+ θ , 1/4
}

(θ ∈ (0, 1].

Note that the intermediate dimensions are exactly as in Example 14.11 except when
θ = 0 and a discontinuity occurs.

Example 14.13 (Discontinuous at 0, Smooth and Strictly Increasing) Consider the
countable set

F = F1 × Flog ⊂ R
2.

Then dim0F = dimH F = 0 and

dim θF = θ

1+ θ + 1 (θ ∈ (0, 1]),

noting that dim θFlog = dimBFlog = dimA Flog = 1 for θ ∈ (0, 1] using (14.4.5)
and Propositions 14.7 and 14.8.

14.4.3 Circles, Spheres and Spirals

Infinite sequences of concentric circles and spheres with radii tending to 0 might
be thought of as higher dimensional analogues of the sets Fp defined in (14.4.1).
A countable union of concentric circles will have Hausdorff dimension 1, but the
box and intermediate dimensions may be greater as a result of the accumulation of
circles at the centre. For p > 0 define the family of circles

Cp =
{
x ∈ R

2 : |x| ∈ Fp
}
.
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Tan [27] showed, using the mass distribution principle and the Frostman lemma,
Proposition 14.6, that

dim θCp = dimθCp =
{

2p+2θ(1−p)
2p+θ(1−p) if 0 < p ≤ 1

1 if 1 ≤ p
with analogous formulae for concentric spheres in R

n and also for families of circles
or spheres with radii given by other monotonic sequences converging to 0. He also
considers families of points evenly distributed across such sequences of circles or
spheres for which the intermediate dimension may be discontinuous at 0.

Closely related to circles are spirals. For 0 < p ≤ q define

Sp,q =
{(

1

tp
sinπt,

1

tq
cosπt

)

: t ≥ 1

}

⊂ R
2.

Then Sp,q is a spiral winding into the origin, if p = q it is a circular polynomial
spiral, otherwise it is an elliptical polynomial spiral. Burrell, Falconer and Fraser
[5] calculated that

dim θSp,q = dimθSp,q =
{
p+q+2θ(1−p)
p+q+θ(1−p) if 0 < p ≤ 1

1 if 1 ≤ p .

Not unexpectedly, when p = q these circular polynomial spirals have the same
intermediate dimensions as the concentric circles Cp.

Another variant is the ‘topologist’s sine curve’ given, for p > 0 by

Tp =
{(

1

tp
, sinπt

)

: t ≥ 1

}

⊂ R
2,

that is the graph of the function f : (0, 1] → R given by f (x) = sin(πx−1/p). Tan
[27] used related methods show that

dim θTp = dimθTp = p + 2θ

p + θ ,

as well as finding the intermediate dimensions of various generalisations of this
curve.

14.5 Bedford-McMullen Carpets

Self affine carpets are a well-studied class of fractals where the Hausdorff and box-
counting dimensions generally differ; this is a consequence of the alignment of
the component rectangles in the iterated construction. The dimensions of planar
self-affine carpets were first investigated by Bedford [2] and McMullen [24]
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independently, see also [25], and these carpets have been widely studied and
generalised, see [6, 15] and references therein. Finding the intermediate dimensions
of these carpets gives information about the range of scales of covering sets needed
to realise their Hausdorff and box-counting dimensions. Deriving exact formulae
seems a major challenge, but some lower and upper bounds have been obtained, in
particular enough to demonstrate continuity of the intermediate dimensions at θ = 0
and that they attain a strict minimum when θ = 0.

Bedford-McMullen carpets are attractors of iterated function systems of a set of
affine contractions, all translates of each other which preserve horizontal and vertical
directions. More precisely, for integers n > m ≥ 2, anm×n-carpet is defined in the
following way. Let I = {0, . . . ,m− 1} and J = {0, . . . , n− 1} and let D ⊂ I × J
be a digit set with at least two elements. For each (p, q) ∈ D we define the affine
contraction S(p,q) : [0, 1]2 → [0, 1]2 by

S(p,q) (x, y) =
(
x + p
m

,
y + q
n

)

.

Then
{
S(p,q)

}
(p,q)∈D is an iterated function system so there exists a unique non-

empty compact set F ⊂ [0, 1]2 satisfying

F =
⋃

(p,q)∈D
S(p,q)(F )

called a Bedford-McMullen self-affine carpet, see Fig. 14.2 for examples. The carpet
can also be thought of as the set constructed using a ‘template’ consisting of the
selected rectangles

{
S(p,q)([0, 1]2)

}
(p,q)∈D by repeatedly substituting affine copies

of the template in each of the selected rectangles.

Fig. 14.2 A 2× 3 and a 3× 5 Bedford-McMullen carpet
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Bedford [2] and McMullen [24] showed that the box-counting dimension of F
exists with

dimBF = logM

logm
+ logN − logM

logn
(14.5.1)

where N is the total number of selected rectangles and M is the number of p such
that there is a q with (p, q) ∈ D, that is the number of columns of the template
containing at least one rectangle. They also showed that

dimH F =
log

(∑m
p=1N

logn m
p

)

logm
, (14.5.2)

where Np (1 ≤ p ≤ m) is the number of q such that (p, q) ∈ D, that is the number
of rectangles in the pth column of the template. The Hausdorff and box-counting
dimensions of F are equal if and only if the number of selected rectangles in every
non-empty column is constant.

Virtually all work on these carpets depends on dividing the iterated rectangles
into ‘approximate squares’. The box-counting dimension result (14.5.1) is then a
straightforward counting argument. The Hausdorff dimension (14.5.1) argument is
more involved; McMullen’s approach defined a Bernoulli-type measure μ on F via
the iterated rectangles and obtained an upper bound for the local upper density of μ
that is valid everywhere and a lower bound valid μ-almost everywhere. These ideas
have been adapted and extended for estimating intermediate dimensions, but with
the considerable complication that one seeks good density estimates that are valid
over a restricted range of scales, but even getting close estimates for the intermediate
dimensions seems a considerable challenge.

The best upper bounds known at the time of writing are:

dimθF ≤ dimH F +
(

2 log(logm n) log a

logn

)
1

− log θ

(
0 < θ < 1

4 (lognm)
2),

(14.5.3)

proved in [12]. The −1/ log θ term makes this a very poor upper bound as θ
increases away from 0, but at least it implies that dimθF and dimθF are continuous
at θ = 0 and so are continuous on [0, 1]. An upper bound for θ that is better except
close to 0 was given in [21]:

dimθF ≤ dimBF −  0(θ)

logn
(1− θ) < dimBF (logn m ≤ θ < 1), (14.5.4)

where 0(θ) is the solution an equation involving a large deviation rate term which
can be found numerically in particular cases. This upper bound is strictly increasing
near 1 and by monotonicity also gives a constant upper bound if 0 < θ < logn m.
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A reasonable lower bound that is linear in θ is

dimθF ≥ dimH F + θ log |D| −H(μ)
logn

(0 ≤ θ ≤ 1), (14.5.5)

where H(μ) is the entropy of McMullen’s measure μ; this was essentially proved
in [12], but see [21] for a note on the constant. In particular this implies that there
is a strict minimum for the intermediate dimensions at θ = 0. An alternative lower
bound depending on optimising a certain function was given by [21]:

dimθF ≥ sup
t>0
ψ(t, θ) (0 ≤ θ ≤ 1) (14.5.6)

Here ψ(t, θ) depends on entropies of linear interpolants of probability measures of
the form θ t p̃+ (1− θ t )̂p and θ t q̃+ (1− θ t )̂q where p̃, q̃ and p̂, q̂ are measures that
occur naturally in the calculations for, respectively, the box-counting and Hausdorff
dimensions of the carpets. Of course, the lower bounds given by Corollary 14.4
for a general F in terms of box-counting dimensions also apply here. In particular,
Banaji’s general lower bound [1, Proposition 3.10] in terms of the box and Assouad
dimensions of F gives the best-known lower bound for θ close to 1 for some, though
not all, Bedford-McMullen carpets.

Many questions on the intermediate dimensions of these carpets remain, most
notably finding the exact forms of dimθF and dimθF . Towards that we would at
least conjecture that the lower and upper intermediate dimensions are equal and
strictly monotonic.

14.6 Potential-Theoretic Formulation

The potential-theoretic approach for estimating Hausdorff dimensions goes back to
Kaufman [20]. More recently box-counting dimensions have been defined in terms
of energies and potentials with respect to suitable kernels and these have been used
to obtain results on the box-counting dimensions of projections of sets in terms
of ‘dimension profiles’, see [8, 9]. In particular the box-counting dimension of the
projection of a Borel set F ⊂ R

n onto m-dimensional subspaces is constant for
almost all subspaces (with respect to the natural invariant measure) generalising the
long-standing results of Marstrand [22] and Mattila [23] for Hausdorff dimensions.

As with Hausdorff and box-counting dimensions, it turns out that θ -intermediate
dimensions can be characterised in terms of capacities with respect to certain
kernels, and this can be extremely useful as will be seen in Sect. 14.7. Let θ ∈ (0, 1]



14 Intermediate Dimensions: A Survey 485

and 0 < m ≤ n (m is often an integer, though it need not be so). For 0 ≤ s ≤ m and
0 < r < 1, define the kernels

φ
s,m
r,θ (x) =

⎧
⎪⎪⎨

⎪⎪⎩

1 0 ≤ |x| < r
(
r
|x|
)s

r ≤ |x| < rθ
rθ(m−s)+s
|x|m rθ ≤ |x|

(x ∈ R
n). (14.6.1)

If s = m this reduces to

φ
m,m
r,θ (x) =

{
1 0 ≤ |x| < r
(
r
|x|
)m

r ≤ |x| (x ∈ R
n), (14.6.2)

which are the kernels φmr (x) used in the context of box-counting dimensions [8, 9].
Note that φs,mr,θ (x) is continuous in x and monotonically decreasing in |x|. Let M (F )

denote the set of Borel probability measures supported on a compact F ⊂ R
n. The

energy of μ ∈M (F ) with respect to φs,mr,θ is

∫ ∫

φ
s,m
r,θ (x − y) dμ(x)dμ(y) (14.6.3)

and the potential of μ at x ∈ R
n is

∫

φ
s,m
r,θ (x − y) dμ(y). (14.6.4)

The capacity Cs,mr,θ (F ) of F is the reciprocal of the minimum energy achieved by
probability measures on F , that is

C
s,m
r,θ (F ) =

(

inf
μ∈M (E)

∫ ∫

φ
s,m
r,θ (x − y) dμ(x)dμ(y)

)−1

. (14.6.5)

Since φs,mr,θ (x) is continuous in x and strictly positive and F is compact, Cs,mr,θ (F ) is
positive and finite. For general bounded sets we take the capacity of a set to be that
of its closure.

The existence of energy minimising measures and the relationship between the
minimal energy and the corresponding potentials is standard in classical potential
theory, see [8, Lemma 2.1] and [4] in this setting. In particular, there exists an
equilibrium measure μ ∈ M (E) for which the energy (14.6.3) attains a minimum
value, say γ . Moreover, the potential (14.6.4) of this equilibrium measure is at least
γ for all x ∈ F (otherwise perturbing μ by a point mass where the potential is less
than γ reduces the energy) with equality for μ-almost all x ∈ F . These properties
turn out to be key in expressing these dimensions in terms of capacities.
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Let F ⊂ R
n be compact, m ∈ (0, n], θ ∈ (0, 1] and r ∈ (0, 1). It may be shown

that

logCs,mr,θ (F )

− log r
− s (14.6.6)

is continuous in s and decreases monotonically from positive when s = 0 to negative
or 0 when s = m. Thus there is a unique s for which (14.6.6) equals 0. Moreover,
the rate of decrease of (14.6.6) is bounded away from 0 and from−∞ uniformly for
r ∈ (0, 1). This means we can pass to the limit as r → 0 and for each m ∈ (0, n]
define the lower θ -intermediate dimension profile of F ⊂ R

n as

dimmθ F = the unique s ∈ [0,m] such that lim inf
r→0

logCs,mr,θ (F )

− log r
= s (14.6.7)

and the upper θ -intermediate dimension profile as

dim
m

θ F = the unique s ∈ [0,m] such that lim sup
r→0

logCs,mr,θ (F )

− log r
= s. (14.6.8)

Since the kernels φt,mr,θ (x) are decreasing in m the intermediate dimension
profiles (14.6.7) and (14.6.8) are increasing in m.

The reason for introducing (14.6.7) and (14.6.8) is that they not only permit an
equivalent definition of θ -intermediate dimensions but also give the intermediate
dimensions of the images of sets under certain mappings, as we will see in
Sect. 14.7. The following theorem states the equivalence between intermediate
dimensions when defined by sums of powers of diameters as in Definition 14.1
and using this capacity formulation.

Theorem 14.14 Let F ⊂ R
n be bounded and θ ∈ (0, 1]. Then

dim θF = dimnθF

and

dim θF = dim
n

θF.

The proof of these identities involve relating the potentials to s-power sums
of diameters of covering balls of F with diameters in the required range, using a
decomposition into annuli to relate this to the kernels, see [4, Section 4].

We defined the intermediate dimension profiles dimmθ F and dim
m

θ F for F ⊂ R
n

but Theorem 14.14 refers just to the case when m = n. The significance of these
dimension profiles when 0 < m < n will become clear in the next section.
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14.7 Projections and Other Images

The relationship between the dimensions of a set F ⊂ R
n and its orthogonal projec-

tions πV (F ) onto subspaces V ∈ G(n,m), where G(n,m) is the Grassmannian of
m-dimensional subspaces of Rn and πV : Rn → V denotes orthogonal projection,
goes back to the foundational work on Hausdorff dimension by Marstrand [22] for
G(2, 1) and Mattila [23] for general G(n,m). They showed that for a Borel set
F ⊂ R

n

dimH πV (F ) = min{dimH F,m} (14.7.1)

for almost allm-dimensional subspaces V with respect to the natural invariant prob-
ability measure γn,m on G(n,m), where dimH denotes Hausdorff dimension. Later
Kaufman [20] gave a potential-theoretic proof of these results. See, for example,
[11] for a survey of the many generalisations, specialisations and consequences
of these projection results. In particular, there are theorems that guarantee that
the lower and upper box-counting dimensions and the packing dimensions of the
projections πV (F ) are constant for almost all V ∈ G(n,m), see [8–10, 18]. This
constant value is not the direct analogue of (14.7.1) but rather it is given by a
dimension profile of F .

Thus a natural question is whether there is a Marstrand-Mattila-type theorem for
intermediate dimensions, and it turns out that this is the case with the θ -intermediate
dimension profiles dimmθ F and dim

m

θ F defined in (14.6.7) and (14.6.8) providing
the almost sure values for orthogonal projections from R

n onto m-dimensional sub-
spaces. Intuitively, we think of dimmθ F and dim

m

θ F as the intermediate dimensions
of F when regarded from an m-dimensional viewpoint.

Theorem 14.15 Let F ⊂ R
n be bounded. Then, for all V ∈ G(n,m)

dim θπV F ≤ dimmθ F and dim θπV F ≤ dim
m

θ F (14.7.2)

for all θ ∈ (0, 1]. Moreover, for γn,m-almost all V ∈ G(n,m),

dim θπV F = dimmθ F and dim θπV F = dim
m

θ F (14.7.3)

for all θ ∈ (0, 1]. ��
The upper bounds in (14.7.2) utilise the fact that orthogonal projection does not

increase distances, so does not increase the values taken by the kernels, that is

φ
s,m
r,θ (πV x − πV y) ≥ φs,mr,θ (x − y) (x, y ∈ R

n).

By comparing the energy of the equilibrium measure on F with its projections onto
each πV F it follows that Cs,mr,θ (πV F ) ≥ C

s,m
r,θ (F ) and using (14.6.7) or (14.6.8)
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gives the θ -intermediate dimensions of πV F as a subset of the m-dimensional
space V .

The almost sure lower bounds in (14.7.3) essentially depend on the relationship
between the kernels on R

n and on their averages over V ∈ G(n,m). More
specifically, for m ∈ {1, . . . , n − 1} and 0 ≤ s < m there is a constant a > 0,
depending only on n,m and s, such that for all x ∈ R

n, θ ∈ (0, 1) and 0 < r < 1
2 ,

∫

φ
s,m
r,θ (πV x − πV y)dγn,m(V ) ≤ a φ

s,m
r,θ (x − y) log

r

|x − y| .

Using this for a sequence r = 2−k with a Borel-Cantelli argument gives (14.7.3).
Full details may be found in [4, Section 5].

Theorem 14.15 has various consequences, firstly concerning continuity at θ = 0.

Corollary 14.16 Let F ⊂ R
n be such that dim θF is continuous at θ = 0. Then

dim θπV F is continuous at θ = 0 for almost all V . A similar result holds for the
upper intermediate dimensions. ��
Proof If dimH F ≥ m then for almost all V , dimH πV (F ) = m = dim θπV F for all
θ ∈ [0, 1] by (14.7.1). Otherwise, for almost all V and all θ ∈ [0, 1],

dimH F = dimH πV F ≤ dim θπV F ≤ dimmθ F ≤ dim θF → dimH F

as θ → 0, where we have used (14.7.1) and (14.7.2). ��
For example, taking F ⊂ R

2 to be an m × n Bedford-McMullen carpet (see
Sect. 14.5), it follows from (14.5.3) and Corollary 14.16 that the intermediate
dimensions of projections of F onto almost all lines are continuous at 0. In fact
more is true: if logm/ logn /∈ Q then dim θπV F and dim θπV F are continuous at 0
for projections onto all lines V , see [4, Corollaries 6.1 and 6.2] for more details.

The following surprising corollary shows that continuity of intermediate dimen-
sions of a set at 0 is enough to imply a relationship between the Hausdorff dimension
of a set and the box-counting dimensions of its projections.

Corollary 14.17 Let F ⊂ R
n be a bounded set such that dim θF is continuous at

θ = 0. Then

dimB πV F = m

for almost all V ∈ G(n,m) if and only if

dimH F ≥ m.

A similar result holds on replacing lower by upper dimensions. ��
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Proof The ‘if’ direction is clear even without the continuity assumption, since if
dimH F ≥ m, then

m ≥ dimB πV F ≥ dimH πV F ≥ m

for all V using (14.7.1).
On the other hand, suppose that dimB πV F = m for almost all V . The final

statement of Proposition 14.7 gives that dim θπV F = m for all θ ∈ (0, 1] for almost
all V . As dim θF is assumed continuous at θ = 0, Corollary 14.16 implies that
dim θπV F is continuous at 0 for almost all V and so dimH F = dimH πV F =
dim0πV F = m for almost all V , using (14.7.1). ��

An striking example of this is given by products of the sequence sets Fp
of (14.4.1) for p > 0. By Proposition 14.9 dimBFp = θ/(θ + p) so by
Proposition 14.8

dimθ (Fp × Fp) = 2θ

θ + p (θ ∈ [0, 1]),

which is continuous at θ = 0. Since dimH (Fp × Fp) = 0, Corollary 14.17 implies
that

dimB πV (Fp × Fp) < 1

for almost all V . This is particularly striking if p is close to 0, as dimB(Fp ×Fp) =
2/(1+p) is close to 2 but still the box-counting dimensions of its projections never
reach 1. In fact, a calculation not unlike that in Proposition 14.9 shows that for all
projections onto lines V , apart from the horizontal and vertical projections,

dimB πV (Fp × Fp) = 1−
(

p

p + 1

)2

.

Analogous ideas using dimension profiles can be used to find dimensions of
images of a given set F under other parameterised families of mappings. These
include images under certain stochastic processes (which are parameterised by
points in the probability space). For example, let Bα : R → R

m be index-α
fractional Brownian motion where 0 < α < 1, see for example [7, Section 16.3].
The following theorem generalises the result of Kahane [19] on the Hausdorff
dimension of fractional Brownian images and that of Xiao [28] for box-counting
and packing dimensions of fractional Brownian images.

Theorem 14.18 Let F ⊂ R
n be compact. Then, almost surely, for all 0 ≤ θ ≤ 1,

dim θBα(F ) =
1

α
dimmαθ F and dim θBα(F ) =

1

α
dimmαθ F. (14.7.4)
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The proof of this is along the same lines as for projections, see [3] for details. The
upper bound uses that for all ε > 0 fractional Brownian motion satisfies an almost
sure Hölder condition |Bα(x)−Bα(y)| ≤ M|x − y|1/2−ε for x, y ∈ F , whereM is
a random constant. The almost sure lower bound uses that

E
(
φsmr,θ (Bα(x)− Bα(y))

) ≤ c φsmr,θ (x − y)

where c depends only on m and s.
We can get an explicit form of the intermediate dimensions of these Brownian

images taking F = Fp of (14.4.1).

Proposition 14.19 For index-α Brownian motion Bα : R → R, almost surely, for
all 0 ≤ θ ≤ 1 and p > 0,

dim θBα(Fp) = dim θBα(Fp) = θ

pα + θ . (14.7.5)

In particular (14.7.5) is less than the upper bound θ/α(p + θ) that comes
from directly applying the almost sure Hölder condition (14.2.1) for Bα to the
intermediate dimensions of Fp.

14.8 Open Problems

Finally here are a few open questions relating to intermediate dimensions. A general
problem is to find the possible forms of intermediate dimension functions. At the
very least they are constrained by the inequalities of Proposition 14.2.

Question
Characterise the possible functions θ �→ dim θF and θ �→ dim θF that may
be realised by some set F ⊂ R or F ⊂ R

n.

It may be easier to answer more specific questions about the form of the
dimension functions. I am not aware of any counter-example to the following
suggestion.

Question
Is it true that if dim θF , respectively dim θF , is constant for θ ∈ [a, b] where
0 < a < b ≤ 1 then it must be constant for θ ∈ (0, b]?



14 Intermediate Dimensions: A Survey 491

Similarly, the following question suggested by Banaji seems open.

Question
Can dim θF or dim θF be convex functions of θ , or even (non-constant) linear
functions?

As far as I know, in all cases where explicit values have been found, the
intermediate dimensions equal upper bounds obtained using coverings by sets of
just the two diameters δ1/θ and δ (or constant multiples thereof). It seems unlikely
that this is enough for every set, indeed Kolossváry [21, Section 5] suggests that
three or more diameters of covering sets may be needed to get close upper bounds
for the intermediate dimensions of Bedford-McMullen carpets.

Question
Are there (preferably fairly simple) examples of sets F for which the
intermediate dimensions dim θF or dim θF cannot be approximated from
above using coverings by sets just of two diameters? Are there even sets where
the number of different scales of covering sets needed to get arbitrary close
approximations to the intermediate dimensions is unbounded?

Coming to more particular examples, the Bedford-McMullen carpets are a class
of sets where current knowledge of the intermediate dimensions is limited.

Question
Find the exact form of the intermediate dimensions dim θF and dim θF for
the Bedford McMullen carpets F discussed in Sect. 14.5, or at least improve
the existing bounds.

Getting exact formulae for these dimensions is likely to be challenging, but
better bounds, in particular the asymptotic form near θ = 0 and θ = 1, would
be of interest. It would also be useful to know more about the behaviour of the
intermediate dimensions of these carpets as functions of θ .

Question
Are the intermediate dimensions dim θF and dim θF of Bedford McMullen
carpets F equal? Are they strictly increasing in θ? Are they differentiable, or
even analytic, as functions of θ or can they exhibit phase transitions?
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Chapter 15
Fractal Geometry of Bedford-McMullen
Carpets

Jonathan M. Fraser

Abstract In 1984 Bedford and McMullen independently introduced a family of
self-affine sets now known as Bedford-McMullen carpets. Their work stimulated
a lot of research in the areas of fractal geometry and non-conformal dynamics. In
this survey article we discuss some aspects of Bedford-McMullen carpets, focusing
mostly on dimension theory.

15.1 Bedford-McMullen Carpets

One of the most important and well-studied methods for generating interesting
fractal sets is via iterated function systems (IFSs). Roughly speaking, an IFS is
a finite collection of contraction mappings acting on a common compact domain,
and the associated attractor is the unique non-empty compact set which may be
expressed as the union of scaled down copies of itself under the maps in the IFS.
Self-similar sets are attractors of IFSs where the contractions are similarities, and
self-affine sets are attractors of IFSs where the maps act on a Euclidean domain and
are affine contractions (the composition of a linear contraction and a translation).
See [16] for more background on IFSs and the survey [15] for a detailed history
of self-affine sets and measures as well as [7] for a recent breakthrough in the
dimension theory of general self-affine sets.

Affine maps may scale by different amounts in different directions (as well
as skewing and shearing) and this leads to self-affine sets being rather more
complicated than self-similar sets. Bedford-McMullen carpets are the simplest
possible family of (genuinely) self-affine sets. They preserve the key feature of
self-affinity: different scaling in different directions, but everything else about the
construction is as simple as possible. The simplicity of the model, combined with the
ability to capture a key aspect of the theory, has contributed greatly to its popularity.
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Fig. 15.1 Three examples of Bedford-McMullen carpets based on the 2× 3 grid

In fact, Bedford-McMullen carpets provide an excellent example to aspiring
mathematicians: a good model should reveal and capture a new phenomenon, but
remain as simple as possible.

Let us first recall the Bedford-McMullen construction following [11, 49]. We
work in the Euclidean plane, and begin with the unit square, [0, 1]2. Fix integers
n > m > 1, and divide the unit square into an m × n grid. Select a subset of the
rectangles formed by the grid and consider the IFS consisting of the affine maps
which map [0, 1]2 onto each chosen rectangle preserving orientation (that is, the
affine part of each map is the diagonal matrix with diagonal entries 1/m and 1/n).
The attractor of this IFS is a self-affine set, and such self-affine sets are known as
Bedford-McMullen carpets, see Fig. 15.1.

Bedford-McMullen carpets also have an important role in the theory of
expanding dynamical systems. Viewed as subsets of the 2-torus [0, 1)2, Bedford-
McMullen carpets are invariant under the toral endomorphism (x, y) �→
(mx mod 1, ny mod 1), which provides a simple model of a non-conformal
dynamical system. Since the work of Bedford and McMullen, the study of self-affine
carpets has received sustained interest in the literature. Generally speaking a ‘carpet’
is an attractor of an IFS acting on the plane consisting of affine maps whose linear
parts are given by diagonal matrices (or possibly anti-diagonal matrices). There are
now many popular families of carpet, generalising the Bedford-McMullen model
in various ways. Lalley-Gatzouras carpets [32] maintain the column structure but
allow the diagonal matrix to vary, Barański carpets [5] maintain the grid structure
but allow the matrices to vary. A crucial difference between the Barański and
Lalley-Gatzouras models is that Barański allows the strongest contraction to be in
either direction, whereas Lalley-Gatzouras insists that the strongest contraction be
in the vertical direction. Generalising both Lalley-Gatzouras and Barański carpets
is the family introduced by Feng-Wang [21] which allows arbitrary non-negative
diagonal matrices and generalising the Feng-Wang family is a family we introduced
which allows arbitrary diagonal and anti-diagonal matrices [25]. There are also
models which step out of the carpet programme whilst maintaining several of the
key features, such as excessive alignment of cylinders, for example, [42]. In order
to keep this survey concise, we make no further mention of carpets outside the
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Bedford-McMullen family. There is a vast literature on Bedford-McMullen carpets
and as such there are a lot of interesting research directions which we will not
discuss here. This survey is mostly focused on the fractal geometry and dimension
theory of Bedford-McMullen carpets and associated self-affine measures.

15.2 Dimension Theory

A central aspect of fractal geometry is dimension theory. In fractal settings, fine
structure makes the task of simply defining dimension already an interesting
problem. Roughly speaking, a ‘dimension’ should describe how an object fills up
space on small scales. There are many ways to describe this, however, and an
important aspect of the subject is in understanding the relationships and differences
between the many different notions of dimension; each of interest in its own right.
In this survey we focus on Hausdorff, packing, box, Assouad and lower dimension,
which we denote by dimH, dimP, dimB, dimA, dimL, respectively. Often one needs
to consider upper and lower box dimension separately, but for the sets we discuss
these coincide and so we brush over this detail. We will not define these notions
here, but refer the reader to [16, 47] for the definitions and an in depth discussion
of the Hausdorff, packing, and box dimensions and [28] for the Assouad and lower
dimensions. It is useful to keep in mind that for all non-empty compact sets E ⊆ R

d

(with equal upper and lower box dimension),

0 ≤ dimLE ≤ dimH E ≤ dimPE ≤ dimBE ≤ dimA E ≤ d.

Bedford [11] and McMullen [49] independently obtained explicit formulae for
the Hausdorff, packing, and box dimensions of Bedford-McMullen carpets. More
recently, in 2011, Mackay [45] computed the Assouad dimension, and, in 2014,
Fraser computed the lower dimension [26]. We need more notation in order to state
these results.

Let N be the number of maps in the defining IFS (that is the number of chosen
rectangles), and let M be the number of columns containing at least one chosen
rectangle. Finally, let Ni > 0 be the number of rectangles chosen from the ith non-
empty column.

Theorem 15.2.1 Let F be a Bedford-McMullen carpet. Then

dimA F = logM

logm
+ max

i

logNi
logn

,

dimP F = dimB F = logM

logm
+ log(N/M)

logn
,



498 J. M. Fraser

dimH F = log
∑M
i=1N

logm/ logn
i

logm

and dimL F = logM

logm
+ min

i

logNi
logn

.

Sketch Proof We sketch the argument giving the box dimension and only discuss
the rough ideas for the others. The box dimension of a bounded set E captures the
polynomial growth rate of Nr(E) as r → 0, where Nr(E) denotes the smallest
number of open sets of small diameter r ∈ (0, 1) required to cover E. That is, the
box dimension can loosely be defined by Nr(E) ≈ r− dimB E .

Let r > 0 be very small and k be an integer such that r ≈ n−k . The kth level
cylinders in the construction of the carpet F are rectangular sets of height ≈ r and
length m−k (which is rather longer). Therefore, when looking for optimal r-covers
of F we may treat the kth level cylinders separately. Let l be an integer such that
r ≈ m−l and consider the lth level cylinders inside a given kth level cylinder. This
forms a grid and cylinders in the same column may be covered efficiently by ≈ 1
set of diameter r and therefore we only need to count the non-empty columns, of
which there areMl−k . The total number of kth level cylinders is Nk and therefore

Nr(F ) ≈ NkMl−k ≈ r−(logN/ logn+logM/ logm−logM/ logn)

as required.
The Hausdorff dimension is more awkward to compute. The lower bound is

usually handled via measures, either by the mass distribution principle (see [16,
Chapter 4]) or by direct computation of the Hausdorff dimension of a suitable
measure. In fact we sketch this part of the proof in Sect. 15.4. The upper bound is
proved by a delicate covering argument. The key difference between this argument
and the covering argument we sketched for box dimension above is that Hausdorff
dimension allows different sized sets in the cover and so the difficulty is in deciding
which cylinders to cover together and which to break up into smaller pieces. A
more direct approach to proving the upper bound, which ultimately boils down
to constructing a delicate cover, is to show that the lower local dimension of a
suitable measure is at most h for all points x ∈ F , where h = dimH F is the
intended Hausdorff dimension. In contrast to the mass distribution principle, which
asks for the measure of a ball never to be too big, this approach asks for balls
around all points to have large mass infinitely often. See [16, Chapter 4] for more
on this approach to finding upper bounds for Hausdorff dimension in general. The
McMullen measure, defined later by (15.4.2), can be used for both the upper and
lower bounds.

The Assouad and lower dimensions are in some sense dual to each other and so
we only discuss Assouad dimension. The lower bound is most efficiently proved
via weak tangents. See [28, Chapter 5] for more on weak tangents in the context
of dimension theory. Mackay [45] constructed a weak tangent which is the product
of two self-similar sets, one of dimension logM/ logm (the projection of F onto
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the first coordinate) and the other of dimension maxi logNi/ logn (the maximal
vertical slice of F ). Then the lower bound follows since the Hausdorff dimension
of a weak tangent is a lower bound for the Assouad dimension. Mackay proved
the upper bound by a direct covering argument, similar to that sketched above for
box dimension. An alternative argument giving the upper bound using the Assouad
dimension of measures is given in [29]. ��

The tangent structure of self-affine sets is particularly interesting since the small
scale structure typically differs greatly from the large scale structure. This is very
different from self-similar sets, for example. As mentioned in the above proof,
Mackay [45] used tangent sets with a product structure to study the Assouad dimen-
sion. This product structure is seen much more generally. Bandt and Käenmäki [4]
gave a general description of the tangent structure of Bedford-McMullen carpets
in the case where M = m. This result has been generalised in various ways, see
[2, 10, 36, 37].

Returning to Theorem 15.2.1, the following amusing commonality was pointed
out to me by Kenneth Falconer. For p ∈ [0,∞] ∪ {−∞}, write

‖N‖p =
(

1

M

M∑

i=1

N
p
i

)1/p

for the “pth average” of the vector N := (N1, . . . , NM) describing the number of
rectangles in each of the non-empty columns. We adopt the natural interpretation of
‖N‖∞ = maxi Ni and ‖N‖−∞ = mini Ni . Then, the expression

logM

logm
+ log ‖N‖p

logn
(15.2.1)

gives the Assouad dimension when p = ∞, the box and packing dimensions
when p = 1, the Hausdorff dimension when p = logm/ logn, and the lower
dimension when p = −∞. This observation warrants the question of whether there
are sensible, perhaps yet undiscovered, notions of fractal dimension corresponding
to other values of p. Moreover, the expression (15.2.1) has a useful interpretation
as the dimension of the projection of F onto the first coordinate plus the ‘average’
column dimension.

It is no surprise that the box and packing dimensions coincide in Theorem 15.2.1.
Indeed, the packing dimension and upper box dimensions coincide much more
generally: see [16, Corollary 3.10], which applies to very general IFS attractors. This
identity aside, we see that Bedford-McMullen carpets provide an excellent model
for understanding the differences between the different notions of dimension. If all
non-empty columns contain the same number of rectangles (that is, Ni = N/M for
all i), then we say the carpet has uniform fibres and otherwise it has non-uniform
fibres. There is a simple dichotomy: in the uniform fibres case

dimL F = dimH F = dimB F = dimA F
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and, in the non-uniform fibres case,

dimL F < dimH F < dimB F < dimA F.

The question of Hausdorff and packing measure for Bedford-McMullen carpets is
subtle. Peres [52, 53] proved that in the non-uniform fibres case both the Hausdorff
and packing measures are infinite in their respective dimensions. It is instructive to
compare this with the situation for self-similar sets where the open set condition is
enough to ensure that the Hausdorff and packing measures are positive and finite
in their dimension. We write Ph and H h for the packing and Hausdorff measures
with respect to a gauge function h, see [16]. In [52] it is shown that Ph(F ) = ∞
for

h(x) = x
dimP F

| log x|

but Ph(F ) = 0 for

h(x) = xdimP F

| log x|1+ε

for all ε ∈ (0, 1). In [53] it is shown that H h(F ) =∞ for

h(x) = xdimH F exp

( −c| log x|
(log | log x|)2

)

with c > 0 small enough, but H h(F ) = 0 for

h(x) = xdimH F exp

( −| log x|
(log | log x|)2−ε

)

for all ε ∈ (0, 1). In particular these results show that

H dimH F (F ) =PdimP F (F ) = ∞.

15.3 Interpolating Between Dimensions

A new perspective in dimension theory is that of ‘dimension interpolation’, see [27].
Roughly speaking, the idea is to consider two distinct notions of dimension dim
and Dim, which satisfy dimE ≤ DimE for all sets E ⊆ R

d , and introduce a
continuously parametrised family of dimensions dimθ for θ ∈ (0, 1) which satisfy
dimE ≤ dimθ E ≤ DimE. Crucially, the dimensions dimθ should capture some
key features of both dim and Dim in a geometrically interesting way and the hope
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is to provide more nuanced information than that provided by dim and Dim when
considered in isolation. Since the most commonly studied dimensions are typically
distinct in this case, Bedford-McMullen carpets provide the ideal testing ground for
this approach.

15.3.1 The Assouad Spectrum

The Assouad spectrum, introduced in [30] and denoted by dimθA, interpolates
between the (upper) box dimension and the (quasi-)Assouad dimension. The
Assouad dimension of a bounded set E ⊆ R

d is defined by considering
Nr(B(x,R) ∩ E), that is, the size of an optimal r-cover of an R-ball where
0 < r < R are two independent scales. The Assouad spectrum fixes the relationship
between these two scales by forcing R = rθ , where θ ∈ (0, 1) is the interpolation
parameter. The result is a family of dimensions dimθAE which is continuous in
θ and satisfies dimBE ≤ dimθAE ≤ dimAE for all θ ∈ (0, 1). The analogous
lower spectrum dimθL is defined by a similar modification of the definition of lower
dimension. The Assouad and lower spectra of Bedford-McMullen carpets were
computed in [31]. We write Nmax = maxi Ni and Nmin = mini Ni .

Theorem 15.3.1 Let F be a Bedford-McMullen carpet. Then, for all 0 < θ ≤
logm/ logn,

dimθA F = logM − θ log(N/Nmax)

(1− θ) logm
+ log(N/M)− θ logNmax

(1− θ) logn

and

dimθL F = logM − θ log(N/Nmin)

(1− θ) logm
+ log(N/M)− θ logNmin

(1− θ) logn

and, for all logm/ logn ≤ θ < 1,

dimθA F = logM

logm
+ logNmax

logn

and

dimθL F = logM

logm
+ logNmin

logn
.

In both the Assouad and lower spectrum there is a single phase transition at
θ = logm

log n (see Fig. 15.2). In many other examples where the Assouad spectrum is
known there is a similar phase transition occurring at a value of θ with a particular
geometric significance, see [28]. In this case it is the ratio of the Lyapunov exponents



502 J. M. Fraser

Fig. 15.2 Left: a Bedford McMullen carpet with m = 2, n = 3 and N1 = 1 < N2 = 2. Right:
plots of the Assouad and lower spectra. Dotted lines at the lower, box, and Assouad dimensions
are shown for comparison

(for any ergodic measure) or the ‘logarithmic eccentricity’ of the cylinders in the
construction.

The curious reader may at this point wonder if the Assouad spectrum is a partial
solution to the problem of finding dimensions satisfying (15.2.1). By continuity and
monotonicity, for each 0 < θ < logm

log n there is a unique p ∈ (1,∞) such that

dimθA F =
logM

logm
+ log ‖N‖p

logn
,

however, the function mapping θ to p is not satisfying: it depends too strongly on
F . Ideally we would want a function depending only on θ and possibly m and n.

15.3.2 Intermediate Dimensions

The intermediate dimensions, denoted by dimθ and introduced in [19], interpolate
between the (upper or lower) box dimension and the Hausdorff dimension. The
Hausdorff and box dimension are both defined by considering efficient covers of the
set. The Hausdorff dimension places no restriction on the relative sizes of the sets
used in the cover and weights their contribution to the dimension according to their
size (see definition of Hausdorff measure [16]) and box dimension considers covers
by sets of the same size. The intermediate dimensions impose partial restrictions on
the relative sizes of the covering sets by insisting that |U | ≤ |V |θ for all covering
sets U,V with diameters |U |, |V | ≤ 1. The intermediate dimensions are continuous



15 Fractal Geometry of Bedford-McMullen Carpets 503

in θ ∈ (0, 1] with dim1E = dimBE and satisfy

dimHE ≤ dimθ E ≤ dimBE

for all bounded E ⊆ R
d . The intermediate dimensions are not necessarily

continuous at θ = 0, that is, they do not necessarily approach the Hausdorff
dimension as θ → 0. Establishing continuity at 0 for particular examples turns out
to be a key problem. For example, if the intermediate dimensions are continuous
at 0, then strong applications can be derived concerning the box dimensions of
projections and images under stochastic processes, see [12, 13].

Computing an explicit formula for the intermediate dimensions of Bedford-
McMullen carpets seems to be a difficult problem, investigated in [19] and [41].
See also the survey [17]. We summarise what is known so far, for F a Bedford-
McMullen carpet with non-uniform fibres:

1. dimθ F is continuous at 0, and therefore interpolates between the Hausdorff and
box dimensions [19];

2. for all θ ∈ (0, 1), dimθ F > dimH F [19];
3. for all θ ∈ (0, 1), dimθ F < dimB F [41];
4. there are upper and lower bounds for dimθ F with the best known given in [41];
5. dimθ F is not necessarily concave [41], which is noteworthy since most of the

basic examples have turned out to have concave intermediate dimensions. ��

15.4 Invariant Measures

The interplay between invariant sets and invariant measures is central in fractal
geometry and ergodic theory. There are many natural (×m,×n) invariant measures
living on Bedford-McMullen carpets but perhaps the most natural are the self-affine
measures. Given a Bedford-McMullen carpet with first level rectangles indexed
by the set {1, . . . , N}, associate a probability vector {p1, . . . , pN }, that is, with
0 < pd < 1 for all d and

∑
d pd = 1. Let μ be the measure formed by iteratively

subdividing unit measure among the N rectangles at each stage in the construction
of the carpet F according to the probability vector. More formally, let P denote the
Bernoulli measure on the symbolic space {1, . . . , N}N consisting of infinite one-
sided words over the alphabet {1, . . . , N}. Then μ = P ◦ �−1 where � is the
associated coding map which sends a word (d1, d2, . . . ) to the point in F coded
by the corresponding sequence of rectangles. In particular, μ is a Borel probability
measure fully supported on F and invariant under the endomorphism (×m,×n).
The measure μ is a self-affine measure since it is the unique Borel probability
measure invariant under the IFS weighted by the probability vector. There is a
rich dimension theory of measures, which we will not dwell on here. Measures
invariant under nice enough dynamical systems are often ‘exact dimensional’, which
means that many of the familiar notions of dimension for measures coincide (e.g.
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Hausdorff, packing, entropy dimensions). A Borel measure ν is exact dimensional
(with dimension α) if for ν almost all x

lim
r→0

log ν(B(x, r))

log r
= α. (15.4.1)

The expression on the left is the local dimension of ν at x (when the limit exists) and
so exact dimensionality can be characterised as the local dimension being almost
surely constant. Self-affine measures on Bedford-McMullen carpets are known to
be exact dimensional and, moreover, the dimension satisfies the Ledrappier-Young
formula. The Ledrappier-Young formula stems from influential papers [43, 44]
which established a deep connection between dimension, entropy and Lyapunov
exponents in the general context of measures invariant under C1-diffeomorphisms.
Recently there has been a lot of progress establishing Ledrappier-Young formulae
for measures invariant under expanding maps, such as those associated with IFSs.
In particular, it is now known that all self-affine measures are exact dimensional and
satisfy the appropriate Ledrappier-Young formula, see [6, 8, 20]. The case of self-
affine measures on Bedford-McMullen carpets was resolved in [38]. In this setting
the Lyapunov exponents are logm < logn and the entropy is given by

h(μ) = −
N∑

d=1

pd logpd.

The entropy of the projection πμ of μ onto the first coordinate also plays a role.
Here we have to sum weights belonging to the same column and so the entropy is

h(πμ) = −
M∑

i=1

( ∑

d :πd=i
pd

)
log

( ∑

d :πd=i
pd

)
.

Theorem 15.4.1 Self-affine measures μ on Bedford-McMullen carpets are exact
dimensional with dimension given by

dimμ = h(πμ)
logm

+ h(μ)− h(πμ)
logn

.

We give a sketch proof here, which is deliberately not at all rigorous but hopefully
shows where the formula comes from and what the key ideas are. We learned this
argument from Thomas Jordan and Natalia Jurga, although it is based on a proof
from [54] which applies to more general constructions without an underlying grid
structure.

Sketch Proof Let r > 0 be very small and x ∈ F be a ‘μ-typical point’, which is
to say we have selected it from a set of large μ measure guaranteeing it to behave
as expected. This is made precise using the ergodic theorem and Egorov’s theorem.
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Let k be such that r ≈ n−k and let E ⊆ F be the kth-level cylinder (basic rectangle
after k steps in the IFS construction) which contains x. Since x is typical, we can
assume this is uniquely defined. We wish to estimate the measure of B(x, r) which,
since the height of E is ≈ r , is roughly the measure of a vertical strip of width r
passing through E ‘centred’ at x. Since x is typical, the measure of E is roughly
exp(−kh(μ)) (recall the Shannon-McMillan-Breiman theorem). Moreover, using
the self-affinity of μ, the proportion of the measure of E which lies inside the
vertical strip we are interested in will be (roughly) the same as the proportion of an
rmk-ball centred at a πμ-typical point x ′ in the projection πF . Themk factor comes
from scaling the base of E up to match the unit interval (where πμ lives). Since πμ
is a self-similar measure satisfying the open set condition, it is well-known and
easily shown that it is exact dimensional with dimension given by entropy divided
by Lyapunov exponent, that is,

dimπμ = h(πμ)
logm

.

Therefore,

μ(B(x, r)) ≈ μ(E) · πμ(B(x ′, rmk)) ≈ exp(−kh(μ))
(
rmk

) h(πμ)
logm

.

Then, using k ≈ − log r/ logn,

logμ(B(x, r))

log r
≈ h(πμ)

logm
+ h(μ)− h(πμ)

logn

and the error vanishes as r → 0. ��
The (Hausdorff) dimension of a measure cannot exceed the Hausdorff dimension

of its support and so it is natural to ask if the Hausdorff dimension of a Bedford-
McMullen carpet can be realised as the Hausdorff dimension of an invariant
measure. Define μ by

pd = N(logm/ logn)−1
i /mdimH F (15.4.2)

for all d corresponding to rectangles in the ith non-empty column. Note that∑N
d=1 pd = 1, by Theorem 15.2.1. Then, applying Theorem 15.4.1, we have

dimμ = dimH F.

This self-affine measure is known as the McMullen measure and was first used in
[49]. In fact, the McMullen measure is the unique invariant probability measure of
maximal Hausdorff dimension, see [38].
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15.5 Dimensions of Projections onto Lines

How fractal sets and measures behave under projection onto subspaces is a well-
studied and central question in fractal geometry and geometric measure theory. We
refer the reader to [18, 48] for an overview of the dimension theory of projections
in general. Here we focus only on the planar case and projections of Bedford-
McMullen carpets. Consider the set of lines L passing through the origin in R

2

and write πL for orthogonal projection from R
2 onto the line L. In 1954 Marstrand

[46] proved that, for Borel E ⊆ R
2,

dimH πLE = min{dimH E, 1} (15.5.1)

for almost all L. Here ‘almost all’ is with respect to the natural length measure on
the space of lines. This result stimulated much further work in the area and recently
there has been a lot of activity concerning the exceptional set of lines in (15.5.1);
especially when the exceptional set can be shown to be empty or small in some other
sense, see [57]. Ferguson, Jordan and Shmerkin [24] proved the following projection
theorem for Bedford-McMullen carpets.

Theorem 15.5.1 Let F be a Bedford-McMullen carpet with logm/ logn /∈ Q. Then

dimH πLF = min{dimH F, 1}

for all L apart from possibly when L is one of the two principle coordinate axes. ��
The strategy for proving this result is to first establish it in the uniform fibres

case and then upgrade to the general case by approximating the carpet from within
by subsystems with uniform fibres. Proving the result in the uniform fibres setting is
far from straightforward, but we will focus on the ‘approximating from within’ part
of the proof. This trick seems to have useful applications elsewhere.

Lemma 15.5.2 Let F be a Bedford-McMullen carpet and ε > 0. Then there exists
a subset E ⊆ F which is itself a Bedford-McMullen carpet with uniform fibres and,
moreover, satisfies

dimHE ≥ dimH F − ε.

Sketch Proof Let

pd = N(logm/ logn)−1
i /mdimH F

be the probability weights defining the McMullen measure, see (15.4.2), that is the
unique invariant probability measure of maximal dimension. For a large integer
k ≥ 1, let
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l(k) =
N∑

d=1

�kpd�

and

I (k) =
{
(d1, . . . , dl(k)) ∈ {1, . . . , N}l(k)

: for all 1 ≤ d ≤ N,#{t : dt = d} = �kpd�
}
.

Here, I (k) is a subset of the l(k)th iteration of the defining IFS for F chosen
such that digits appear with the ‘correct frequency’, as determined by the McMullen
measure.

Consider the IFS consisting of compositions of maps according to I (k) and
denote its attractor by E(k). It follows that E(k) is a Bedford-McMullen carpet
with uniform fibres. Then Theorem 15.2.1 gives

dimH E(k) = logM(k)

logm(k)
+ log(N(k)/M(k))

logn(k)

where m(k) = ml(k) and n(k) = nl(k) are the integers defining the grid associated
with E(k) andM(k) and N(k) are the number of non-empty columns and the total
number of rectangles in the construction of E(k), respectively. Moreover,

N(k) = l(k)!
∏N
d=1�kpd�!

and

M(k) = l(k)!
∏M
i=1

(∑
d :πd=i�kpd�

)! .

We can apply Stirling’s approximation to estimate the dimension of E(k) from
below. A lengthy but straightforward calculation yields

dimH E(k) = log l(k)! −∑M
i=1 log

(∑
d :πd=i�kpd�

)!
l(k) logm

+
∑M
i=1 log

(∑
d :πd=i�kpd�

)! −∑N
d=1 log�kpd�!

l(k) logn

≥ s − ε(k)

where ε(k)→ 0 as k→∞, proving the lemma. ��
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We give one further example where Lemma 15.5.2 can be applied. The modified
lower dimension, denoted by dimML, is a modification of the lower dimension to
make it monotone, see [28]. Specifically, it is defined as dimML F = sup{dimL E :
E ⊆ F } and for compact sets F we have dimL F ≤ dimML F ≤ dimH F . Perhaps
surprisingly it turns out to be equal to the Hausdorff dimension, not the lower
dimension, in the case of Bedford-McMullen carpets. This was first observed in
[31].

Corollary 15.5.3 Let F be a Bedford-McMullen carpet. Then

dimML F = dimH F = log
∑M
i=1N

logm/ logn
i

logm
.

Corollary 15.5.3 follows immediately from Lemma 15.5.2. This shows how to
construct subsets of carpets which have lower dimension arbitrarily close to the
Hausdorff dimension of the original carpet, using the fact that the carpetsE provided
by Lemma 15.5.2 have uniform fibres. This proves the lower bound and the upper
bound always holds.

Ferguson et al. [22] considered the projections of measures supported on
Bedford-McMullen carpets. Here the subsystem argument is not applicable and the
proof relies on CP-chains and theory developed by Hochman and Shmerkin [33].

Theorem 15.5.4 Let μ be a self-affine measure supported on a Bedford-McMullen
carpet with logm/ logn /∈ Q. Then

dimH πLμ = min{dimH μ, 1}

for all L apart from possibly when L is one of the two principle coordinate axes. ��
Theorem 15.5.4 was subsequently generalised by Almarza [3] to include Gibbs

measures on transitive subshifts of finite type.
Related to the dimension theory of orthogonal projections, is the dimension

theory of slices, see [47, Chapter 10]. In the plane, a slice is the intersection of a
given set with a line. Write L⊥ for the orthogonal complement of a line L ⊆ R

2 and
let E ⊆ R

2 be a Borel set with H s(E) > 0. Then ‘in typical directions, there are
many big slices’, that is,

dimH E ∩ (L⊥ + x) ≥ s − 1

for almost all L and positively many x ∈ L. Here ‘positively many’ x means there
is a set of x of positive length. Moreover, for an arbitrary Borel set E ⊆ R

2 ‘in all
directions typical slices cannot be too big’, that is,

dimH E ∩ (L⊥ + x) ≤ max{dimH E − 1, 0}
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for allL and almost all x ∈ L. Again, there has been a lot of interest in the dimension
theory of slices in specific situations, such as for dynamically defined sets E. Slices
of Bedford-McMullen carpets were considered by Algom [1] and the following was
proved.

Theorem 15.5.5 Let F be a Bedford-McMullen carpet with logm/ logn /∈ Q. Then

dimB F ∩ (L⊥ + x) ≤ max{dimA F − 1, 0}

for all L and all x ∈ L provided L is not one of the two principle coordinate axes.
��

15.6 Survivor Sets, Hitting Problems, and Diophantine
Approximation

In this section we briefly touch upon a large and varied literature concerning the
study of dynamically or number theoretically defined subsets of a given fractal. The
literature goes far beyond the Bedford-McMullen setting but, as usual, Bedford-
McMullen carpets provide an excellent testing ground for the theory. For example,
the ‘survivor set problem’ studies points which do not fall into a given ‘hole’ under
iteration of the (×m,×n) dynamics. The ‘hitting target problem’ considers the
complementary phenomenon where one focuses on points which hit a given target.
Then there are various related problems in Diophantine approximation, where one
is interested in how well points may be approximated by rationals. This may be
interpreted as hitting a prescribed target.

Ferguson et al. [23] considered the survivor set problem as follows. Let T denote
the (×m,×n) endomorphism which leaves a given Bedford-McMullen carpet F
invariant. Let U ⊆ F be an open set (in the subspace topology) and define the
survivor set by

FU = {x ∈ F : T k(x) /∈ U for all k}.

The dimensions of FU were considered in [23] where U is a fixed finite collection
of open cylinders, or a shrinking metric ball. They found that the box dimension is
related to the escape rate of the measure of maximal entropy through the hole, and
the Hausdorff dimension is related to the escape rate of the measure of maximal
dimension.

Bárány and Rams [9] considered the shrinking target problem as follows. Let
Bk ⊆ F be a sequence of targets where eachBk is a ‘dynamically defined rectangle’.
Let

� = {x ∈ F : T k(x) ∈ Bk for infinitely many k}
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that is, the set of points which, upon iteration of T , hit the (moving) target infinitely
often. The Hausdorff dimension of � is given in [9] in terms of various complicated
entropy functions.

A point x ∈ R
d is said to be badly approximable if there exists c > 0 such that,

for all p = (p1, . . . , pd) ∈ Z
d and all q ∈ N,

‖x − p/q‖∞ ≥ c

q1+1/d .

That is, the badly approximable numbers are those for which Dirichlet’s theorem
can be improved by at most a constant factor. The badly approximable numbers
B(d) have zero Lebesgue measure but full Hausdorff dimension in R

d and a well-
studied problem is to determine how B(d) intersects a given fractal set. Das et al.
[14] proved that

dimH B(2) ∩ F = dimH F (15.6.1)

when F is a Bedford-McMullen carpet with at least two non-empty columns and at
least two non-empty rows. Interestingly, there is a connection with the (modified)
lower dimension here. It is proved in [14] that for an arbitrary closed set E ⊆ R

d

satisfying a natural non-degeneracy condition called ‘hyperplane diffuseness’, we
have

dimH B(d) ∩E ≥ dimL E.

The result (15.6.1) may then be deduced from this and Corollary 15.5.3.

15.7 Multifractal Analysis

We saw in Theorem 15.4.1 that self-affine measures on Bedford-McMullen carpets
are exact dimensional, meaning that the local dimension exists and takes a common
value at almost every point. It is an interesting and difficult problem to study the
exceptional set, that is, the set of points where the local dimension is not as expected.
This is a μ-null set, but turns out to have full Hausdorff dimension, dimH F . This
type of problem is common in multifractal analysis, see [16, Chapter 17]. Let α ≥ 0
and form multifractal decomposition sets

 (α) = {x ∈ F : dimloc(μ, x) = α},
where dimloc(μ, x) is the local dimension of μ at x, recall (15.4.1). In order to
understand the fractal complexity of  (α), and thus μ, define the Hausdorff and
packing multifractal spectra as

f
μ
H (α) = dimH (α)
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and

f
μ
P (α) = dimP (α),

respectively. It is not useful to define box or Assouad multifractal spectra here since
the sets (α) tend to be dense in F and therefore we need a dimension which is not
stable under taking closure to distinguish between different α.

Multifractal analysis has been considered in great detail in the context of self-
affine measures on Bedford-McMullen carpets. These measures constitute one of
the most complicated examples where the Hausdorff multifractal spectrum is known
and given by an explicit formula. That said, many interesting questions remain.

Closely connected to multifractal analysis is the study of the Lq -spectrum. Given
a Borel probability measure μ, the Lq -spectrum of μ is a function τμ : R → R

which captures the coarse structure of the measure by considering qth-moment type
expressions. Many interesting fractal features may be analysed via this function.
For example, τμ(0) coincides with the box dimension of the support of the measure
and, provided τμ is differentiable at q = 1, dimH μ = −τ ′μ(1), see [50]. More
importantly for us, one always has

f
μ
H (α) ≤ f μP (α) ≤ τ ∗μ(α) (15.7.1)

where τ ∗μ(α) is the Legendre transform of τμ. In many cases of interest there is
equality throughout in (15.7.1) in which case we say the multifractal formalism
holds. For example, this holds for self-similar measures satisfying the open set
condition. Self-affine measures on Bedford-McMullen carpets fail to satisfy the
multifractal formalism in this sense in general but, nevertheless, the Hausdorff
multifractal spectrum is known and is given by the Legendre transform of an
auxiliary moment scaling function β : R → R. This was proved by King [40]
assuming an additional separation condition known as the very strong separation
condition, and in full generality by Jordan and Rams [34]. Moreover, the Lq -
spectrum is also known and given by an explicit formula. This is due to Olsen [51].

Theorem 15.7.1 Let μ be a self-affine measure on a Bedford-McMullen carpet.
There is an explicitly defined real analytic moment scaling function β : R → R

such that f μH (α) = β∗(α). Moreover, the Lq -spectrum is real analytic and given by
an explicit formula. In general β and τμ do not coincide. ��
The above theorem provides explicit upper and lower bounds for the packing
multifractal spectrum. The problem of computing the packing multifractal spectrum
in general was considered in detail by Reeve [56] and Jordan and Rams [35] and
it turns out to be a subtle problem. Reeve [56] considered multifractal analysis of
Birkhoff averages, which is different to the multifractal analysis of local dimensions
we consider here. However, in certain cases they can be related and it was shown
in [56] that the upper bound given by the Legendre transform of the Lq -spectrum
is generally not sharp. In [35] it was shown that usually the packing multifractal
spectrum does not peak at the packing dimension of the Bedford-McMullen carpet.
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This is in stark contrast to the Hausdorff case where the Hausdorff multifractal
spectrum always peaks at the Hausdorff dimension of the carpet. In [35] the packing
multifractal spectrum was computed for a special family of self-affine measures
supported on Bedford-McMullen carpets. The carpet was allowed only two non-
empty columns and the same Bernoulli weight was associated to each rectangle
in the same column. Within this class they were able to show that the packing
multifractal spectrum can be discontinuous as a function of the Bernoulli weights.
Again, this is in stark contrast to the Hausdorff case.

Related to multifractal analysis is the study of the quantisation dimensions of
a measure. These were computed in [39] for self-affine measures on Bedford-
McMullen carpets. Roughly speaking the problem is to determine how well a
measure can be approximated by a collection of point masses (quantised).

15.8 Open Problems

We conclude this survey article by collecting some open problems relating to
Bedford-McMullen carpets. The following question was explicitly asked in [17, 19,
27, 41] and seems to be technically challenging.

Problem 15.8.1 Find a precise formula for the intermediate dimensions dimθ F for
F a Bedford-McMullen carpet with non-uniform fibres. ��
Theorem 15.5.1 completely describes the Hausdorff dimensions of the projections
of Bedford-McMullen carpets onto lines provided logm/ logn /∈ Q. The ‘rational
case’ remains open, where it seems unlikely that the conclusion of Theorem 15.5.1
holds in general.

Problem 15.8.2 What can be said about the Hausdorff dimensions of the projec-
tions of a Bedford-McMullen carpet onto lines when logm/ logn ∈ Q? What about
projections of associated self-affine measures? ��

There are many interesting open problems in dimension theory and ergodic
theory due to Furstenberg which ask about the independence of×2 and×3 actions.
Many of these are formulated in terms of projections or slices of products of
×2 and ×3 invariant sets, see recent breakthroughs [58, 59]. Bedford-McMullen
carpets (and more general (×m,×n) invariant sets) therefore provide a natural
extension of many of these conjectures since being (×m,×n) invariant is more
general than being the product of a ×m invariant set and a ×n invariant set.
Theorems 15.5.1, 15.5.4 and 15.5.5 are all examples of this in action. Many
questions and conjectures can be formulated and we highlight one example, implicit
in [1].
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Problem 15.8.3 Let F be a Bedford-McMullen carpet with logm/ logn /∈ Q. Is it
true that

dimH(F ∩ L) ≤ max{dimH F − 1, 0}

for all lines L which are not parallel to the coordinate axes? ��
It remains an interesting and challenging open problem to fully describe the

multifractal analysis of self-affine measures on Bedford-McMullen carpets in the
setting of packing dimension. The following question was explicitly asked in
[51, 56] and shown to be rather subtle in [35].

Problem 15.8.4 Find a precise formula for the packing multifractal spectrum
f
μ
P (α) for μ a self-affine measure on a Bedford-McMullen carpet with non-uniform

fibres. ��
A compact set E ⊆ R

2 is called tube null if it can be covered by a collection of
tubes of arbitrarily small total area. A tube is an ε-neighbourhood of a line segment.
If dimH E < 1, then E is immediately tube null since one can find a line L such that
the H 1(πL(E)) = 0 and then the collection of tubes can be taken transversal to L.
In general, the tubes need not be all in the same direction. In [55] it was shown that
Sierpiński carpets E ⊆ R

2 are tube null provided dimH E < 2. Sierpiński carpets
are constructed in the same way as Bedford-McMullen carpets but with m = n and,
as such, are self-similar rather than (strictly) self-affine.

The approach in [55] does not work for Bedford-McMullen carpets in general.
The non-trivial case is when there are no empty columns and no empty rows. It
seems especially difficult to prove tube-nullity in this case if logm/ logn /∈ Q,
since then there are no ‘special projections’, see Theorem 15.5.1.

Problem 15.8.5 Are Bedford-McMullen carpets tube null, provided they are not
the whole unit square? ��
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54. F. Przytycki, M. Urbański, On the Hausdorff dimension of some fractal sets. Studia Math. 93,

155–186 (1989)
55. A. Pyörälä, P. Shmerkin, V. Suomala, M. Wu, Covering the Sierpiński carpet with tubes.
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Chapter 16
Some Variants of Orponen’s Theorem on
Visible Parts of Fractal Sets

Carlos Matheus

Abstract It was recently established by T. Orponen that the visible parts from
almost every direction of a compact subset of Rn have Hausdorff dimension at most
n− 1

50n .
In this note, we refine Orponen’s argument in order to show that the visible parts

from almost every direction of a compact subset of Rn have Hausdorff dimension at
most n−min{ 1

5 ,
1
n+2 }.

Moreover, we also show that some classes of dynamically defined Cantor sets

K ⊂ R
n with Hausdorff dimension d > max{√3, (n−1)+√(n−1)(n+3)

2 } have visible

parts of Hausdorff dimension at most max{ 3d+3
d+3 ,

(n+1)d+(n−1)
d+2 } from almost every

direction.

16.1 Introduction

Let K be a compact subset of the Euclidean space Rn, n ≥ 2. Intuitively, the visible
part Vise(K) of K in the direction e ∈ Sn−1 is the subset of K consisting of the
points which are first hit by a light beam travelling in the direction e emanating from
a certain affine hyperplane orthogonal to e.

More concretely, if πe : Rn → e⊥ denotes the orthogonal projection to the
hyperplane e⊥ orthogonal to e and 〈., .〉 stands for the usual Euclidean inner
product, then Vise(K) is the collection of ≤e-minimal points of K where ≤e is
the partial order defined by x ≤e y if and only if πe(x) = πe(y) and 〈x, e〉 ≤
〈y, e〉.

In general, the visible parts Vise(K) are Borel sets because they are the graphs
of lower semi-continuous functions, cf. [4, Remark 2.2 (a)].

By definition, πe(Vise(K)) = πe(K) for all e ∈ Sn−1. Therefore, Mattila’s
extension of Marstrand’s theorem [7] provides the following lower bound on the
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Hausdorff dimension of typical visible parts:

dimH (Vise(K)) ≥ min{dimH(K), n− 1}

for Lebesgue almost every e ∈ Sn−1.
The visibility conjecture asserts that the converse inequality is true, i.e., if

dimH(K) > n − 1, then dimH(Vise(K)) = n − 1 for Lebesgue almost every
e ∈ Sn−1 (see, e.g., [8, Problem 11]).

It is known that this conjecture admits a positive answer for several particular
classes of compact subsets of Rn (cf. [2, 4] and [1]). Furthermore, we know that if
K ⊂ R

n is a compact subset with d-Hausdorff measure 0 < H d(K) < ∞ for
d > n − 1, then the d-Hausdorff measure of Vise(K) is zero for Lebesgue almost
every e ∈ Sn−1 (see [5, Theorem 1.1]).

More recently, T. Orponen [9] obtained an unconditional estimate on the
Hausdorff dimension of typical visible parts of compact subsets K of R

n: in a
nutshell, he proved that dimH(Vise(K)) ≤ n − 1

50n for Lebesgue almost every
e ∈ Sn−1.

In this note, we refine Orponen’s methods to establish the following two results:

Theorem 16.1.1 Let K ⊂ R
n be a compact subset. Then, for Lebesgue almost

every e ∈ Sn−1, the Hausdorff dimension of Vise(K) is at most n−min{ 1
5 ,

1
n+2 }. ��

Theorem 16.1.2 Let K ⊂ R
n be a product of C2-dynamically defined Cantor sets

of the real line or a self-similar set defined by a finite collection of Euclidean
similarities verifying the strong open set condition. If the Hausdorff dimension of

K is dimH (K) > max{√3, (n−1)+√(n−1)(n+3)
2 }, then, for Lebesgue almost every

e ∈ Sn−1, the Hausdorff dimension of Vise(K) is at most max{ 3d+3
d+3 ,

(n+1)d+(n−1)
d+2 }.

��
The remainder of this note is divided into two sections: its first half contains

the proof of Theorem 16.1.1 and its second half is devoted to the proof of
Theorem 16.1.2.

16.2 Visible Parts of General Compact Subsets

Let K be a compact subset of Rn, n ≥ 2. Up to rescaling, we can (and do) assume
thatK ⊂ [0, 1]n. Since the conclusion of Theorem 16.1.1 always holds whenK has
Hausdorff dimension ≤ n−min{ 1

5 ,
1
n+2 }, we can (and do) also assume that

n−min

{
1

5
,

1

n+ 2

}

< d := dimH (K) ≤ n. (16.2.1)
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16.2.1 Some Preliminaries

Recall that the s-dimensional Hausdorff measure at scale 0 < ρ ≤ ∞ of a subset
E ⊂ R

n is

H s
ρ (E) := inf

⎧
⎨

⎩

∞∑

i=1

diam(Ui)
s : E ⊂

⋃

i≥1

Ui and diam(Ui) < δ ∀ i ≥ 1

⎫
⎬

⎭

and the s-dimensional Hausdorff measure of E is H s(E) = lim
ρ→0

H s
ρ (E), so that

the Hausdorff dimension of E is

dimH(E) := inf{s :H s (E) = 0} = sup{s :H s(E) = ∞}.

Recall also that a dyadic cube Q ⊂ [0, 1]n is a cube of the form Q =
n∏

j=1
[ ij

2N
,
ij+1
2N
] for some N ∈ N and (i1, . . . , in) ∈ {1, . . . , 2N − 1}n. In the sequel,

the collection of dyadic cubes with sides of fixed size 2−N is denoted by D2−N .
In [9, Lemma A.1], Orponen showed the following version of Frostman’s lemma:

Lemma 16.2.1 (Orponen) Let E ⊂ [0, 1]n be a compact subset and n− 1 < s ≤
n. Then, there exists a Radon measure μ supported on E and a constant 0 < C =
C(n) <∞ such that μ(B(x, r)) ≤ Crs for all x ∈ R

n, r > 0, and

μ(Q) ≥ C−1 min{H s∞(E ∩Q),H n(Q)}

for all dyadic cubeQ ⊂ [0, 1]n. ��
Similarly to Orponen [9], our long-term goal is to apply this lemma to estimate

the Hausdorff dimension of visible parts in typical directions.
For this sake, we fix first some rational parameters

n−min

{
1

5
,

1

n+ 2

}

< n− ε0 < s
′′
0 < s

′
0 < s0 < d ≤ n, (16.2.2)

α := min

{

s′′0 − 1, 2− s
′
0 − (n− 1)

2

}

, (16.2.3)

ε0n

2
<
ε1

2
< min{s′′0 − 1, 1} − ε0n

2
− 2ε0, (16.2.4)
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and

0 < ε∗ < min

{

s′0 + ε0 − n, 2

3

(
min{s′′0 − 1, 1} − ε0n

2
− 2ε0 − ε1

2

)}

.

(16.2.5)

Note that these conditions are mutually compatible: indeed, our assumption (16.2.1)

allows us to choose s0, s′0, s′′0 and ε0 in (16.2.2); since ε0 < min
{

1
5 ,

1
n+2

}
and

s′0 > n− ε0, we can select ε1 in (16.2.4) and ε∗ in (16.2.5).
Now, we use Lemma 16.2.1 to get μ supported on K such that

μ(B(x, r)) ≤ Crs0 (16.2.6)

for all x ∈ R
n and r > 0, and

μ(Q) ≥ C−1 min{H s0∞ (K ∩Q),H n(Q)} (16.2.7)

for all dyadic cubeQ ⊂ [0, 1]n (where 0 < C = C(n) <∞ is a constant).
Recall that (16.2.6) implies that the s′0-energy of μ is finite, i.e.,

Is ′0(μ) :=
∫ ∫

dμ(x) dμ(y)

|x − y|s ′0 <∞. (16.2.8)

Remark 16.1 For later reference, let us remind that the s-energy of a measure θ can
be expressed in terms of the Fourier transform as

Is(θ) =
∫ ∫

dθ(x) dθ(y)

|x − y|s = c1(s, n)

∫

|θ̂ (ξ)|2 · |ξ |s−n dH n(ξ)

where 0 < c1(s, n) <∞ is a constant. ��
In the sequel, δ = 2−N , N ∈ N, is an arbitrary (small) dyadic scale such that δε0

is also a dyadic scale.

16.2.2 Contribution of Light Cubes

We say that a dyadic cube Q ∈ Dδ is δ-light when μ(Q) ≤ δn+ε∗ . The portion of
K contained in δ-light cubes is denoted by Kδ,light. Since Dδ has cardinality δ−n, it
follows from (16.2.7) that:

Lemma 16.2.2 H s0∞ (Kδ,light) ≤ C(n) · δε∗ . ��
In particular, this lemma says that we can safely focus on the δ-heavy portion

Kδ,heavy := K \Kδ,light of K .
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16.2.3 Exceptional Directions

Given a dyadic cubeQ ∈ Dδε0 , the restriction of μ to Q is denoted by μQ. The set
of δ-exceptional directions associated toQ is

Eδ,Q :=
{

e ∈ Sn−1 :
∫

e⊥
|μ̂Q(ζ )|2 · |ζ |s ′0−(n−1) dH n−1(ζ ) ≥ δ−ε1

}

.

Since Is ′0(μQ) ≤ Is ′0(μ), it follows from (16.2.8) and a change of variables to
polar coordinates in Remark 16.1 that:

Lemma 16.2.3 H n−1(Eδ,Q) ≤ c2(s
′
0, n)Is ′0(μ)δ

ε1 for allQ ∈ Dδε0 . ��

16.2.4 Good and Bad Lines

Denote by Le the space of lines parallel to e ∈ Sn−1. Given a dyadic cube Q ∈
Dδε0 intersecting K , the set Le,δ,bad,Q of δ-bad lines in direction e associated to
Q consists of all lines � ∈ Le disjoint from K ∩Q whose 2δ-neighborhood �(2δ)
satisfy

# {R ∈ Dδ : R ⊂ Q,R ∩K �= ∅, R is not light, R ∩ �(2δ) �= ∅} ≥ δ2ε0−1.

We say that � ∈ Le is a δ-good line in the direction e whenever � /∈ Le,δ,bad,Q
for allQ ∈ Dδε0 intersecting K . The collection of δ-good lines in the direction e is
denoted by Le,δ,good and we define

Le,δ,good :=
⋃

�∈Le,δ,good

�.

Lemma 16.2.4 H
s ′0
δ (Vise(K) ∩ Kδ,heavy ∩ Le,δ,good) ≤ δε∗ for all δ sufficiently

small. ��
Proof Let us use a collectionTe,δ tubes of width δ whose bases are perpendicular to
e in order to cover [0, 1]n. Since #Te,δ ≤ c3(n)δ

−(n−1), our task is reduced to prove
that, for each T ∈ Te,δ , the minimal numberN(Vise(K)∩Kδ,heavy∩Le,δ,good∩T , δ)
of δ-balls needed to cover Vise(K) ∩Kδ,heavy ∩ Le,δ,good ∩ T is at most

N(Vise(K) ∩Kδ,heavy ∩ Le,δ,good ∩ T , δ) ≤ c5(n)δ
ε0−1.

Indeed, the estimates above imply that

H
s ′0
δ (Vise(K) ∩Kδ,heavy ∩ Le,δ,good) ≤ c3(n)c5(n)δ

−(n−1)δε0−1δs
′
0 ≤ δε∗
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for all δ sufficiently small thanks to the fact that s′0 + ε0 − n > ε∗ (cf. (16.2.5)).
In order to estimateN(Vise(K)∩Kδ,heavy∩Le,δ,good∩T , δ) for a given T ∈ Te,δ ,

we consider two scenarios:

(i) for allQ ∈ Dδε0 intersecting K , one has

#{R ∈ Dδ : R ⊂ Q,R ∩K �= ∅, R is not light, R ∩ T �= ∅} < δ2ε0−1;

(ii) there existsQ1 ∈ Dδε0 intersecting K with

#{R ∈ Dδ : R ⊂ Q1, R ∩K �= ∅, R is not light, R ∩ T �= ∅} ≥ δ2ε0−1.

In the first scenario, we have thatN(Vise(K)∩Kδ,heavy∩Le,δ,good∩T , δ) ≤ δε0−1

simply because T can meet at most δ−ε0 dyadic cubesQ ∈ Dδε0 .
In the second scenario, we take Q1 to be a ≤e-minimal dyadic cube with the

property described in (ii) (in the sense that Q1 minimizes inf{〈x, e〉 : x ∈ Q1}
among all dyadic cubes in (ii)). Since the 2δ-neighborhood of any line � ⊂ T

contains T , we also have

#{R ∈ Dδ : R ⊂ Q1, R ∩K �= ∅, R is not light, R ∩ �(2δ) �= ∅} ≥ δ2ε0−1.

Therefore, it follows from the definition of δ-good line that any � ∈ Le,δ,good
included in T must intersect K ∩Q1.

We affirm that

Vise(K) ∩ Le,δ,good ∩ T ∩Q = ∅

for any dyadic cube Q ∈ Dδε0 with inf{〈x, e〉 : x ∈ Q} > sup{〈y, e〉 : y ∈ Q1}. In
fact, if x ∈ Vise(K) ∩ Le,δ,good ∩ T ∩ Q, then πe(x) = πe(y) for some y ∈ Q1.
Since 〈x, e〉 > 〈y, e〉, one would get x /∈ Vise(K), a contradiction.

Hence, Vise(K) ∩ Le,δ,good ∩ T is covered by the collection of dyadic cubes
Q ∈ Dδε0 with inf{〈x, e〉 : x ∈ Q} ≤ sup{〈y, e〉 : y ∈ Q1}. Now, we observe that

• the number of dyadic cubesQ ∈ Dδε0 intersecting T with

inf{〈z, e〉 : z ∈ Q1} ≤ inf{〈x, e〉 : x ∈ Q} ≤ sup{〈y, e〉 : y ∈ Q1}

is bounded by an absolute constant c4(n); for each of them, we will use the crude
bound N(Vise(K) ∩ Le,δ,good ∩ T , δ) ≤ δε0−1 coming from the fact thatQ ∩ T
can be covered using at most δε0−1 balls of radius δ;

• any dyadic cubeQ ∈ Dδε0 intersecting T ∩K with

inf{〈z, e〉 : z ∈ Q1} > inf{〈x, e〉 : x ∈ Q}
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satisfies

#{R ∈ Dδ : R ⊂ Q1, R ∩K �= ∅, R is not light , R ∩ �(2δ) �= ∅} ≤ δ2ε0−1

because of the ≤e-minimality of Q1; the number of such cubes Q is at most
≤ δ−ε0 because T meets at most δ−ε0 dyadic cubesQ ∈ Dδε0 .

By combining the estimates above, we conclude that

N(Vise(K)∩Kδ,heavy∩Le,δ,good∩T , δ) ≤ c4(n)δ
ε0−1+ δ−ε0δ2ε0−1 = c5(n)δ

ε0−1.

This completes the proof. ��

16.2.5 Typical Visible Parts in Bad Lines

The last step towards the proof of Theorem 16.1.1 is the following estimate:

Lemma 16.2.5 LetQ ∈ Dδε0 be a dyadic cube intersectingK , consider a direction
e /∈ Eδ,Q, and denote Le,δ,bad,Q := ⋃

�∈Le,δ,bad,Q

�. Then,

H
s ′0−1
∞

(
πe(Le,δ,bad,Q)

) ≤ δε∗+ε0n

for all δ sufficiently small. ��
Proof By contradiction, suppose that H

s ′0−1
∞

(
πe(Le,δ,bad,Q)

) ≥ δε∗+ε0n. By
Orponen’s version of Frostman’s lemma (cf. Lemma 16.2.1), we have a probability
measure ν supported on He,δ,Q := πe(Le,δ,bad,Q) such that

ν(B(x, r)) ≤ C(n− 1)δ−ε∗−ε0nrs
′
0−1

for all x ∈ H and r > 0. Thus, our choice of α ≤ s′′0 − 1 < s′0 − 1 in (16.2.3) (and
Remark 16.1) means that the α-energy of ν satisfies

c1(α, n− 1)
∫

|̂ν(ξ)|2 · |ξ |α dξ = Iα(ν) ≤ c6(s
′′
0 , s

′
0, n)δ

−ε∗−ε0n. (16.2.9)

Next, we observe that, by definition, any line � ∈ Le,δ,bad,Q misses K ∩ Q.
Therefore, μQ,e := (πe)∗(μQ) and ν have disjoint supports. Hence, if we fix a
non-negative smooth bump function ϕ on e⊥ G R

n−1 with total integral one and
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ϕ(0) = 1, then

0 =
∫

ϕη ∗ μQ,e dν =
∫

ϕ̂(ηξ)μ̂Q,e(ξ )̂ν(ξ) dξ

=
∫

(1− ϕ̂(c7(n)δξ))ϕ̂(ηξ)μ̂Q,e(ξ )̂ν(ξ) dξ

+
∫

ϕ̂(c7(n)δξ)ϕ̂(ηξ)μ̂Q,e(ξ )̂ν(ξ) dξ

:= A2 − A1

for all 0 < η δ, where ϕη(x) = ϕ(ηx)/ηn−1.
In the sequel, we will reach a contradiction with the identity in the previous

paragraph by showing that |A2| < |A1|. For this sake, we observe that ϕ̂ is a
bounded Lipschitz function with ϕ̂(0) = 1, so that |1 − ϕ̂(c7(n)δξ)| ≤ c8(n)δ|ξ |
and, a fortiori,

|A2| ≤ c8(n)δ
s′0−(n−1)

2 + α2
(∫

|μ̂Q,e(ξ)|2 · |ξ |s′0−(n−1) dξ

)1/2 (∫

|̂ν(ξ)|2 · |ξ |α dξ
)1/2

thanks to our choice of
s ′0−(n−1)

2 + α
2 ≤ 1 in (16.2.3) and the Cauchy–Schwarz

inequality. By plugging into the previous inequality the facts that our choices

in (16.2.2) and (16.2.3) imply
s ′0−(n−1)

2 + α
2 ≥ min{s′′0 − 1, 1}, our assumption

e /∈ Eδ,Q allows (by definition) to control |μ̂Q(ξ)| (= |μ̂Q,e(ξ)| for ξ ∈ e⊥), and
the α-energy of ν is controlled by (16.2.9), we derive that

A2 ≤ c9(s
′′
0 , s

′
0, n)δ

min{s ′′0−1,1}δ−ε1/2δ−(ε∗+ε0n)/2.

On the other hand, if we write

A1 =
∫

ϕc7(n)δ ∗ ϕη ∗ μQ,e(r) dν(r),

and we recall that ν is supported in He,δ,Q := πe(Le,δ,bad,Q), then we can use the
fact that r ∈ He,δ,Q means � := π−1

e (r) ∈ Le,δ,bad,Q, i.e., �(2δ) meets at least
δ2ε0−1 dyadic cubes R ∈ Dδ included in Q which are not light, to deduce that
μQ(�(2δ)) ≥ δ2ε0−1+n+ε∗ and, a fortiori,

ϕc7(n)δ ∗ ϕη ∗ μQ,e(r) ≥ c10(n)δ
2ε0+ε∗

for all r ∈ H and 0 < η δ. Therefore,

A1 ≥ c10(n)δ
2ε0+ε∗
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because ν is a probability measure on H .
At this point, we get the desired contradiction A1 > |A2| for δ is sufficiently

small because our choice (16.2.5) implies that 2ε0 + ε∗ < min{s′′0 − 1, 1} − ε1
2 −

ε∗+ε0n
2 . ��

16.2.6 End of the Proof of Theorem 16.1.1

Let us take a decreasing sequence of dyadic scales δj → 0 such that δε0
j also a

dyadic scale. We define the set Eδj of δj -exceptional directions as

Eδj :=
⋃

Q∈D
δ
ε0
j

Eδj ,Q.

Since #Dη = η−n, it follows from Lemma 16.2.3 that

H n−1(Eδj ) ≤ c2(s
′
0, n)Is ′0(μ)δ

ε1−ε0n
j .

Therefore, our choice of ε1 > ε0n in (16.2.4) implies

∞∑

j=1

H n−1(Eδj ) <∞,

so that the set

E = E(s0, s′0, s′′0 , ε0, ε1, ε∗) :=
∞⋂

n=1

⋃

j≥n
Eδj

has zero H n−1-measure.
We affirm that dimH(Vise(K)) ≤ s0 whenever e ∈ Sn−1 \E. In fact, an element

e /∈ E belongs to finitely many Eδj ’s, say e /∈ Eδj for all j ≥ je.
By Lemma 16.2.2, we have H s0∞ (Vise(K) ∩ Kδj ,light) ≤ H s0∞ (Kδj ,light) ≤

C(n) · δε∗j for all j . Also, by Lemma 16.2.4, H
s ′0
δj
(Vise(K) ∩ Kδj ,heavy ∩

Le,δj ,good) ≤ δε∗j for all j sufficiently large. Moreover, H
s ′0∞
(

Vise(K)∩Kδj ,heavy∩
⋃

Q∈D
δ
ε0
j

,

Q∩K �=∅

Le,δj ,bad,Q

)

≤ δε∗j for all j ≥ je sufficiently large by Lemma 16.2.5 (and

the fact that #D
δ
ε0
j
= δ−ε0n

j ).
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By putting these three estimates together, we derive that if e /∈ E, then

H s0∞ (Vise(K)) ≤ (C(n)+ 2)δε∗j

for all j ≥ je sufficiently large, and, consequently, dimH(Vise(K)) ≤ s0 for all
e /∈ E(s0, s′0, s′′0 , ε0, ε1, ε∗).

Since s0, s′0, s′′0 , ε0, ε1, ε∗ are arbitrary rational parameters satisfying (16.2.2)–
(16.2.5), we conclude that

dimH(Vise(K)) ≤ n−min

{
1

5
,

1

n+ 2

}

for Lebesgue almost every e ∈ Sn−1.

16.3 Typical Visible Parts of Dynamical Cantor Sets

In this section, we revisit Orponen’s method described above in order to establish
Theorem 16.1.2.

16.3.1 Some Preliminaries

It is well-known (see, e.g., [6] and [3]) that the products of C2-dynamically defined
Cantor sets of the real line and the self-similar sets given by a finite collection
of Euclidean similarities verifying the strong open set condition defined a class of
compact subsets K ⊂ R

n with the following properties:

• K supports a measure μ equivalent to H d |K , d := dimH(K), such that
C−1rd ≤ μ(B(x, r)) ≤ Crd for all x ∈ K , r > 0;

• there exists λ > 1 such that, for all ρ > 0, K can be covered by a collection
Cρ(K) of disjoint cubes with sizes belonging to the interval [ρ, λρ] such that
their mutual distances are at least λ−1ρ and each of them contain a ball of radius
λ−1ρ about some point of K .

In the context of Theorem 16.1.2, recall that we are also assuming that

n ≥ d > max{√3,
(n− 1)+√(n− 1)(n+ 3)

2
}. (16.3.1)

Furthermore, up to rescaling, we can suppose that K ⊂ [0, 1]n.



16 Some Variants of Orponen’s Theorem on Visible Parts of Fractal Sets 527

Let us now fix some rational parameters

max{3d + 3

d + 3
,
(n+ 1)d + (n− 1)

d + 2
} < n− ε0 < s

′′
0 < s

′
0 < s0 < d ≤ n,

(16.3.2)

α := min

{

s′′0 − 1, 2− s
′
0 − (n− 1)

2

}

, (16.3.3)

ε0d

2
<
ε1

2
< min{s′′0 − 1, 1} − ε0d

2
− 2ε0 − d + n, (16.3.4)

and

0 < ε∗ < min

{

s′0 + ε0 − n, 2
(

min{s′′0 − 1, 1} − ε0d

2
− 2ε0 − d + n− ε1

2

)}

.

(16.3.5)

Note that these conditions are mutually compatible: indeed, our assumption (16.3.1)

allows us to choose s0, s′0, s′′0 and ε0 in (16.3.2); since ε0 < min
{

3−d
d+3 ,

n−d+1
d+2

}
and

s′0 > n− ε0, we can select ε1 in (16.2.4) and ε∗ in (16.2.5).
In what follows, δ = 2−N , N ∈ N, is an arbitrary (small) dyadic scale such that

δε0 is also a dyadic scale.
Our plan is to show Theorem 16.1.2 by following the same arguments from the

previous section after some adjustments in the definitions and arguments.

16.3.2 Absence of Light Cubes

In comparison with the previous section, our current setting is technically easier
because there are no δ-light cubes in the sense that anyQ ∈ Cδ(K) satisfies

μ(Q) ≥ C−1λ−dδd =: c11δ
d. (16.3.6)

16.3.3 Exceptional Directions

Given a cubeQ ∈ Cδε0 (K), we define

Eδ,Q :=
{

e ∈ Sn−1 :
∫

e⊥
|μ̂Q(ζ )|2 · |ζ |s ′0−(n−1) dH n−1(ζ ) ≥ δ−ε1

}
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where μQ = μ|Q. Since s′0 < d , we have that

H n−1(Eδ,Q) ≤ c2(s
′
0, n)Is ′0(μ)δ

ε1 (16.3.7)

for allQ ∈ Cδε0 (K).

16.3.4 Good and Bad Lines

Denote by Le the space of lines parallel to e ∈ Sn−1. Given a cube Q ∈ Cδε0 (K),
the set Le,δ,bad,Q of δ-bad lines in direction e associated to Q consists of all lines
� ∈ Le disjoint fromK ∩Q whose 2δ-neighborhood �(2δ) satisfy

# {R ∈ Cδ(K) : R ∩Q �= ∅, R ∩ �(2δ) �= ∅} ≥ δ2ε0−1.

We say that � ∈ Le is a δ-good line in the direction e whenever � /∈ Le,δ,bad,Q
for allQ ∈ Cδε0 (K). The collection of δ-good lines in the direction e is denoted by
Le,δ,good and we define

Le,δ,good :=
⋃

�∈Le,δ,good

�.

Lemma 16.3.1 H
s ′0
λδ (Vise(K) ∩ Le,δ,good) ≤ δε∗ for all δ sufficiently small. ��

Proof The argument below is parallel to the proof of Lemma 16.2.4 above. Once
again, let Te,δ be a collection of tubes of width δ whose bases are perpendicular to e
in order to cover [0, 1]n, so that our task is reduced to prove that, for each T ∈ Te,δ ,
the minimal number N(Vise(K) ∩ Le,δ,good ∩ T , δ) of balls of radii in the interval
[δ, λδ] needed to cover Vise(K) ∩ Le,δ,good ∩ T is at most

N(Vise(K) ∩ Le,δ,good ∩ T , δ) ≤ c5(n)δ
ε0−1.

In order to estimate N(Vise(K) ∩ Le,δ,good ∩ T , δ) for a given T ∈ Te,δ , we
consider two scenarios:

(i) for allQ ∈ Cδε0 (K), one has

#{R ∈ Cδ(K) : R ∩Q �= ∅, R ∩ T �= ∅} < δ2ε0−1;

(ii) there existsQ1 ∈ Cδε0 (K) with

#{R ∈ Cδ(K) : R ∩Q1 �= ∅, R ∩ T �= ∅} ≥ δ2ε0−1.



16 Some Variants of Orponen’s Theorem on Visible Parts of Fractal Sets 529

In the first scenario, we have that N(Vise(K) ∩Le,δ,good ∩ T , δ) ≤ δε0−1 simply
because T can meet at most δ−ε0 cubesQ ∈ Cδε0 (K).

In the second scenario, we take Q1 to be a ≤e-minimal cube with the property
described in (ii) (in the sense that Q1 minimizes inf{〈x, e〉 : x ∈ Q1} among all
cubes in (ii)). Since the 2δ-neighborhood of any line � ⊂ T contains T , we also
have

#{R ∈ Cδ(K) : R ∩Q1, R ∩ �(2δ) �= ∅} ≥ δ2ε0−1.

Therefore, it follows from the definition of δ-good line that any � ∈ Le,δ,good
included in T must intersect K ∩Q1.

We affirm that

Vise(K) ∩ Le,δ,good ∩ T ∩Q = ∅

for any cubeQ ∈ Cδε0 (K) with inf{〈x, e〉 : x ∈ Q} > sup{〈y, e〉 : y ∈ Q1}. In fact,
if x ∈ Vise(K) ∩ Le,δ,good ∩ T ∩Q, then πe(x) = πe(y) for some y ∈ Q1. Since
〈x, e〉 > 〈y, e〉, one would get x /∈ Vise(K), a contradiction.

Hence, Vise(K)∩Le,δ,good∩T is covered by the collection of cubesQ ∈ Cδε0 (K)
with inf{〈x, e〉 : x ∈ Q} ≤ sup{〈y, e〉 : y ∈ Q1}. Now, we observe that

• the number of cubesQ ∈ Cδε0 (K) intersecting T with

inf{〈z, e〉 : z ∈ Q1} ≤ inf{〈x, e〉 : x ∈ Q} ≤ sup{〈y, e〉 : y ∈ Q1}

is bounded by an absolute constant c4(n); for each of them, we will use the crude
bound N(Vise(K) ∩ Le,δ,good ∩ T , δ) ≤ δε0−1 coming from the fact thatQ ∩ T
can be covered using at most δε0−1 balls of radius δ;

• any cubeQ ∈ Cδε0 (K) intersecting T ∩K with

inf{〈z, e〉 : z ∈ Q1} > inf{〈x, e〉 : x ∈ Q}

satisfies

#{R ∈ Cδ(K) : R ∩Q1 �= ∅, R ∩ �(2δ) �= ∅} ≤ δ2ε0−1

because of the ≤e-minimality of Q1; the number of such cubes Q is at most
≤ δ−ε0 because T meets at most δ−ε0 cubesQ ∈ Cδε0 (K).

By combining the estimates above, we conclude that

N(Vise(K) ∩ Le,δ,good ∩ T , δ) ≤ c4(n)δ
ε0−1 + δ−ε0δ2ε0−1 = c5(n)δ

ε0−1.

This completes the proof. ��
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16.3.5 Typical Visible Parts in Bad Lines

Similarly to the previous section, the last step towards the proof of Theorem 16.1.2
is the following estimate:

Lemma 16.3.2 Let Q ∈ Cδε0 (K) be a cube, consider a direction e /∈ Eδ,Q, and
denote Le,δ,bad,Q := ⋃

�∈Le,δ,bad,Q

�. Then,

H
s ′0−1
∞

(
πe(Le,δ,bad,Q)

) ≤ δε∗+ε0d

for all δ sufficiently small. ��
Proof By contradiction, suppose that H

s ′0−1
∞

(
πe(Le,δ,bad,Q)

) ≥ δε∗+ε0d . By
Lemma 16.2.1, we have a probability measure ν supported on He,δ,Q :=
πe(Le,δ,bad,Q) with

ν(B(x, r)) ≤ C(n− 1)δ−ε∗−ε0drs
′
0−1

for all x ∈ H and r > 0. Thus, our choice of α ≤ s′′0 − 1 < s′0 − 1 in (16.3.3) (and
Remark 16.1) means that the α-energy of ν satisfies

c1(α, n− 1)
∫

|̂ν(ξ)|2 · |ξ |α dξ = Iα(ν) ≤ c6(s
′′
0 , s

′
0, n)δ

−ε∗−ε0d . (16.3.8)

Next, we observe that, by definition, any line � ∈ Le,δ,bad,Q misses K ∩ Q.
Therefore, μQ,e := (πe)∗(μQ) and ν have disjoint supports. Hence, if we fix a
non-negative smooth bump function ϕ on e⊥ G R

n−1 with total integral one and
ϕ(0) = 1, then

0 =
∫

ϕη ∗ μQ,e dν =
∫

ϕ̂(ηξ)μ̂Q,e(ξ )̂ν(ξ) dξ

=
∫

(1− ϕ̂(c7(n)δξ))ϕ̂(ηξ)μ̂Q,e(ξ )̂ν(ξ) dξ

+
∫

ϕ̂(c7(n)δξ)ϕ̂(ηξ)μ̂Q,e(ξ )̂ν(ξ) dξ

:= A2 − A1

for all 0 < η δ, where ϕη(x) = ϕ(ηx)/ηn−1.
Once more, we will reach a contradiction with the identity in the previous

paragraph by showing that |A2| < |A1|. For this sake, we observe that ϕ̂ is a
bounded Lipschitz function with ϕ̂(0) = 1, so that |1 − ϕ̂(c7(n)δξ)| ≤ c8(n)δ|ξ |
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and, a fortiori,

|A2| ≤ c8(n)δ
s′0−(n−1)

2 + α2
(∫

|μ̂Q,e(ξ )|2 · |ξ |s′0−(n−1) dξ

)1/2 (∫

|̂ν(ξ)|2 · |ξ |α dξ
)1/2

thanks to our choice of
s ′0−(n−1)

2 + α
2 ≤ 1 in (16.3.3) and the Cauchy–Schwarz

inequality. By plugging into the previous inequality the facts that our choices

in (16.3.2) and (16.3.3) imply
s ′0−(n−1)

2 + α
2 ≥ min{s′′0 − 1, 1}, our assumption

e /∈ Eδ,Q allows (by definition) to control |μ̂Q(ξ)| (= |μ̂Q,e(ξ)| for ξ ∈ e⊥), and
the α-energy of ν is controlled by (16.3.8), we derive that

A2 ≤ c9(s
′′
0 , s

′
0, n)δ

min{s ′′0−1,1}δ−ε1/2δ−(ε∗+ε0d)/2.

On the other hand, if we write

A1 =
∫

ϕc7(n)δ ∗ ϕη ∗ μQ,e(r) dν(r),

and we recall that ν is supported in He,δ,Q := πe(Le,δ,bad,Q), then we can use
the fact that r ∈ He,δ,Q means � := π−1

e (r) ∈ Le,δ,bad,Q, i.e., �(2δ) meets at
least δ2ε0−1 cubes R ∈ Cδ(K) intersectingQ and verifying (16.3.6), to deduce that
μQ(�(2δ)) ≥ c11δ

2ε0−1+d and, a fortiori,

ϕc7(n)δ ∗ ϕη ∗ μQ,e(r) ≥ c11c10(n)δ
2ε0−1+d−(n−1)

for all r ∈ H and 0 < η δ. Therefore,

A1 ≥ c11c10(n)δ
2ε0+d−n

because ν is a probability measure on H .
At this point, we get the desired contradiction A1 > |A2| for δ is sufficiently

small because our choice (16.3.5) implies that 2ε0+ d −n < min{s′′0 − 1, 1}− ε1
2 −

ε∗+ε0d
2 . ��

16.3.6 End of the Proof of Theorem 16.1.2

Let us take a decreasing sequence of dyadic scales δj → 0 such that δε0
j also a

dyadic scale. We define the set Eδj of δj -exceptional directions as

Eδj :=
⋃

Q∈Cδj (K)
Eδj ,Q.
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Since #Cη(K) ≤ c12η
−d (thanks to (16.3.6) and the finiteness of μ), it follows

from (16.3.7) that

H n−1(Eδj ) ≤ c2(s
′
0, n)Is ′0(μ)δ

ε1−ε0d
j .

Therefore, our choice of ε1 > ε0d in (16.3.4) implies

∞∑

j=1

H n−1(Eδj ) <∞,

so that the set

E = E(s0, s′0, s′′0 , ε0, ε1, ε∗) :=
∞⋂

n=1

⋃

j≥n
Eδj

has zero H n−1-measure.
We affirm that dimH(Vise(K)) ≤ s′0 whenever e ∈ Sn−1 \E. In fact, an element

e /∈ E belongs to finitely many Eδj ’s, say e /∈ Eδj for all j ≥ je.
By Lemma 16.3.1, H

s ′0
λδj
(Vise(K) ∩ Le,δj ,good) ≤ δ

ε∗
j for all j sufficiently

large. Moreover, H
s ′0∞

⎛

⎜
⎝Vise(K) ∩ ⋃

Q∈C
δ
ε0
j

(K)

Le,δj ,bad,Q

⎞

⎟
⎠ ≤ c12δ

ε∗
j for all j ≥ je

sufficiently large by Lemma 16.3.2 (and the fact that #C
δ
ε0
j
(K) ≤ c12δ

−ε0d
j ).

By putting these three estimates together, we derive that if e /∈ E, then

H
s ′0∞ (Vise(K)) ≤ (c12 + 1)δε∗j

for all j ≥ je sufficiently large, and, consequently, dimH(Vise(K)) ≤ s′0 for all
e /∈ E(s0, s′0, s′′0 , ε0, ε1, ε∗).

Since s0, s′0, s′′0 , ε0, ε1, ε∗ are arbitrary rational parameters satisfying (16.3.2)–
(16.3.5), we conclude that

dimH (Vise(K)) ≤ max{3d + 3

d + 3
,
(n+ 1)d + (n− 1)

d + 2
}

for Lebesgue almost every e ∈ Sn−1.
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