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Preface

This book highlights the most recent advances in nanoscience from leading
researchers in Ukraine, Europe, and beyond. It features contributions from partici-
pants of the eighth international research and practice conference “Nanotechnology
and Nanomaterials” (NANO-2020), held in Lviv, Ukraine, on August 26–29, 2020.

This event was organized jointly by the Institute of Physics of the National
Academy of Sciences of Ukraine, Lviv Polytechnic National University (Ukraine),
University of Tartu (Estonia), University of Turin (Italy), and Pierre and Marie
Curie University (France). Internationally recognized experts from a wide range
of universities and research institutes shared their knowledge and key results in the
areas of nanocomposites and nanomaterials, nanostructured surfaces, microscopy of
nano-objects, nano-optics and nanophotonics, nanoplasmonics, nanochemistry, and
nanobiotechnology.

Nowadays, nanotechnology is becoming the most actively developing and
promising field of science. Numerous nanotechnology investigations are already
producing practical results that can be applied in various areas of human life from
science and technology tomedicine and pharmacology. The aimof the present book is
to highlight the latest investigations from different areas of nanoscience and to stimu-
late new interest in this field. Volume II of this two-volume work covers such impor-
tant topics as nanostructured composites, nanocrystals, magnetic and nanoporous
structure, and advanced carbon nanomaterials.

This book is divided into two sections—Part I: Nanomaterials and Nanocom-
posites and Part II: Nanostructure Surfaces. Sections covering nanobiotechnology,
nanodevices and quantum structures, and spectroscopy and nano-optics can be found
in Volume I: Nano-optics and Photonics, Nanochemistry and Nanobiotechnology,
and Their Applications.

We hope that both volumes will be equally useful and interesting for young
scientists or PhD students and mature scientists alike.

Kyiv, Ukraine Olena Fesenko
Leonid Yatsenko
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Predicting the Stability
of Orthoarsenates Lu1–xLnxAsO4, Ln =
Sm–Yb, Sc, Y, and La1–xLnxAsO4, Ln =
Ce, Pr, Nd Solid Solutions

E. I. Get’man, Yu. A. Oleksii, O. V. Kudryk, S. V. Radio, and L. I. Ardanova

1 Prospects for the Practical Use of Solid Solutions
of LnI1–xLn

II
xAsO4, Where LnI, LnII = REEs

Orthoarsenates of rare-earth elements (REEs) in composition and crystal structure
are analogs of orthophosphates and orthovanadates of REEs, which are studied
as materials for lasers, light emitters, catalysts, ionic conductors, and matrices for
radioactivewaste [1]. REEs orthovanadates of theCe–Lu series andREEs orthophos-
phates of the Gd–Lu series with zircon structure [2] activated with REEs are effec-
tive phosphors [3]. Recently, luminescent materials have been intensively studied,
containing not only the matrix (the “host” of the structure) and activator ions isomor-
phically included in it, but also containing two or more ions of different REEs
in the matrix lattice, the so-called mixed luminophores, for example, composition
Sc0.93–xLnxVO4:Eu3+0.07 [3]. The luminescence intensity of Sc0.93–xLnxVO4:Eu3+0.07
with partial substitution of Sc for Y, La, Gd, or Lu can be increased by 156%, 120%,
120%, and 133%, respectively. REEs orthophosphates of the La–Dy series with
monazite structure [2] are promising materials for matrices that absorb radioactive
waste of actinides and lanthanides, and they are superior in radiation resistance to
aluminophosphate or borosilicate glasses currently used for these purposes [4–7].

It is known that REEs orthoarsenates of the Sm–Lu series are isostructural toREEs
orthovanadates of the Ce–Lu series and REEs orthophosphates of the Gd–Lu series
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with zircon structure [2], which may indicate the presence of luminescent properties
in them. Similarly, REEs orthoarsenates of the La–Nd series are isostructural to REEs
orthophosphates of the La–Dy series withmonazite structure [2], whichmay indicate
the possibility of their use as matrices for waste immobilization. However, much less
attention is paid to REEs orthoarsenates, apparently due to the toxicity of arsenic
compounds. Even though they are slightly soluble in water and have relatively high
thermal decomposition temperatures, a decrease in their mass is observed at tempera-
tures higher than ~1550K [8, 9], which is significantly higher than the decomposition
temperature, for example, of As2O5 (~550 K) [9]. This circumstance allows them to
be used asmatrices for the immobilization of toxic wastes of arsenic and selenium [1,
10]. It is also known that they have ferroelectric [11] and luminescent [12] properties,
which have not been practically studied. In the above cases, REEs orthoarsenates can
be used in the form of solid solutions, whichmakes it possible to purposefully control
their properties. However, as far as we know, there is practically no information in
the literature on the corresponding phase diagrams of systems with the composition
LnI1–xLnIIxAsO4, where LnI, LnII = REEs, which are the physicochemical basis
for choosing the composition of solid solutions of orthoarsenates and the condi-
tions for their solid-phase synthesis. Usually, there is information on individual
compositions, for example, Pr0.502Nd0.478As0.981O4.039, La0.427Pr0.487As0.948O4.138,
Er0.493Yb0.512As0.989O4.006 [9], Nd0.65Sm0.35AsO4 [13, 14], Nd0.35Sm0.65AsO4 [14],
and Ce0.47La0.20Nd0.18AsO4 [1]. At the same time, to study the dependence of prop-
erties on the composition of a solid solution, it is necessary to know both the limits of
substitutions and the thermodynamic stability of solid solutions at different temper-
atures, which makes it possible to avoid their decomposition during synthesis, oper-
ation, and storage. However, due to the toxicity of arsenic compounds, experimental
studies are difficult, and therefore, it is rational to combine them with calculation
methods, as has been done for a long time, for example, when studying isomorphous
substitutions of radioactive substances with the aim of their immobilization [4].

Therefore, the work aimed to predict the limits of substitutions and stability
regions of solid solutions of the composition Lu1–xLnxAsO4, Ln = Sm–Yb, Sc, Y
with zircon structure, and La1–xLnxAsO4, Ln = Ce, Pr, Nd with monazite structure.
The choice of these solid solutions is due to the fact that in the previously studied
related orthovanadate and orthophosphate systems with zircon structure, some of the
most effective luminescent and laser materials are lutetium compounds [15, 16], and
solid solutions La1–xLnxAsO4, Ln = Ce, Pr, Nd with monazite structure, have been
proposed as matrices for the immobilization of arsenic and selenium [10, 17].

2 Calculation Procedure and Initial Data

The main task in calculating the substitution limits of solid solutions using the
Urusov’s crystal energy method [18–20] is to determine the mixing energy Q (inter-
action parameter). In this work, we study the mutual substitution of REEs in systems,
both components of which are isostructural. For this case, the mixing energy can be
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represented as consisting of two contributions due to the difference in the sizes of
the substituted structural units or interatomic distances in the components (QR) and
the difference in the degrees of ionicity of the chemical bond (Qε):

Q = QR + Qε = Cmnzmzx (�R/R1)
2 + 1390mzmzxα(�ε)2/(2R1), (kJ/mol),

where C = 112.6 kJ, a constant calculated from the equation C = 20(2�χ + 1) [20]
based on the difference in electronegativity χ [21] of cations and anion. The value
of χ (AsO4

4–), as recommended [22], was accepted equal to χ (O2–) = 3.758.
m = 2—the number of formula units in the pseudobinary approximation of

components;
n = 5.3—effective coordination number according to Batsanov [23], since in the

zircon structure, the cation is surrounded by six tetrahedral arsenate anions located
at two significantly different distances;

zm, zx—charge modulus of structural units (Ln3+ and AsO4
3–);

R—interatomic distance Cation—central atom of the oxoanion;
R1—the smaller interatomic distance;
α = 1.723, the reducedMadelung constant calculated by Templeton formula [24];
�ε—the difference in the degrees of ionicity of the chemical bond in the compo-

nents, calculated from the difference in the electronegativity (EN) of REEs cations
and anion taken from [16]. According to [19, 20], if the difference between the EN of
the substituted components is less than 0.4 or the degree of ionicity of the chemical
bond is less than 0.05, the value of Qε will be small and can be ignored. As you can
see from Tables 1 and 2, in all systems, the value of�χ is significantly less than 0.4;

Table 1 Initial data and results of calculating the critical temperatures of decomposition for
Lu1–xLnxAsO4, Ln = Sm–Yb, Sc, and Y solid solutions

Ln R, Å �R/R1 QR,
J/mol

χLn εLn εLn−εSc Qε ,
J/mol

Q,
J/mol

T cr, K

Sm 3.688 0.03103 10,343 1.410 0.720 0.004 58 10,444 624

Eu 3.678 0.02824 8567 1.433 0.715 0.001 4 8571 512

Gd 3.662 0.02376 6064 1.386 0.724 0.008 230 6294 376

Tb 3.652 0.02097 4723 1.410 0.720 0.004 58 4781 285

Dy 3.634 0.01594 2729 1.426 0.716 0 0 2729 163

Ho 3.629 0.01454 2271 1.433 0.715 0.001 4 2275 136

Er 3.609 0.00895 860 1.438 0.714 0.002 14 874 52

Tm 3.599 0.00615 406 1.455 0.710 0.006 130 536 32

Yb 3.587 0.00280 84 1.479 0.706 0.010 360 444 26

Lu 3.577 – – 1.431 0.716 0 0 – –

Sc 3.477 0.02876 8885 1.415 0.718 0.002 14 8899 530

Y 3.618 0.01146 1411 1.340 0.722 0.006 130 1541 84
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Table 2 Initial data and results of calculating the critical decomposition temperatures of
La1–xLnxAsO4, Ln = Ce–Nd solid solutions

Ln V, Å3 �R/R1 QR,
J/mol

χLn T cr, K

La 331.09 – – 1.327 –

Ce 327.29 0.0038552 181 1.348 11

Pr 320.24 0.013515 2221 1.374 133

Nd 315.67 0.016024 3122 1.382 186

therefore, the contribution of the difference in the degrees of ionicity to the mixing
energy can be ignored.

�R/R1—relative size difference of the substituted structural units (dimensional
parameter) calculated by the distance values Ln3+—AsO4

3– for Lu1–xLnxAsO4

systems [25] or by cubic roots from the volumes of unit cells for La1–xLnxAsO4

systems [1, 11].
The accuracy of calculating the critical temperature according to [19] is less than

13%.
Since the size parameter values in all cases are less than 0.1 (Tables 1 and 2),

according to recommendation [18–20], the critical decomposition temperatures of
solid solutions were calculated in the approximation of regular solutions using the
equation:

Tcr = Q/2kN ,

where k is Boltzmann constant, N is the Avogadro number. And the decomposi-
tion temperature Td at a given substitution limit x or the substitution limit x at the
decomposition temperature is according to the Becker equation [26]:

−(1− 2x)/ ln[x/(1− x)] = kN × Td/Q

The dependence of the decomposition temperatures of solid solutions on the
composition (x) in this case will be symmetric.

3 Calculation Results for Lu1–xLnxAsO4, Ln = Sm–Yb, Sc,
and Y Solid Solutions with Zircon Structure

As can be seen from the data given in Table 1, the calculated values of mixing
energies and critical decomposition (stability) temperatures of solid solutions of
REE orthoarsenates of the composition Lu1–xLnxAsO4 with zircon structure natu-
rally decrease in the Sm–Yb series, which is due to a decrease in the size of
substituting structural units. The mixing energy and critical temperature for the
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Lu1–xYxAsO4 system are between the corresponding values for the Lu1–xHoxAsO4

and Lu1–xErxAsO4 systems, because the crystalline ionic radius Y3+ (1.040 Å, here
and further ionic radii are given according to Shannon [27]) has a value that is inter-
mediate between close to each other radii for Ho3+ (1.041Å) and Er3+ (1.030Å) ions.
The mixing energy and critical temperature for the Lu1–xScxAsO4 system are in the
interval between the corresponding values for the Lu1–xSmxAsO4 and Lu1–xEuxAsO4

systems due to the fact that the dimensional parameter for the Lu1–xScxAsO4 system
(0.02876) lies between the dimensional parameters of the Lu1–xSmxAsO4 systems
(0.03103) and Lu1–xEuxAsO4 (0.02824), although there is a significant difference in
the sizes of the radius of the Sc3+ ion (0.885 Å) and the radii of the Sm3+ (1.098 Å)
and Eu3+ (1.087 Å) ions. This can be explained by the fact that the ionic radius of the
substituted Lu3+ ion (1.001Å) is larger than the ionic radius of the Sc3+ ion (0.885Å),
but less than the radii of Sm3+ (1.098 Å) and Eu3+ (1.087 Å) ions by approximately
the same value. As follows from the data given in Table 1, the effect of differences
in the degrees of ionicity of the chemical bond in the components on the critical
decomposition temperature of solid solutions can indeed be neglected since they are
within the range of up to 0.01, which can lead to an error in calculating the mixing
energy of 360 J/mol or decomposition temperature of about 20 K. In addition to the
critical temperatures, we also calculated the decomposition temperatures of limited
series of solid solutions for compositions with x equal to 0.01, 0.05, 0.10, and 0.20,
and the dependence of which on the REEs numbers, as well as the dependence for x
= 0.5, is shown in Fig. 1. It follows from the presented diagram that continuous series
of solid solutions are thermodynamically stable in the temperature range above the e
curve (x = 0.5). At lower temperatures, they can decompose, forming limited series

Fig. 1 Dependences of the calculated decomposition temperatures (stability temperatures) of solid
solutions of REEs orthoarsenates of the composition Lu1–xLnxAsO4 with zircon structure on the
REEs atomic number (diagram of the thermodynamic stability of solid solutions)
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of solid solutions, if the diffusion rate is sufficient for the formation and growth of
a new phase. Similarly, limited solid solutions at temperatures above a, b, c, and d
curves are thermodynamically stable, and below this curve they can decompose.

Unfortunately, as far as we know, there are no data in the literature on the temper-
ature at which the decomposition of solid solutions Lu1–xLnxAsO4 stops during
cooling due to kinetic difficulties (spontaneous quenching of the samples). However,
it can be assumed that it is close to the temperature at which the components interact
in the solid-phase synthesis of REEs orthoarsenates. According to [9], the solid-phase
reactions of LnAsO4 formation end at 973 K with a calcination time of 24 h. There-
fore, it can be assumed that, in solid solutions of Lu1–xLnxAsO4 systems, the transi-
tion of samples to a metastable state due to kinetic constraints upon cooling occurs at
the same temperature approximately. As follows from the calculation results, in the
Lu1–xLnxAsO4 systems, the critical temperatures of decomposition of solids (Table 1)
are significantly lower than the possible temperature of their spontaneous quenching.
Therefore, it can be assumed that continuous series of solid solutions of the compo-
sition Lu1–xLnxAsO4, Ln = Sm–Yb, Sc, and Y, are thermodynamically stable at
temperatures above T cr, metastable at lower temperatures, and do not decompose
when cooled to temperatures down to room temperature.

4 Calculation Results for La1–xLnxAsO4, Ln = Ce, Pr,
and Nd Solid Solutions with Monazite Structure

Prediction of the stability of solid solutions of systems with the composition
La1–xLnxAsO4, Ln = Ce, Pr, and Nd, was carried out in connection with the fact
that in [10, 17] it was proposed to immobilize selenate, selenite, arsenate, and
arsenite oxoanions using lanthanum oxide with the addition of one more oxide from
among CeO2, Nd2O3, or Pr6O11. As a result of the interaction of oxoanions with
the above oxides, orthoarsenates of lanthanum and second lanthanide (Ce, Pr, Nd,
or solid solutions based on them) should be formed, which in the crystalline state
can be matrices for immobilizing not only arsenic and selenium compounds but also,
possibly, radioactive waste of REEs and actinides. The calculation was carried out
without taking into account the effect of differences in the degrees of ionicity of the
chemical bond in the components on the mixing energy due to the proximity of the
EN of ions La3+ (1.327), Ce3+ (1.348), Pr3+(1.374), and Nd3+ (1.382) [21].

As can be seen from the presented results (Table 2), the values of the mixing
energies and the critical decomposition temperatures of solid solutions increase with
an increase in the REEs number in the series Ce, Pr, and Nd, which is due to a
decrease in the ionic radii and a corresponding increase in the difference in the sizes
of La3+ and REEs ions. However, such critical temperatures, due to the closeness
of the sizes of La3+ (1.172 Å) ion with the sizes of Ce3+ (1.150 Å), Pr3+ (1.130 Å),
and Nd3+ (1.123 Å) ions [27], are so small (11–186 K) that they are not can lead to
the decomposition of solid solutions at lower temperatures due to difficulties of a
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kinetic nature and continuous series of solid solutions will be stable over the entire
temperature range. Above critical temperatures, continuous series of solid solutions
are stable, and below critical temperatures, they are metastable.

As far as we know, there is no information in the literature on the experimentally
foundmixing energies, substitution limits, and thermodynamic stability of solid solu-
tions in REEs orthoarsenate systems. This does not allow comparing the calculation
results with experimental data. At the same time, polymorphic transitions in solid
solutions of the TbxY1–xAsO4 and TbxTm1–xAsO4 systems were studied earlier [28,
29]. It was found that in the TbxY1–xAsO4 system, the transition temperature from
the tetragonal to the rhombic modification regularly increases from 5.8 to 27.3 K
when x changes from 0.32 to 1, and in the TbxTm1–xAsO4 system, when x changes
from 0 to 1, it increases from 6.1 up to 25.5 K [28, 29], which indicates in the first
case about a wide range and in the second about the presence of unlimited miscibility
at temperatures of about 30 K. It follows from these experimental results that in the
TbxTm1–xAsO4 system, the critical decomposition temperature of solid solutions is
less than 30 K. In the TbxY1–xAsO4 system, it should be even lower, since the sizes of
the crystal ionic radii (for the coordination number 8) of Tb (1.18 Å) and Y (1.159 Å)
differ to a lesser extent than Tb (1.18 Å) and Tm (1.134 Å) [27].

Therefore, we also performed calculations for the TbxY1–xAsO4 and
TbxTm1–xAsO4 systems. The results obtained on the critical decomposition temper-
atures in these systems (56 and 139 K, respectively [30]) considering the accuracy
of the calculation method (13%) agree with the literature data [28, 29].

5 Conclusions

The crystal-chemical approach in the approximation of regular solutions was used to
calculate the mixing energies and critical decomposition (stability) temperatures of
solid solutions in the Lu1–xLnxAsO4, Ln = Sm–Yb, Sc, and Y, systems with zircon
structure and La1–xLnxAsO4, Ln= Ce, Pr, and Nd, systems with monazite structure.
For systems Lu1–xLnxAsO4, Ln = Sm–Yb with REEs atomic number increasing
calculated mixing energy and critical temperature of decomposition of solid solu-
tions evidently decrease, which is caused by the decrease in REEs ionic radii. In the
La1–xLnxAsO4, Ln= Ce–Nd systems, they increase for the same reason. The differ-
ences in the degrees of ionicity of the chemical bond in the components of the systems
are small and practically do not affect the calculation results. The mixing energy and
critical temperature for the Lu1–xYxAsO4 system are in the interval between the
corresponding values for the Lu1–xHoxAsO4 and Lu1–xErxAsO4 systems and for the
Lu1–xScxAsO4 system—in the interval between the corresponding values for the
Lu1–xSmxAsO4 and Lu1–xEuxAsO4 systems. The obtained diagram of thermody-
namic stability allows one to evaluate the stability of Lu1–xLnxAsO4 solid solutions
in a wide range of compositions and temperatures.
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Also, the critical decomposition temperatures (56 and 139 K) in related systems
Tb1–xLnxAsO4, Ln = Y, and Tm, were calculated, which within the accuracy of the
calculation method (13%) agree with the previously obtained experimental results
for these systems.
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Novel Silica-Based Material
with Nano-functional Groups
for Analytical Application

V. A. Raks, O. V. Myronyuk, D. V. Baklan, O. M. Lysenko,
and P. V. Sivolapov

Acronyms

TGA Thermogravimetric analysis (change of remaining mass fraction with
temperature),

DTG Derivative thermogravimetric (−dm/dt),
DTA Change in temperature (temp./mg),
SPE Solid-phase extraction.

1 Introduction

Free radicals damage the cell membrane in the human body, causing much pathology
such as atherosclerosis, diabetes, rheumatism, inflammation, diseases of the muscu-
loskeletal system and eyes, premature aging and cancer [1, 2]. To prevent such
harmful influence of the radicals, it is recommended to use healthy food, beverage or
to take medicines/supplements with health-promoting phytochemicals such as myo-
inositol and inositol derivatives [3, 4]. Most of these compounds are present in some
fruits and herbs and honey. Herbswith their structural and stereochemical complexity
provide an alternate source of medicinal phytochemicals for drugs development.
The study of herbs as phytochemicals source for drug development is likely richly
rewarding. Analysis of publications on use of drugs based on myo-inositol (Myo-In)
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shows that it has significant effects on the functioning of cells, tissue and the whole
body [5]. The primary function of Myo-In and its derivatives is their involvement in
intracellular signal transmission and in the functioning of such important as receptors
of insulin [6], catecholamine [7] and metabotropic neurotransmitter [8] receptors.
Most inositol-dependent proteins with known functions are involved in the support
of vital functions of the cardiovascular system [9], immune system [10] and in the
structure of connective tissue [11]. The role ofMyo-In inmaintaining the functioning
of the central nervous system [12, 13],myo-inositol hexaphosphate in functioning of
kidneys [14] andpinitol in a protective effect against chemically induced liver damage
[15] is no less important. Taking into account the interaction of inositol derivatives
with specific proteins active in the reproductive system and embryonic development
[16], the application of Myo-In in obstetric practice shows prospects. Furthermore,
Myo-In- and InDrs-containing herbs are also enriched with health-promoting phyto-
chemicals with antioxidant properties [17, 18]. Polyphenolic compounds (PCs), such
as myricetin, luteolin-7-O-glucoside, p-coumaric acid, ferulic acid and resveratrol,
behave as antioxidants, and they are foundwithMyo-In and its derivatives in the same
herbs, for example, Alfalfa (Medicago sativa L.) [17, 19–21]. Glycyrrhiza glabra [22]
and fagopyrum esculentum [23] are also rich for Myo-In and PCs.

Isolation of myo-I and InDrs from plant matrices, their separation from other
components in extracts as well as their analysis, is of great interest in several fields,
such as pharmaceutical and food industries, biochemistry, medical cell biology
and biotechnology research. These examples underline the need for research and
development of isolation strategies for phytochemicals.

Isolation and separation of phytochemicals are complicated by the chemical nature
of the matrix, properties of individual or combined components and the method of
sample analysis. Solvent extraction [24, 25], solid-phase extraction (SPE) [26–28] or
supercritical fluid extraction (SFE) [29–31] are traditionally widely used to isolate
phytochemicals from plants prior their chromatographic analysis. However, these
approaches only allow isolation using costly and multi-step, time-consuming proce-
dures. Because of the different biological activity of phytochemicals stereoisomers,
there is a strong demand for their selective isolation from herbs.

The most important and challenging step faced by researchers in the study
of complex natural compounds is the need for thorough pre-cleaning of plant
extracts before analysis. During extraction and purification, significant loss of these
compounds occurs, and their deactivation can be observed. K. Pyrzynska et al. [32]
have described application of four different solid-phase extraction approaches for
pre-concentration of phenolic compounds. As it can be seen, the C18 SPE cartridge
is not optimal. Formost of the selected phenolic compounds, extraction to solid phase
is less than 50%. By contrast, ion-exchange phases (XAD-2) are more effective with
extraction efficiencies of 60–100%. The authors explain this effect through π-π
interactions between the aromatic structure of the polymeric XAD-2 phase and the
phenols. However, XAD-2 has a major disadvantage—it has a polymeric support—
which results in very slow adsorption kinetics that are unacceptable for unstable,
easily oxidized compounds such as polyphenolic one is.
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State-of-the-art analytical techniques generally used for these tasks are HPLC–
MS [26, 33] and GC–MS [34], but, because of low selectivity for the complex
plant matrices, HPLC–MS and GC–MS analyses require substantial sample prepa-
ration. Until now no acceptable universal approach for sample preparation has been
proposed.

The aim of work was to develop novel silica-based solid-phase extraction (SPE)
cartridges to extract, separate and purify myo-inositol from herbs. Developed mate-
rials have been surface modified with a range of hydrophobicities/hidrophilicities to
give selective recovery of individual classes of natural compounds. Surface modifi-
cation with different functional groupsmight tune selectivity of component recovery.
The work comprised the application of known methodologies for chemical synthesis
of novel SPE-phases. Surfactants with amphiphilic nature would provide the best
functionality for targeted extraction of phytochemicals. Hence, initial extraction
agents included surfactants Triton X-100, Brij® C10 and Brij® S10. The SPEs
cartridges are organosilica composites made from a bifunctional immobilized layer
comprising a major fraction of hydrophilic diol groups and minor fraction of the
amphiphilic long-chain nonionic surfactant.

2 Materials and Methods

2.1 Materials

(3-(2,3-Epoxypropoxy)-propyl)-trimethoxysilane, Triton X-100, Brij C10 and Brij
S10 (all reagent grade), toluene anhydrous (99.8%) and isopropanol, silica (high-
purity grade, 150 Å) were purchased from Sigma-Aldrich and used without
purification.

2.2 Silanization Procedures

Macroporous silica (silica gel, pore size 150 Å, 200–425 mesh, high-purity grade,
Sigma-Aldrich) was calcined in a vacuum oven at 120 °C for 24 h. It was carried
out in a four-necked reactor equipped with a mechanical stirrer and a condenser.
The reactor was heated by immersing it in a thermostated oil bath. Subsequently,
13.59 mmol (4 mL) of (3-(2,3-epoxypropoxy)-propyl)-trimethoxysilane was added
to 30 g silica in 100mL toluene. The resulting suspensionwas stirred at reflux for 10 h
under nitrogen (to prevent possible hydrolysis of epoxy groups). The solid phase was
separated by filtration and washed with toluene (48 h in a Soxhlet apparatus). The
Epoxy-SiO2 prepared in such a manner was dried at 100 °C in vacuum. 3.22 mmol
of modifiers (Triton X-100, Brij C10, Brij S10) was added to 10 g Epoxy-SiO2 in
40 mL toluene, and the mixture was heated at 110 °C for 10 h. The solid phase was
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filtered and washed with isopropanol in a Soxhlet apparatus for 48 h and drying in
an oven at 110 °C.

The concentration of grafted groups was determined by differential thermal anal-
ysis and C, H elemental analysis. Functionalized supports were denoted using the
abbreviation of the corresponding grafted functional groups. Epoxypropoxypropyl is
denoted as Epoxy-SiO2. Surfactant-containing silicas with grafted groups of Triton
X-100, Brij C10, Brij S10 are denoted as TX-SiO2, Brij C10-SiO2 andBrij S10-SiO2,
respectively.

2.3 Methods

2.3.1 Fourier Transform Infrared Spectroscopy

Fourier transform infrared spectroscopy (FT-IR) spectrawere recorded using a FT-IR
microscope—hyperion 1000/2000 from Bruker optics spectrophotometer in order to
determine functional groups on the silica surface after itsmodification.Each spectrum
scan was recorded at a resolution of 8 cm−1. FT-IR spectra in the wavenumber range
from 400 to 4000 cm−1 were recorded without KBr in powder.

2.3.2 Differential Thermal Analysis

Thermal behavior of silica samples was investigated in the temperature range of
20–800 °C using a SDT 2960 derivatograph (simultaneous DSC-TGA, firmy TA
Instruments). Analysis was conducted employing a linear heating rate of 10 °C/min
in an air flow.

The concentration of functional groups on the surface of epoxypropoxypropyl
silica (Epoxy-SiO2) was calculated from thermogravimetric data using Eq. (1):

CL(mol · g−1) = �m

Mr · g (1)

where �m is mass loss (g) of modified silica in the temperature range 200–800 °C,
corresponding to thermal decomposition of organic fragments; Mr is the formula
molecular weight of the 2,3-epoxypropoxypropyl group (115 g·mol−1); g is a mass
of modified silica (g). Concentrations of polyoxyethylated isooctylphenolic groups,
polyethylene glycol octadecyl ether and polyethylene glycol hexadecyl ether groups
covalently linked to the surface ofTX-SiO2,BrijC10-SiO2 andBrij S10-SiO2 accord-
ingly were calculated using the same equation, where �m is the difference between
mass loss of TX-SiO2/Brij C10-SiO2/Brij S10-SiO2 and Epoxy-SiO2, and Mr is
average formula molecular weight of Triton X-100 (for n = 10), Brij C10 and Brij
S10.
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2.4 LC Instruments and Chromatographic Conditions

LC analysis was performed on Agilent Technologies S 1260 Infinity Series system
equipped with LC-1260 quaternary gradient pump, 380 evaporative light scat-
tering detector. Separation was achieved on an Obelisc N column (15 × 4.6 mm,
5 μm, SIELC Technologies) maintained at 25 °C with a mobile phase flow rate of
0.6 mL min−1. The mobile phase contained acetonitrile (ACN) and water. Isocratic
elution was employed at 77% ACN and 23% 10 Mm ammonium formate in water
(pH = 3.0). Injection volume was 20 μL. The detection of analytes was carried out
by evaporative light scattering detection which detects all non-volatile solutes after
light dispersion on analyte particles and hence is useful in quantitative determination
of non-chromophoric compounds. The drift tube and evaporator temperatures were
set at 30 and 90 °C, respectively, and nebulizing gas (N2) flow rate was 2.0 SLM.
Samples for calibration curve were prepared in a mixture of H2O and ACN solvents
as a ratio of 40–60%.

2.5 Adsorption Studies of SPE-Phases

The adsorption capacity of SPE-phases was studied in static conditions. 250 mg of
SPE-phases was mixed with 25 mL of 50 mg·L−1 solution of Myo-In at pH range
from 2 to 8 and shaken during fixed time interval (60min). The solutionwas analyzed
for Myo-In contents by HPLC.

Ground leaves ofM. Sativa L. (20 g, May 2019) were stirred with distilled water
(100 mL) twice for 3 h in a conical flask (250 mL). The total filtrates were combined
and evaporated to 10 mL. The remaining extract (1 mL) was pre-cleaned and deion-
ized on columns linked in series. The first was C18 (cartridge J. T. Baker) followed by
H2O-Phobic SA-DVB. Then, extract was concentrated on Triton-SiO2, and extract
was eluted with ACN (100%) and diluted with water (40%), and such prepared
sample was analyzed. Activation of SPE cartridges was conducted with methanol
(4 mL), then with water (2 mL). The extract was filtered through a 0.45μmmillipore
membrane, and an aliquot of 20 μL was used for LC analysis.

2.6 Calibration Curves, Limits of Detection
and Quantification

Stock solution was prepared by taking 5 mg of Myo-In in 5 mL of analysis solvent.
The stock solution was diluted to six appropriate concentrations, and 20 μL of each
solution was injected six times for the construction of calibration curves. The LOD
and LOQ under the present chromatographic conditions were determined at signal-
to-noise ratio (S/N) of 3 and 10, respectively.
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3 Results and Discussion

3.1 Immobilization of Surfactants

The anhydrous synthetic path to Epoxy-SiO2 involves grafting (3-(2,3-
epoxypropoxy)-propyl)-trimethoxysilane in a media of non-polar solvent–toluene
(Fig. 1). Immobilization of surfactants with alkyl and aromatic groups onto the silica
surface was achieved by a two-step synthetic path using epoxy-silica. M. K. Abder-
rezak et al. have described the reaction of Epoxy-SiO2 with amines and alcohols,
resulting in the immobilization of the latter on the surface [35]. Our assumption was
that polyoxyethylated surfactans with different variety of alkyl and aromatic incor-
porated fragments could also react with Epoxy-SiO2, forming silica-based SPEs
according to Figs. 2, 3 and 4.

Surfactants immobilization was monitored using 13C NMR. C-1 and C-2 appear
upfield from the others as they are surrounded by the silicium atom and the carbon
atom (C-3),while their electronegativities are lower than for the oxygen atom (Fig. 5).
An electronegative atom such as oxygen moves a peak further downfield. Therefore,
the chemical shifts of C-4 and C-3 are higher than those of C-5 and C-6. Thus, C-4
and C-3 appear downfield from C-5 and C-6 because of the nature of oxirane ring.
The chemical shift of C-1 is at 7.7 ppm. The unshared pairs on the oxirane oxygen
make it a Bronsted base, which can be protonated. This makes ring opening even
easier.

After immobilization of Triton X-100 to the surface of Epoxy-SiO2, four small
peaks are recorded. Molecule of Triton X-100 has four different types of aromatic
carbons, so four different peaks between 100 and 160 ppm can be observed (Fig. 6). It
is difficult to distinguish –CH2– groups in such long chains using solid phase NMR.
They are all in the area of a wide peak with a maximum at 71.41 ppm. The signals
at 29.6 ppm fall in the aliphatic region and belong to the –CH3 carbon. Quaternary
carbons usually give sharper signals than other carbons and usually give weaker
signals. Therefore, the signal at 38.1 and 35 ppm is assigned to C-13 and C-17. New
small peak appeared near 65 ppm that can be related to the carbon atom of –CH2– (b)

Fig. 1 Silica surface of
epoxy-SiO2

Si

CH2
1

CH2
2

CH2
3

O
CH2
4

C H
5

CH2
6

O
O
O

O



Novel Silica-Based Material with Nano-functional Groups … 19

Si

C
H
2

C
H
2

C
H
2

O
C
H
2

C
H C
H
2

O O
O

O

O

C
H
2

3

O

C
H
2

4

C
H

5
C
H
2

6

O
H

Si
C
H
2

1
C
H
2

2
C
H
2

b

C
H
2 O

C
H
2 C

H
2

a

O
C
H
2

C
H
2 O

C 7

C
H

10
C
H

8

C
H

9
C
H

11

C 12

C 13

C
H
2

16

C 17

C
H
3

19

C
H

3
14

C
H
3

15

C
H
3

20

C
H
3

18

O O O

n-
2

F
ig
.2

Si
lic

a
su
rf
ac
e
of

T
X
-S
iO

2



20 V. A. Raks et al.

S
i

C
H
2

C
H
2

C
H
2

O
C
H
2

C
H C

H
2

O O
O

O

O

C
H
2

3

O

C
H
2

4

C
H

5
C
H
2

6

O
H

S
i

C
H
2

1
C
H
2

2
C
H
2

b

C
H
2 O

C
H
2

C
H
2

a

O
C
H
2

C
H
2

O
C
H
2

7

O O O
(C
H
2
) 1
6

8
C
H
3

9
n-
2

F
ig
.3

Si
lic

a
su
rf
ac
e
of

B
ri
jS
10

-S
iO

2



Novel Silica-Based Material with Nano-functional Groups … 21

Si

C
H
2

C
H
2

C
H
2

O
C
H
2

C
H C

H
2

O O
O

O

O

C
H
2

3

O

C
H
2

4

C
H

5
C
H
2

6

O
H

Si
C
H
2

1
C
H
2

2
C
H
2

b

C
H
2 O

C
H
2 C

H
2

a

O
C
H
2

C
H
2

O
C
H
2

7

O O O
(C
H
2)
16

8
C
H
3

9
n-
2

F
ig
.4

Si
lic

a
su
rf
ac
e
of

B
ri
jS
10

-S
iO

2



22 V. A. Raks et al.

Fig. 5 13C NMR of Epoxy-SiO2: δ72.8 (C-3), 71.4 (C-4), 49.8 (C-5), 42.6 (C-6), 22.4 (C-2), 7.7
(C-1)

Fig. 6 13C NMR of TX-SiO2: δ172.5 (C-7), 138.9 (C-12), 122.3 (C-10,11), 102.6 (C-8,9), 71.4
(C-4, C-16, C-a,), 49.8 (C-5), 42.6 (C-6), 38.1 (C-13), 35 (C-17), 29.629 (C-14,15, 18, 19, 20),
22.71 (C-2), 7.8 (C-1)
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Fig. 7 13C NMR of Brij S10-SiO2: δ71.5 (C-4, C-3, C-7, C-8, c-a), 49.8 (C-5), 42.4 (C-6), 29.5
(C-9), 22.5 (C-2), 7.9 (C-1)

group as a result of formation new bond C–O–C. This signal appeared also in spectra
of Brij C10-SiO2 and Brij S10-SiO2.

13C NMR spectra of Brij S10-SiO2 exhibits an additional peak at 29.5 ppm corre-
sponding to the –CH3 groups (Fig. 7). Alkyl –CH2– groups are all in the area of a
wide peak with a maximum at 71.5 ppm.

13C NMR spectra of Brij C10-SiO2 and Brij S10-SiO2 are almost identical with
slight changes in shift of the carbon atom C-9 at 30.4 ppm (Fig. 8).

3.2 Fourier Transform Infrared (FTIR) Spectroscopy

Surfactants immobilization was monitored using Fourier transform infrared (FTIR)
spectroscopy. FTIR spectroscopic data provide evidence for the immobilization
of (3-(2,3-epoxypropoxy)-propyl)-trimethoxysilane (Fig. 1). Alkane C-H stretching
absorption just below 3000 cm−1 demonstrates the presence of saturated carbons.
Absorption bands occur in the FTIR spectrum of Epoxy-SiO2 that are characteristic
of the stretching and deformation vibrations of alkyl fragments [36]: ν(C–H) assym
at 2947 (CH3), ν(C–H) sym at 2876 (CH3), ν(C–H) sym (CH2) at 2850 cm−1 and
δ(C–H) at 1460 cm−1. Symmetrical CH3 banding band at 1380 cm−1 is visible in
spectrum of TX-SiO2. These groups belong to grafted molecules of surfactants, and
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Fig. 8 13C NMR of Brij C10-SiO2: δ71.2 (C-4, C-3, C-7, C-8, c-a), 49.8 (C-5), 42.4 (C-6), 30.4
(C-9), 22.6 (C-2), 7.8 (C-1)

this peak is not visible in spectrum of Epoxy-SiO2. Absorption band at 1513 cm−1

occurs in the FTIR spectrum of TX-SiO2 comparing to Epoxy-SiO2. The intensity of
vibrations of alkyl fragments (ν(C–H)) increases in the FTIR spectrum of TX-SiO2.
Bands with a maximum at 1513 cm−1 are characteristic of stretching vibrations of
aromatic rings ν(–C = C–), which confirms that the TX-SiO2 synthesis proceeded
according to Fig. 2.

3.3 Differential Thermal Analysis (DTA)

Under oxygen flow, curves of TGA-DTG-DTA show thermal decomposition of
unmodified silica. There are two clearly visible phases in a temperature range from
25 to 800 °C.Weight loss in the first phase begins at 25 °C. First phase shows a 4.07%
decline of the TGA thermal curve from 25 to 120 °C, while there is a maximum on
the DTG curve at 46 °C, and endothermic effect is visible on the DTA curve. In this
phase, physically adsorbed water is eliminated. Dehydration process occurs through
cleavage of hydrogen bonds between molecules of water and silanol groups of the
silica surface and thus elimination ofmolecules of water. Second phase, in a tempera-
ture range from 120 to 700 °C, is characterized by lowest rate of change on theweight
loss curve that has a 2.22% decline. It corresponds to 1.306 mmol OH-silanols per
1 g of SiO2 (0.022/17 = 1.306 mmol). Heating of silica gel above 200 °C decreases
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its mass as a result of dehydroxylation of vicinal silanols forming strained siloxane
bonds. Therefore, desorption of chemically adsorbed water is kinetically slow. The
DTA thermal curve shows an exothermal effect of dehydroxilation process with a
maximum at 252 °C. Total loss of water in the entire temperature range is 6.29%.
Effect of modification of the silica surface gives three phases of transformation its
surface: from 25 to 120 °C, from 206 to 290 °C and from 290 to 700 °C.

TGA-DTG-DTAcurves of synthesizedEpoxy-SiO2, TX-SiO2, Brij C10-SiO2 and
Brij S10-SiO2 have another behavior. First phase exhibits a 1.02, 1.30, 1.13, 1.33%
decline on the TGA thermal curve from 25 to 120 °C for synthesized Epoxy-SiO2,
TX-SiO2, Brij C10-SiO2 and Brij S10-SiO2, respectively. Therefore, weight loss of
physically adsorbed water for synthesized SPE-phases is about three times less than
for a sample of unmodified silica. It might be attributed to the amphiphilic nature of
modified silicas, which show higher hydrophobicity because of incorporated alkyl
and aryl-fragment compared to the nature of unmodified silica (4.07%). There are
no peaks on DTG thermal curves, and there are typical endothermic peaks on DTA
thermal curves for all synthesized SPE-phases in the first phase when compared to
unmodified silica. Second phase is observed for all SPE-phases and characterized
with a 6.34% weight loss for the Epoxy-SiO2 and 6.83% weight loss for Brij S10-
SiO2, which occurs between 214.76 and 292.14 °C on the TGA curve, which is also
reflected by DTA and DTG peaks with a specific exothermal effect of decoupling of
organic groups from the silica surface. There are sharp and clear visible bands with
maxima at 247.15 °C, 265.58 °C, 233.96 °C, 240.34 °C on thermal curves of Epoxy-
SiO2, TX-SiO2, Brij C10-SiO2 and Brij S10-SiO2, respectively. Those peaks are not
visible on thermal curves of unmodified silica. Obviously that weight loss is related to
decomposition of the organic layer of modified silicas. The weight loss temperature
range for the second thermal phase of all the SPE-phases is precisely indicated in
the figures. It is interesting that flash points of modifiers: (3-(2,3-epoxypropoxy)-
propyl)-trimethoxysilane (110 °C), Triton X-100 [37] (251 °C), Brij S10 (100 °C),
Brij C10 (150 °C) are near the area of inflection points of DTA thermal curves. In
our case, process of decoupling of bonds through which modifiers are grafted to
the silica surface is shifted to higher temperatures. For instance, the weight loss for
Epoxy-SiO2 starts at 212 °C, while the flash point is 110 °C. However, the thermal
stability of such phases is not very high: up to around 200 °C, a temperature suitable
for SPE conditions. Third phase of the DTA curves for SPE-phases starts at 290–
315 °C. Estimating a temperature interval from 200 to 700 °C for Epoxy-SiO2:
883.0 μmol g−1 of functional groups is calculated from Eq. 1. Heating the SPE-
phases above 300 °C decreases their masses as a result of further decomposition of
modifiers and as well as due to condensation of vicinal hydroxyl groups, leaving
strained siloxane groups as in the case of silica gel.

This third phase is characterized by a 3.57, 5.22, 3.93 and 4.79% decline of the
TGA thermal curve from 290 to 700 °C for Epoxy-SiO2, TX-SiO2, Brij S10-SiO2

and Brij C10-SiO2, respectively. The decline is more clearly visible for TGA curves
of SPE-phases when compared to that of SiO2. DTA curves do not display a wide
band of exothermal effects when comparing to unmodified silica.



26 V. A. Raks et al.

Table 1 Concentration of
targeted functional groups on
the surface of SPEs

SPEs Cepoxy groups, μmol g−1 CL , μmol g−1

Epoxy-SiO2 883.0 883.0

TX-SiO2 854.2 28.8

Brij S10-SiO2 874.0 9

Brij C10-SiO2 857.8 25.2

First thermal phase of SPE-phases is characterized by a low rate of change on the
weight loss curve, and it is kinetically the slowest. Second thermal phase of SPE-
phases is characterized by a fast rate of change and thus fast chemical transformation
of grafted molecules within it. Third phase is kinetically moderate.

Values of the concentration of targeted groups grafted to the silica surface
estimated from the value of thermogravimetric data in the temperature range of
200–700 °C are given below (Table 1).

3.4 Elemental Analysis

According to elemental analysis, the content of carbon atoms comprising the SPE-
phases varies from 5.741 to 6.858% of carbon for Epoxy-SiO2 and TX-SiO2, respec-
tively (Table 2). Epoxy-SiO2 was synthesized at the first step of modification, and
other SPE-phases were synthesized at the second step of modification. Content of
carbon atoms (C2,%) in covalently linked polyoxyethylated isooctylphenolic groups,
polyethylene glycol octadecyl ether and polyethylene glycol hexadecyl ether groups
to the silica surface (column 3 in Table 2) is the difference between total content of
carbon atoms (C1, %) for TX-SiO2/Brij S10-SiO2/Brij C10-SiO2 phases and content
of carbon atoms for Epoxy-SiO2. Content of targeted groups (CL ,%)was calculated
using Eq. 2:

C,%

C,%
= A · n(C)

M
(2)

Table 2 Concentration of targeted functional groups on the surface of SPEs estimated from the
value of elemental analysis

SPEs C1, % C2, % CL , % mL , mg on a
gram of SPE

M , mg m mol−1 CL , μmol g−1

Epoxy-SiO2 5.741 5.741 9.16 91.6 115 797

TX-SiO2 6.858 1.117 1.711 17.11 625 27.4

Brij S10-SiO2 6.705 0.964 1.503 15.03 711 21.1

Brij C10-SiO2 6.701 0.960 1.517 15.17 683 22.2

C1—Total content of carbon atoms, %
C2—Content of carbon atoms in targeted groups: Epoxy/Triton X-100/Brij S10/Brij C10, %
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where C,% is content of carbon atoms in SPE-phases, A—atomic mass of carbon
atom, n(C)—number of carbon atoms in targeted groups,M is the molecular weight
of targeted groups: 2,3-epoxypropoxypropyl group (115 mg mmol−1); polyoxyethy-
lated isooctylphenolic groups (625mgmmol−1), polyethylene glycol octadecyl ether
(711mgmmol−1) and polyethylene glycol hexadecyl ether groups (683mgmmol−1).
Concentrations of targeted groups on theSPE-phases vary from21.1 to 27.4μmol g−1

for grafted molecules of Triton X-100, Brij S10 and Brij C10. At the same time,
concentration of 2,3-epoxypropoxypropyl group is much higher (797 μmol g−1).
Values of the concentration of targeted groups calculated from elemental anal-
ysis (Table 2) are well-correlated to those of thermogravimetric data. For example,
according to TGA and elemental analysis, data transformation of silanol groups
to 2,3-epoxypropoxypropyl groups reaches up 67.61% and 61.02%, respectively.
Slightly higher value for TGA is related to condensation of residual vicinal hydroxyl
groups in the same temperature interval.

3.5 Determination of Myo-Inositol inMedicago Sativa L.

The developed method for determination of Myo-In using ELSD was validated for
linearity, precision, accuracy, limits of detection (LODs) and quantification (LOQs)
according to Reference [38]. A calibration curve showed good linear regression (R2

= 0.993). The LODs (S/N = 3) and LOQs (S/N = 10) for Myo-In were 1.27 and
5.59μg per column, respectively. In the studied conditions, the calibration graph (i.e.,
correlation between log (S) and log (m)) appeared perfectly linear in 15–200 mg L−1

Myo-In concentration range; the line equation is

y = 1.43x + 3.12

The precision results showed the low values of intra- and inter-day % RSD of
retention times and peak areas (<1%). Therefore, the developed method is precise,
accurate for determination of Myo-In in herb extracts.

In thiswork, SPE-phases, containingpolyoxyethylatedgroups covalently linked to
the surface, are proposed as sorbents, capable of the extraction ofMyo-In fromwater
solutions. The proposed SPE-phases are amphiphilic as they contain both hydrophilic
(oxyethyl and diol) and hydrophobic (isooctylphenol or alkyl) groups on the surface.
The amphiphilicity of the proposed SPE’s surface may increase the selectivity of
its interaction with Myo-In and reduce nonspecific sorption of hydrophobic organic
compounds from matrix. Surprisingly, the Myo-In adsorbs on SPE-phases in notice-
able amount under the selected conditions (pH 2); total adsorption capacity did not
exceed 2.65 mg g−1. Adsorption of Myo-In on SPE-phases was studied at the range
of pH values from 2 to 8.0. Optimal recovery of Myo-In was achieved at pH 2,
and thus, all the procedure was conducted at this pH value. Such a specificity of
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Table 3 Recovery of Myo-In
using SPE-phases

SPE-phases Myo-In added,
μg mL−1

Mean recovery,
%

RSD, %

TX-SiO2 50 53 2.4

Brij C10-SiO2 50 51 3.6

Brij S10-SiO2 50 50 2.0

SPE-phases to Myo-In can be explained by binding accelerated through interactions
between the functional groups ofmodifiers, such as hydroxyl groups and polar groups
of Myo-In, the additional forces being dipole–dipole interactions (O-fragments of
Triton X-100 and Brijs ligands) and slight disperse interactions (between alkyl frag-
ments ofmolecules ofMyo-In and alkyl fragments of TritonX-100 andBrijs ligands)
which also play some part in the binding.

Values of recoveries (see Table 3) of SPE-phases to Myo-In enable their appli-
cation for pre-concentration of Myo-In and structured-liked compounds from water
samples.

Subsequently, extract of ground leaves ofM. Sativa L. was analyzed using devel-
oped methods with Triton-SiO2 (Fig. 9), and 2.6 g of Myo-In per 1 kg was found in
herb leaves.

Fig. 9 LC chromatogram of extract from leaves of M. Sativa L
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4 Conclusion

A surface-assemblage starting with silica gel was used to prepare grafted (3-(2,3-
epoxypropoxy)-propyl), polyoxyethylated isooctylphenolic, polyethylene glycol
octadecyl ether and polyethylene glycol hexadecyl ether groups. According to differ-
ential thermal analysis data, the grafted layer of silica-based SPE cartridges is stable
in O2 flow up to 200 °C. Its decomposition begins on exposure to O2 at 210–
300 °C. Silica-based SPE cartridges with satisfactory densities (20–30 μmol g−1)
are thermally stable and can contribute to the materials, desirable for analytical
application.

Resulted SPE cartridges can adsorb Myo-In from water solution. 0.25 g of the
adsorbent can remove Myo-In (up to 53%) from 25 mL of water under static condi-
tions. Adsorbed Myo-In can be easily eluted with acetonitrile for further analysis or
quantitative determination on the phase of adsorbent by HPLC. The sensitivity of
developed SPE procedure is sufficient for analysis of myo-inositol in water extract
at the level of 1.27 μg of Myo-In per column.
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FINEMET Micro-ribbons: The
Experimental Identification of the Object
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Zhenjie Zhao, Zhuo Sun, Xiaohong Chen, Oleg Kolesnyk, Vladimir Malyshev,
and Oleksandr Prokopenko

1 Introduction

The study of the specific susceptibility dependent on temperature, theX-ray structural
analysis, the ferromagnetic resonance spectrums in the field of super high frequency,
and the mechanical vibrations in the soft magnetic materials can provide us with the
deeper understanding of the distribution ofmagnetization, collective spin excitations,
etc.

In this work, we pretended to conduct a comprehensive analysis in defining the
physical properties of FINEMET (FeCuNbSiB) micro-ribbons, allowing the deter-
mination of the application in magnetic and electrical mini-devices. The analysis
of the chemical elements, the micro-ribbons are made of, is discussed in order to
confirm the stated by the vendor formula for the composition. The experimental
data for the specific susceptibility dependent on temperature, the X-ray fluorescent
spectroscopy, the X-ray structural analysis, the ferromagnetic resonance spectrums
in the field of super high frequency, the amplitude–frequency characteristics in the
rectangular resonator in one-mode regime, the complex impedance as the function of
frequency of the applied voltage, and the mechanical vibrations in the soft magnetic
materials are presented.

Nanocrystalline alloys produced by the partial crystallization of FeCuNbSiB
amorphous alloys are one of the best known soft magnetic alloys [1–4]. These alloys
possess excellent permeability while maintaining a relatively high saturation magne-
tization, low coercivity, high electrical resistivity, high Curie temperatures, and low
energy losses. All of the mentioned properties make the material suitable candidates
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for most industrial and technological applications [4–6]. Being one of the pioneers of
soft nanocrystalline alloys, a lot of research has been done on the FeCuNbSiB alloy
most of which is geared toward tailoring the properties to suit a specific application
(see, for example, [7–11]). Some of the methods, used to tailor these properties, are
annealing, that is microstructural modification process [12, 13], and addition of other
alloying elements, such as Co, Ni, Mo, Zr, Ta, and Cr.

Ever since the FINEMET alloy material, represented by Fe73.5Cu1Nb3Si13.5B9,
was prepared by amorphous crystallization by Yoshizawa et al. (see [3]), its excellent
comprehensive soft magnetic properties and giant magneto-impedance effect [6–14]
have received great attentions from the scientific community. The special structure
and excellent magnetic properties of FINEMET alloy are closely related to the five
components of the alloy. The influences of Cu and Nb components on the structure
and performance of the alloy are the subjects of research interest, since they are not
only important in theory but also practical formaterial performance improvement and
new technique development . It has been done a lot of research on the microstructure
of the nanocrystal byX-ray diffraction, transmission electronmicroscope,Mössbauer
spectrum, positron annihilation, etc.

The amorphous alloy Fe-Si-B can get grain organization of 0.1-µm after crystal-
lization, while Fe-Si-B-Cu and Fe-Si-B-Nb cannot get homogeneous crystallization
phase with big volumetric factor. A large amount of works indicates that the alloy
of Fe73.5Cu1Nb3Si13.5B9 can get homogeneous nanocrystalline structure with α–
Fe(Si) phase, relevant with the coactions of Cu and Nb and that the best magnetic
property can be achieved by annealing the Fe73.5Cu1Nb3Si13.5B9 amorphous rib-
bon at (540 ± 10) ◦C for 1 h. Corresponding to these notable magnetic properties,
microstructure is represented by the nanocrystalline grain of α-Fe(Si) with DO3 type
and typical grain size of 10–15 nm embedded in the amorphous matrix.

Based on the experiment, in which α-Fe(Si) nanocrystal can be generated by
adding Cu into the amorphous ribbon of Fe-Si-B-Nb during annealing, Yoshizawa
et al. [3] claimed the following principled idea on the crystallization mechanism
of amorphous alloy Fe-Si-B-Cu-Nb. The Fe-rich, Cu-rich, and Nb-rich areas are
created in alloy organization during annealing, and the alloy crystallization starts at
Fe-rich area for its lower crystallization temperature. The growth of α-Fe(Si) grain is
inhibited by the higher crystallization temperature in Cu-rich area and Nb-rich area
around α-Fe(Si) grain.

Now, amorphous and nanocrystalline materials work effectively in the frequency
range up to several megahertz (transformers, chokes, and sensors). However, related
magnetic materials, such as permalloy (Ni80Fe20), are also used in the microwave
range, in particular in the manufacture of structured nano-objects [15, 16]. Further
investigations of amorphous and nanostructuredmaterials, including structural, mag-
netic, mechanical properties, as well as resonance properties by radio-spectroscopic
methods, are required to advance into the high-frequency range [17]. The compre-
hensive studies of the dependence of the specific susceptibility on the temperature,
the Cu K X-ray diffraction patterns, the ferromagnetic resonance spectrums, and
the resonant mechanical vibrations for the amorphous and nanocrystalline micro-
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Table 1 Report of elemental analysis. X-ray fluorescent spectroscopy. Commercial spectrometer
produced by Elvatech. It is not sensible for the element B. Annealed sample

At. N. El. Ser. Intensity Concentr. (%)

14 Si K 75,093 7.9213 ± 0.0586

15 P K 1133 0.0795 ± 0.0279

24 Cr K 1326 0.0411 ± 0.0165

25 Mn K 3271 0.1380 ± 0.0129

26 Fe K 2,713,483 85.9121 ± 0.0580

28 Ni K 550 0.0401 ± 0.0113

29 Cu K 31,096 1.6004 ± 0.0195

41 Nb K 242,092 2.8777 ± 0.0125

42 Mo K 112,365 1.3898 ± 0.0092

ribbons, claimed by a provider to correspond to Fe73.5Cu1Nb3Si13.5B9, are presented
in this paper.

In the next section, we start with the investigation of the possibility of determining
the elementary composition by widely used techniques.

The investigation is provided for the stated by a vendor composition Fe73.5Cu1Nb3
Si13.5B9. Some amorphous micro-ribbons underwent annealing at about 540 ◦C. The
samples have the surface roughness within 100nm, while their thickness and width
are about 20µm and 0.5mm, accordingly.

2 Experimental Observations

2.1 Elemental Analysis. X-Ray Fluorescent Spectroscopy

The X-ray fluorescent spectroscopy was provided us by two different laboratories
with the different X-ray spectroscopes. Both methods used in the analysis are non-
sensitive to the light elements, such as B. Therefore, to confirm the stated by the
vendor elemental composition for the provided us samples, we need to find the way
how correctly to take into account the assumption about the present element B in the
micro-samples.

Tables 1, 2, 3, and 4 represent the analysis of the composition of chemical elements
obtained from the X-ray fluorescent spectroscopy.

As it was expected, the found concentrations of elements are not coinciding with
the given at the beginning formula. Nevertheless, if to assume the presence of the
chemical element B in the stated by the vendor concentration of 9%, then the appro-
priately introduced corrections in the concentrations can give the confirmation of the
initial formula. In order to take into account the assumption about the present element



36 Y. Kobljanskyj et al.

Table 2 Report of elemental analysis. X-ray fluorescent spectroscopy. Commercial spectrometer
produced by Elvatech. It is not sensible for the element B. As-cast sample

At. N. El. Ser. Intensity Concentr. (%)

14 Si K 36,694 7.7848 ± 0.0844

15 P K 758 0.1068 ± 0.0452

22 Ti K 454 0.0601 ± 0.0771

24 Cr K 890 0.0428 ± 0.0205

25 Mn K 2260 0.1479 ± 0.0160

26 Fe K 1,751,113 85.9662 ± 0.0795

28 Ni K 207 0.0234 ± 0.0139

29 Cu K 20,189 1.6106 ± 0.0245

41 Nb K 155,007 2.8553 ± 0.0158

42 Mo K 73,158 1.4023 ± 0.0118

45 Rh K 4140 <0.0001

Table 3 Report of elemental analysis. X-ray fluorescent spectroscopy. Laboratory non-commercial
spectrometer, Ukrainian National Institute of Physics. It is not sensible for the element B. Annealed
sample

At. number Element Series Concentr. (%)
(RDFS)

x̃ (At. %)

14 Si K 8.203 15.3321

25 Mn K 0.095 0.0892

26 Fe K 86.341 81.1761

29 Cu K 1.543 1.2706

41 Nb K 2.578 1.4544

42 Mo K 1.240 0.6773

Table 4 Report of elemental analysis. X-ray fluorescent spectroscopy. Laboratory non-commercial
spectrometer, Ukrainian National Institute of Physics. It is not sensible for the element B. As-cast
sample

At. Number Element Series Concentr. (%)
(RDFS)

x̃ (At. %)

14 Si K 8.227 15.2575

25 Mn K 0.095 0.8855

26 Fe K 86.250 80.4447

29 Cu K 1.521 1.2449

33 As K 0.0339 0.0208

41 Nb K 2.603 1.4585

42 Mo K 1.271 0.6876
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B in the micro-samples, we discuss the definition of the used here percentages as
follows.

Assume that the intensities Ii of the X-ray fluorescence, detected for each element
i , are proportional to the amount of matter of the elements (mole of atoms), denoted
here νi , in the sample (more strictly, concentrations). That is Ii ∝ kiνi , where ki is
the characteristic coefficient, depending on the absorption/re-emission of the i-th
chemical element in the sample. Then, the definition of the normalized amount of
matter for a component, denoted as xi , can be written down in the following manner:

xi = Ii/ki
∑

j I j/k j + IB/kB
= νi

∑
j ν j + νB

. (1)

Here, the sum over the index j = {Si, Mn, Fe, Cu, Nb, Mo, . . .} does not take into
account the chemical element B. The corresponding term for the element B is taken
into account by adding IB/kB to the sum over j .

Next, suppose the presence of the atoms B does not significantly influence the
fluorescent properties of the sample in the X-ray range of frequencies. Therefore,
the above expression can be rewritten

xi = νi
∑

j ν j

1

1 + νB/
∑

j ν j
≈ x̃i

1

1 + xB
, (2)

where x̃i corresponds to the normalization of the concentrations xi without taking
into account the element B. Note, it is assumed that xB � xFe.

Applying the last expression to the experimentally found atomic percents without
element B (x̃i ) in the Tables 1, 2, 3 and 4, one can find the following. For exam-
ple, from Table 4 that xFe ≈ x̃Fe ∗ (1/1.09) = 80.45/109.00 ≈ 0.7381 = 73.81%,
while xSi ≈ x̃Si ∗ (1/1.09) = 15.26/109.00 = 0.14 = 14.00%. Taking into account
the other tables, the proposed estimation does not require the restriction x̃B � x̃ j if
the traces of such atoms like Mo are neglected. Thus, the stated by vendor formula
can be confirmed within our elemental analysis with the described uncertainty about
0.5%.

Therefore, there is a necessity to test the presence of a lighter component, the stated
by the vendor element Boron, in the formula of the material. In the next subsection,
the results of the analysis by the method of laser mass spectroscopy are provided.
In comparison with the previous method of X-ray spectroscopy, the method of laser
mass spectroscopy is destructive (based on the vaporization and ionization of the
surface layers of a sample).
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2.2 Elemental Analysis. The Data from the Laser Mass
Spectroscopy

To qualitatively prove the formula of the chemical elements for the micro-ribbons,
the laser mass spectroscopy was used. The results of the scans are shown in graphs
1 and 2 for the as-cast and annealed samples, correspondingly.

The results shown in graphs 1 and 21 represent the induced voltage drop (ampli-
fied) on the detector, depending on the atomic mass and the number of bombarding
atoms per unit of time. The lower and higher resolutions of the scans are presented
in the top and bottom of the figure, accordingly.

Some picks correspond to the double- and triple-ionized anions. The atoms in the
samples can be multiply ionized during the laser pulse. The laser pulse is used in the
mass spectrometer to evaporate the elements into the analyzer of the spectrometer.

For example, as it is shown in Figs. 1 and 2, the line at A = 28 g/mol can represent
the overlapping of different multi-ionized elements, such as Si+ and Fe2+ (compare
with [18]). It is known that iron relatively easy frees up two external electrons. It
is obvious that the samples consists of iron, silicon, niobium, and copper. The peak
at A = 46 g/mol and A = 93 g/mol can be corresponding to titanium or double-
ionized niobium and niobium, correspondingly. The titaniumwas not found in X-ray
spectroscopy and is the suspect for being added as a debris of used glue before
scanning if the double ionization interpretation fails. Despite of the low peak, not
corresponding to the stated amount of atoms per mole, the presence of boron is
confirmed. The rest of the lines that are not seen by X-ray spectroscopy can be due
to the leak of the chamber of the mass spectrometer. Note, the detected amount of
niobium is much more significant in comparison with the element of molybdenum
contrary to the observed (more exactly interpreted) by X-ray method.

2.3 The Cu Kα X-Ray Diffraction Patterns

The Cu Kα X-ray diffraction patterns of the as-cast and annealed ribbons of
Fe73.5Cu1Nb3Si13.5B9 are shown in Graphs 3 and 4 (coincides with [19]) (Figs. 3
and 4).

It can be seen the relatively pronounced peaks at the diffraction angles 2θ =
42.74◦ and 2θ = 45.00◦. The peak at 2θ = 42.74◦ in the Graph 3 is not interpreted
by us and requires reexamination.

The estimated crystal interplanar spacing for each observed diffraction angle,
2θ = 42.74◦ and 2θ = 45.00◦, corresponds to the distance, that is about 0.7–0.9 Å
smaller in comparison with the length of the side of the unit cell for the iron crystal
(in the case of body centered cubic structure). Note, the found in [20] values of the
distances between the two nearest atoms Fe and Si in α-FeSi2 phase are around 2.30
Å and for Fe-Fe(Si) in the phase of Fe3Si are about 2.45 Å with the lattice parameters
2.70 Å and 5.60 Å, accordingly.
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Fig. 1 Laser mass spectroscopy for the as-cast sample. The lower and higher resolutions of the
scans are presented in the top and bottom of the figure, accordingly. [A] =g/mol
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Fig. 2 Laser mass spectroscopy for the annealed sample. The lower and higher resolutions of the
scans are presented in the top and bottom of the figure, accordingly. [A] =g/mol
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Fig. 3 Cu Kα X-ray diffraction pattern of Fe73.5Cu1Nb3Si13.5B9 as-cast ribbon. It can be seen the
peak at the diffraction angle 2θ = 42.74◦. Cited from [19]

Fig. 4 Cu Kα X-ray diffraction pattern of Fe73.5Cu1Nb3Si13.5B9 annealed ribbon. It can be seen
the peak at the diffraction angle 2θ = 45.00◦. Cited from [19]
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Except for the low sensitivity of the used x-ray detector, the observed difference
in the X-ray diffraction patterns in Graphs 3 and 4 can be due to the quite small size
of iron nanoparticles used in production of the as-cast samples, the appearance of
multiplets during the irradiation by the Cu Kα X-rays, and the formation of different
quite large crystalline phases, etc.

2.4 The Magnetic Susceptibility as the Function
of Temperature

The specific susceptibility of the soft magnetic ribbons was measured by a Faraday
balance in the magnetic field of magnitude 6911.5 Oe. The obtained data of the spe-
cific susceptibility of Fe73.5Cu1Nb3Si13.5B9 as-cast and annealed ribbons are shown
in Figs. 5 and 6, correspondingly.

The phase transition of the micro-ribbon from amorphous to crystalline state can
be seen in 5. The temperature of the phase transition is about 600K.

In the majority of works, the observed abrupt change of magnetic susceptibility
at 600K and at 850K, shown in Fig. 5, is attributed to the induction of the chemical
bonds of Fe with Si and B, such as FeSi, Fe2Si, Fe3Si, Fe2B and Fe3B, and the grows
of the interfaced surfaces between the different crystalline and amorphous phases.

Fig. 5 Relative (related to the value at 300K) magnetic susceptibility of Fe73.5Cu1Nb3Si13.5B9
as-cast ribbon, measured by a Faraday balance. The mass of the sample is equal to 0.300 ± 0.001
mg. Cited from [19]
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Fig. 6 Relative (related to the value at 300K) magnetic susceptibility of Fe73.5Cu1Nb3Si13.5B9
annealed ribbon, measured by a Faraday balance. The mass of the sample is equal to 0.255 ± 0.001
mg. Cited from [19]

2.5 The Ferromagnetic Resonance

The FMR spectrums, differential signal power dP/dH, of the amorphous (as-cast)
and annealed ribbons Fe73.5Cu1Nb3Si13.5B9 at 9.4GHz and room temperature are
shown in Fig. 7.

The top left and right and the bottom left graphs in Fig. 7 demonstrate the depen-
dence of the spectra of the as-cast sample on the angle between the applied in-planar
(the plain of the ribbon is parallel to the direction of the field) strong magnetic field
and the main axis of the ribbon, denoted as θ (do not be confused with the scattering
angle for the X-ray pattern). Both curves, for the as-cast (solid thin) and the annealed
(bold dashed) ribbons, are represented in the bottom right graph in 7.

The relatively symmetric line shape of ferromagnetic resonance was observed
for the annealed (nanocrystalline) ribbon (see the right bottom graph in Fig. 7). In
comparisonwith the amorphous ribbon (see Fig. 7), the signal swing is approximately
two times higher. Note the shifts of the peaks, the changes in the width of the line for
the different angles θ , and the appearance of the additional red-shifted lower peak
at θ = 90◦ in the left and right upper and the left bottom graphs in 7. Some authors
refer the latter to certain non-planar features of FMR, such as induced by the bulk
collective spin effects.

If to make an attempt to interpret the data, then it could be tested the quite elabo-
rated two-dimensional model of soft magnetic (but strictly saying, not yet ferromag-
netic), appealing to the absolute and relative sizes of the samples. Still, it does not
guarantee a success in explaining the appearance of the additional peaks on the left
wing of the resonant curve at the angle θ = 90◦ or even in having the ferromagnetic
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Fig. 7 Spectrum of ferromagnetic resonance, differential signal power dP/dH. The top left and
right and the bottom left graphs are for the amorphous (as-cast) ribbons Fe73.5Cu1Nb3Si13.5B9 at
9.4GHz and room temperature. θ is the angle between the main axis of the ribbon and the applied
magnetic field. Both curves, for the as-cast (solid thin) and the annealed (bold dashed) ribbons, are
represented in the bottom right graph (compared with the data in [19])

ordering of spin-spin and spin-lattice (amorphous subsystem) subsystems (see the
notes about the possible transition to a ferromagnetic ordering: comparison between
the Ising and Heisenberg models in [21]). In our opinion, the three-dimensional
model of spin system, including the interaction with the “multi-dimentional field”
of the environment (many-atomic subsystem), has to be founded in building the
macroscopic theory.

As it is demonstrated in next subsection, the role of a microscopic state, in deter-
mining the response to the field of super high frequency, is indirectly justified by the
results of experiments with the sample in the resonator.

2.6 The Behavior in the Surface Electromagnetic Wave
Resonator

The research was carried out by the method of reflectometry using a Network Ana-
lyzer P2-61 in the reflection measurement scheme in the X-band range, as shown in
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Fig. 8 Experimental setup of network analyzerR2-61. Transition coaxialwaveguide (1), directional
detector “falling” (2), direction detector “reflected” (3), measurable object (4), cable (5), connecting
coaxial cable HF (6), microwave coaxial cable connecting (7)

Fig. 8. As you know, the surface electromagnetic wave resonators (SWR) are excited
by the main wave of a rectangular waveguide H10. Oscillations exist along the reso-
nant size l and along the size w [22]. But the modes along w are undesirable, so the
resonator is located in an out-of-band waveguide. This allowed to eliminate in the
spectra of the amplitude–frequency characteristics effect associated with oscillations
of longitudinal modes [23].

In order to obtain a high Q-factor of SWR, it is located at the center of the
waveguide as far awayas possible from thewalls, parallel to thewiderwall of the outer
waveguide and at the optimum distance z, as shown in Fig. 9. The optimal condition
for determining the distance z was to obtain a critical connection of a resonator of a
surface electromagnetic wave with an electromagnetic wave in a regular waveguide.
For this purpose, dielectric inserts are used on the basis of dielectrics with low
dielectric constant and low losses in the microwave range. Dielectric inserts made of
styrofoam were used for the research.

The ferromagnetic surface electromagnetic wave resonator (FSEWR) is repre-
sented by the conducting surface of ferromagnetic material. It was used a FINEMET
micro-ribbon with the size of l × w × d as the conducting surface. In order to ensure
the one-mode regime, the FSEWR has only the lowest transversal mode in the stan-
dard rectangular waveguide.

The microwave properties of FSEWR with the FINEMET are experimentally
investigated for the cases of the as-cast sample (see Fig. 10) with the approximate
size of 12.00mm × 0.60mm × 0.02mm (l × w × d) and the annealed sample (see
Fig. 11) of 12.10mm × 0.60mm × 0.02mm (l × w × d).

The measurement of the Q-factors of the resonators yields Q0 = 61 for the as-
cast micro-ribbon at the frequency f0 = 10.537 GHz and Q0 = 75 for the annealed
micro-ribbon at the frequency f0 = 10.411 GHz.

In the resonators with the FINEMET micro-ribbons, it can also be observed the
so-called ferromagnetic surface electromagnetic wave resonance. For example, the
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Fig. 9 Waveguide section in the plane xy (a); the waveguide section in the plane yz (b). SWR with
dimensions L and W in an extinct rectangular waveguide. 1—SWR, 2—outermost waveguide,
3—regular waveguide, L is the length of the resonator, and W is the width of the resonator

Fig. 10 Frequency response curve with standing wave ratio at voltage (SWRV) = 1.20 for the as-
cast (solid thin) and annealed (bold dash) FINEMET samples without applying a constant external
magnetic field

change of the frequency response curve of such a resonator with the as-cast micro-
stripe under the applied constant magnetic field is represented in the experimental
data Fig. 12.

The present additional constant magnetic field in the resonator changes the order
of rearrangement of the spin-spin interaction. This causes the shifts of the observed
resonant peak. It is interesting to note that the additional magnetic field induces the
splitting of the resonant curve for the non-ferromagnetic materials, but the nature of
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Fig. 11 Frequency response curve with standing wave ratio at voltage (SWRV) = 1.20 with the
amplification equal to +5dB for the as-cast (solid thin) and annealed (bold dash) FINEMET samples
without applying a constant external magnetic field

Fig. 12 Frequency response curve with SWRV = 1.20 for the as-cast FINEMET sample of the
size 12.1mm × 0.6mm × 0.03mm with the amplification equal to +5dB at the applied external
magnetic field (zero (bold dash), greater (dash), and less (solid thin line for the opposite direction
of the constant magnetic field) than the zero value)
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the effect is different (see, for example, [24]). Herewith, the process, determining
the Q-factor of the resonator with the sample, is the power (resistance) dissipation.

In the next subsection, the complex impedance is measured for the microscopic
stripes in MHz frequency range.

2.7 The Complex Impedance of the FINEMET
Micro-samples as the Function of Frequency

The complex impedance of the FINEMET micro-samples as the function of fre-
quency for the applied voltage was measured by the commercial impedancemeter
Z-2000 of the companyElins. Themost typical behavior of the samples is represented
by the experimental data in the Graphs 13 and 14 (Figs. 13 and 14).

Therefore, the absolute values of the active (real) and reactance (imaginary) com-
ponents of the complex resistance for the FINEMET as-cast and annealed samples
are growing with frequency of the applied voltage. It appears that the active (sup-
posedly complying with the Ohm’s law) component has much higher values than the
resistance of the same piece of iron. If the increase of the reactance could be explained
by the Drude model (by introducing the relaxation time for the free electrons in the
metal lattice), then the growingwith the frequency active component of the resistance
does not support the concept of high-mobility two-dimensional electron gas (see, for
example, [25, 26]).

Fig. 13 Real part of the impedance (complex resistance) of the FINEMET micro-ribbon as the
function of frequency of the applied voltage. The solid thin curve corresponds to the as-cast sample,
while the bold dash line is related to the annealed microstrip
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Fig. 14 Imaginary part of the impedance (complex resistance) of the FINEMET micro-ribbon as
the function of frequency of the applied voltage. The solid thin curve corresponds to the as-cast
sample, while the bold dash line is related to the annealed microstrip

Such feature of the microscopic samples can be related to the sort of inductance
in the sense of possible applications.

2.8 Excited Transversal Mechanical Vibration
of the Micro-ribbon with an Unfixed End

The vibrations at low frequencies were observed for the samples with one fixed end
and the loose end placed at the outer edge of the electromagnet coil (see Fig. 15).

The frequency of the electromagnet was ranged from 0 to 100Hz. The shorter
as-cast ribbon (17.0 ± 0.5mm in length) has lower frequency of self-excitation
vibrations than the annealed sample (20.0 ± 0.5mm in length), i.e., 28 ± 2Hz

Fig. 15 Schematic illustration of the excited transversal mechanical vibration of the micro-ribbon
with an unfixed. The illustrated scheme was used for the experimental setup
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and 34 ± 2Hz, correspondingly. When a relatively weak permanent magnet was
approached to the ribbon in the perpendicular to the vibration direction, the vibra-
tions ceased for both samples. The larger ribbons of copper or iron did not stop
vibration in the additionally applied perpendicular magnetic field. If we assume
the average density of the ribbons is about 7.3 ± 1 g/cm3, then the observed self-
excitation frequencies were estimated to correspond to the Young’s modulus equal to
62.9 ± 5.0GPa and 177.7 ± 15.0GPa (compare with the value 211GPa of Young’s
modulus for iron), for the as-cast and annealed ribbons, accordingly (more accurately,
that is the mixture effect including shear stress during bending motion).

3 Discussion of the Experimental Data

Thus, the X-ray spectroscopic determination of the elementary composition for the
micro-sample has to be supplemented by spectroscopic methods sensitive for lighter
elements. One of the nondestructive methods is spectroscopy in optical region. But,
in our case, the identification procedure may require special technique to separate
the lighter atoms from the sample to avoid the widening and shift of the resonant
lines by other surrounding atoms.

We can assume that the laser spectroscopy is one of the perspective supplementary
modernization for the existing scanning devices, such as laser mass spectroscopy.
For example, the characteristic lines of boron can be obtained even by recombination
of the ionized and evaporated atoms against a special detector with the low mutual
chemical activity for the element.

Because, for the samples of annealed iron, the intrinsic local magnetic field can in
principle be three orders ofmagnitude greater than the inducing external field, and the
discussion of the phonon–electron interaction becomes mandatory. This is because
the sizes of the crystalline nanophases (see for example, [27]) vary depending on the
applied external field. Therefore, the space anisotropy of the micro-samples defines
its macroscopic properties (see [28, 29]). For example, according to the results of
the work [16], at the concentrations of Si higher than a certain value (12.5% of the
total amount of atoms in the sample as in [30]), the formation of the nanocrystalline
phases of Fe3Si during annealing can be assumed. Then, the magnetic properties of
the samples can also be defined by the excitation of the surface spin waves on the
interfaces between the different phases of the FINEMETalloy.Besides thementioned
nano-crystals Fe3Si, according to the work [31], there can also be formed such
types of structures as Fe3B (or/and Fe2B, etc.) in the sample. The relatively broad
diffraction line at 45◦ testifies in favor of the latter.

It appears that the annealed sample reveals typical for high-quality ferromagnetic
films behavior in the super high-frequency domain. At the same time, the role of
microscopic system state in defining the response to a super high-frequency field is
indirectly confirmed by the experimentation with the micro-samples in the specific
resonator setup.
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Note here, that the widely used macroscopic theory of ferromagnetic resonance
applies thermodynamic expressions for the system of bose particles in the Gibbs
Grand canonical ensemble (see for more details, for instance, [32]). Here, it arises
the necessity of the argumentation for such an point of view because spontaneous
magnetization, attributed to the ferromagnetic materials of a macroscopic size, and
the corresponding long range correlationorder in crystals cannot be describedwithout
three-dimensional spin dynamics of electrons. That is, the statistical properties of
the fermi-system in thermodynamic equilibrium (without an external high frequency
magnetic field) with the nano-lattice determine the resonant absorption in static
magnetic fields.

Besides, it turns out that the increase of ohmic (active) component of the complex
resistance cannot be explained in terms of the Drude model. Assume the dependence
of the active resistance on the frequency is caused by skin effect. This probably
explains the linear dependence on the frequency of the applied voltage in the micro-
sample of 20µm in thickness. Then, in accordance with the Drude model, such
dependence has to cause a quadratic growth with frequency for the reactance (imag-
inary). Hence, it differs from the classical behavior and requires testing for higher
frequencies to exclude experimental errors in formulating a hypothesis.

Also, the observed induced mechanical low frequency resonant vibrations of the
micro-ribbons are of interest for more careful identification of the soft magnetic
micro-systems. Taking into account the relatively high resistance of the samples,
electrically open circuit, and the assumed low coercivity, a synchronous magneti-
zation with the electromagnet is supposed to be the nature of the excited resonant
bending (vibration). The latter may not be so trivial in description in terms of the
scalar magnetic dipole-field coupling (or in terms of the corresponding vector-space
gradient).

4 Conclusions

Thus, the following was experimentally identified: the importance to combine dif-
ferent method of elemental analysis for micro-objects containing light chemical
elements; the difficulties to apply commonly used models for the description of the
micro-ribbons, in particular the Drude model and therefore the two-dimensional spin
system of electrons; the observed properties of the soft magnetic have the potential
of various applications in electronic miniaturization, including GHz technology; the
necessity of the further development of comprehensive analytical methods for the
correct prediction of new properties for FINEMET.

Recall the main features, revealed in the micro-ribbons of Fe–Cu–Nb–Si–B by
the provided in this work analysis.

X-ray diffraction patterns showed the appearance of the ordered (probably, various
crystalline substructures) phases after annealing.

The transition fromamorphousphase to crystalline phases (probably, the induction
of the chemical bonds between Fe and Si, B is involved in the process) was also
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observed at 600K during the increase of the temperature of the as-cast sample. The
observed abrupt change ofmagnetic susceptibility can also be testifying the transition
to the long range order in spin-spin coupling or/and more correlated states between
the different phases.

The peak of ferromagnetic resonance was observed for both crystalline and the
amorphous phases within the same magnitude of in-plane external magnetic field.
The annealed sample shows behavior typical for high-quality ferromagnetic films
(such as permalloy) in the field of GHz region.

The perturbation of the magnetic field in the ribbon’s plane (perpendicular to
the direction of the mechanical self-resonant vibration) can cause the change in the
intrinsic state of the system (ribbon) that defines the elasticity (more accurately,
the reaction of the sample on the external low frequency magnetic fields) of the
ribbon. Actually, the latter can be explained also by the induction of the additional
longitudinal current that, in turn, interacts with the perturbed in-plane magnetic
field and compensates the elastic force exerted by the low frequency field of the
electromagnet. Therefore, in this case, it is interesting to discover, does the additional
static magnetic field change the intrinsic long range order of spin-spin coupling, or
the effect is due to the induced longitudinal current? The fact is that the cessation
of the mechanical vibration in the direction perpendicular to the plane of the sample
and parallel to the axis of the electromagnet is not observed for much larger (in
proportional scale) samples of iron or copper.

The theoretical description of the soft magnetic multi-component micro-ribbons
probably requires the formulation of the correct model Hamiltonian and the corre-
sponding structure of a pure quantum state that can be useful for the micro-samples
made of nanoparticles. The transition to a macroscopic description (or the statistical
system of quite large sizes) is the subject of additional investigation that did not yet
reach necessary analytical (and applicable) stage of development in the theory.
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Heavy Metals Removal Using
Nanostructured Carbon-Based
Composites in the Presence of Various
Organic Compounds

Magdalena Medykowska, Małgorzata Wiśniewska,
and Katarzyna Szewczuk-Karpisz

1 Structure of Composites

Composites are widespread materials due to their special properties, for example
high strength and stiffness or low density and corrosion resistance or even lighter
weight. They are defined as a combined materials created of two or more constituent
in order to receive specific characteristic and better properties than constituents have
used separately. In their construction the reinforcement or selected filler and the
matrix binder can be distinguished. Moreover, both ingredients keep their physical,
chemical, and mechanical properties. Composites are obtained in a synthetic way
and may include various materials, e.g., metal, metal oxide, carbon, ceramics, glass,
polymers.

In general, the reinforcement is in the formof particles or fiber andbrings hardness,
stiffness, and strength. The matrix phase is responsible for keeping the fibers in
required orientation and protecting them from external factors. Most commonly used
matrix is a metal, polymer, or ceramics. Furthermore the constituents do not dissolve
in themselves or merge completely in any other way, so they can be physically
identified in composite structure.Composites can be divided intofibrous (consisted of
fibers in amatrix), laminar (consisted of layers of materials), or particulate (consisted
of particles in a matrix) ones [1–3].
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Composites are widely used in various fields of human activity. Besides their
application in environmental protection for removal of hazardous substances from
gas and liquid phases, they can be used as construction materials in many technical
fields (including architecture), in aeronautics and astronautics (elements of airplanes,
rockets, artificial satellites), in the wheel and rail transport as well as in stomatology
and medicine (implants and tissue regeneration systems).

2 Heavy Metal Removal Using Natural and Modified
Sorbents

Removal processes of heavy metals with high toxicity [4, 5] engages many kinds
of sorbents like natural or synthetic zeolites. This minerals possess an important
properties such as ion-exchange capability. One of the naturally occurring zeolites is
clinoptilolite, which reveals great selectivity for heavy metal ions like Pb(II), Cd(II),
Cu(II), and Zn(II) [6, 7]. The ability of selective adsorption of certain heavy metals
depends on solutions pH in the case of both natural and synthetic zeolites. Na-A
zeolite and 4A zeolite remove Cr(III) ions at neutral pH value. The last of them was
made by dehydroxylation of low-grade kaolin.

Cr(VI) was removed at acidic pH, Cu(II) and Zn(II) at neutral and alkaline pH,
whereas Mn(IV) was adsorbed at highly alkaline pH values [8–10]. For this purpose,
the synthetic zeolites and coal flay ash were used. In turn, MMZ, which is synthetic
zeolite that was magnetically modified by iron oxide, was used in the process of
Pb(II) ions removal [11]. Another effective adsorbents are clay–polymer composites
synthesized by modification of natural clay mineral with a polymeric material [12–
14]. To separate heavy metal, ions from aqueous solutions have been used various
phosphates: calcined phosphate at 900 °C, phosphate activated with nitric acid, and
zirconium phosphate [15–17].

Next group of heavy metal removing sorbents are chemically modified industrial
by-products like waste iron, hydrous titanium oxide, or fly ash. For example, iron
slags were used to effective adsorption of Cu(II) and Pb(II) ions [18]; different
fly ashes remove Cd(II), Ni(II) [19] and Cu(II), Pb(II) ions [20] from wastewaters.
Sawdust modified with 1,5-disodium hydrogen phosphate removed favorably Cr(VI)
ions [21]. Likewise iron-based sorbents—FerroSorp Plus [22] and synthetic nano-
crystalline akaganeite [23]were successfully used for simultaneous removal of heavy
metal ions (As, Cd, Cr, Cu, Ni, and Zn). Hydrous titanium oxidewas also investigated
in order to adsorption of Cr(VI) and Cu(II) ions [24–26].
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3 Carbon-Based Composites in Heavy Metal Removal

Adsorbents containing carbon such as carbon nanotubes, activated carbon, biochar,
graphene, and its derivatives arewidely used in process of heavymetals removal. This
kind of adsorption depends on the type of surface functional groups of carbon mate-
rials and its interactions with heavy metal ions which has great impact on adsorption
mechanism. This mechanism include ion exchange, electrostatic interaction, surface
complexation, precipitation, and physical adsorption (Fig. 1) [27]. Surface modifi-
cation of carbon materials are essential to selective adsorption of heavy metal ions.
There are carbon adsorbents modified by chemical methods such as nitrogenation,
oxidation, and sulfuration.

Oxidation modificators such as nitric acid, ozone, and electrochemical oxidation
techniques upgrade Cd(II) sorption capacity of carbon nanotubes (CNTs), activated
carbon cloth (ACC), activated carbon (AC), and carbon nanofibers. On the other
hand, cationic surfactant oxidation of AC improves adsorption rate of Cr(VI) ions
[28–30]. Coconut shell carbon coated by chitosan modified with phosphoric acid
effectively removes Zn(II) ions [1]. Carbon nanotube sheets stands out with good
potential application in environmental purification. It was found that oxidized CNT
sheets removes favorably metal ions in the following order: Pb(II), Cd(II), Co(II),
Zn(II), and Cu(II) [31].

Nitrogenation is a popular technique to add nitrogen-included functional groups
on the surface of carbon adsorbents. Manufacture of amino functional groups on
the surface of CNTs or amino-functionalization of them was recently investigated
[32, 33]. Nitrogenation of AC under ammonia atmosphere with preoxidation with
HNO3 has a good effect on Cu(II) adsorption rate, whereas modification of AC using
nitric acid, thionyl chloride, and ethylenediamine reaction improves adsorption of
Hg(II) ions [34, 35]. Likewise, recently was examined amino-modified biochar for

Fig. 1 Mechanisms of heavy metals ions separation [27]
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Cu(II) removal and magnetic carbon nanoparticles doped with nitrogen for Cr(III)
ions adsorption [36, 37].

Sulfuration allows to add sulfur containing functional groups on the surface of
carbon adsorbents. For example, the surface modification of AC derived from nut
shells with SO2 at ambient temperature and ACmodified by SO2 in 900 °C improves
process of Cd(II) ions removal [38, 39], as well as AC modification with SO2 and/or
H2S at varying temperatures increases level of Pb(II) ions separation [40]. Sulfonated
graphene is an excellent adsorbent for removal of Cd(II) ions [41] and the sulfhydryl
functionalized GO effectively absorbs U(VI) ions from aqueous solutions [27, 42].

Carbon aerogel can be used as an adsorbent in process of heavy metal removal,
such as Cd(II), Hg(II), Pb(II), Cu(II), Ni(II), Mn(II), and Zn(II) ions, from aqueous
solutions. This process strictly depends on conditions like solution pH, contact
time, temperature, and adsorbent dose [43]. Highly efficient technique for lead,
arsenic, andmercury removal is usage of functionalized carbon nanotubes sheetswith
deep eutectic solvents. Two types of carbon nanotubes—containing one graphene
sheet (SWCNTS) and containing more than one sheet (MWCNTS)—were examined
(Fig. 2) [44].

Carbon composites are characterized by great thermal and chemical stability in
inert environment as well as high strength and stiffness potential [45]. One of the
composite suitable for heavy metal removal is common granular activated carbon
that was covered with polymers subjected to acyl chlorination in order to add soft
bases and thiols. This material was investigated toward Cd(II) ions removal from
stormwater [46].Activated carbon (AC) and silica/activated carbon composite (drawn
up in rate 2:3) capacities of heavy metal ions removal were compared. Research
showed that the silica/AC composite was the most effective sorbent for nickel ions
removal from water [47].

a b

Fig. 2 Two types of CNTs [44]



Heavy Metals Removal Using Nanostructured Carbon-Based … 59

There was developed carbon paper at magnesium silicate composite films for effi-
cient adsorption of Zn(II) and Cu(II) ions which can be used in adsorption–filtration
systems [48]. Low cost of adsorbents removing heavy metals is also important. Due
to this issue, a novel composite was created from porous puffed rice carbon with
attached metal iron and sulfur for Hg(II) ions removal (Fig. 3) [49].

Next innovative composite is magnetic Fe/Zn-layered double oxide-covered
carbon nanotubes, which was successfully used in U(VI) and 241Am(III)
removal [50]. Carbon nitride with polydopamine (PDSA) was instilled with
polyethyleneimine (PEI) brush to create a composite for U(VI) elimination from
aqueous environment. It was also successfully used in 241Am(III), Cu(II), and
Pb(II) adsorption [51]. To dispose of As(V) from raw groundwater, zero-valent iron
supported by activated carbon (NZVI/AC) was synthesized (Fig. 4) [52]. Nanoscale
zero-valent iron particles was also used with carbon nanotubes in filter removing
toxic Sb(III), by its transformation in Sb(III) [53] and with porous activated carbon
balls for Cr(VI) ions removal from aqueous solutions [54]. Additionally, zero-valent

Fig. 3 Schema of Hg(II) ions adsorption on carbon-based composite [49]
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Fig. 4 SEM of NZVI/AC composite: a in low extension and b in high extension [52]

iron particles was used in Cr(VI) ions removal after their coverage with starch and
immobilization on activated carbon surface [55].

Activated carbon derived from peanut shell synthesized with iron oxide
(Fe3O4/PSAC) gave nano-composite adsorbent, which was very useful in Cr(VI)
ions removal [56]. Separation of trace amounts of Pb(II) ions was realized with
the use of recently synthesized mesoporous carbon which was doped by boron.
Adsorption efficiency of both single carbon and composite was growing as pH value
was increasing [57]. Iron cross-linked sodium alginate (SA-Fe) was used to main-
tain an Fe/C composite (SA-Fe-C) with large content of reducible Fe for Cr(VI)
removal [58]. For a similar application, a zero-valent iron@carbon@poliannilinewas
designed [59]. Another adsorbent for water treatment is polyaminoxime-modified
magnetic-activated carbon (PAMC). It was used successfully for chromium and thal-
lium separation [60]. The composite of carbon sphere-layered double hydroxide was
synthesized and applied for U(VI) removal from wastewater [61].

4 Carbon-Based Composites in Heavy Metal Removal
from Solutions Containing Additional Substances

There are rare scientific reports concerning the removal process of heavy metal ions
in the systems of mixed adsorbates. One of them is focusing on the usage of titanium
dioxide-covered carbon sphere composites in simultaneous graphene oxide (GO) and
Cr(VI) ions separation from wastewater [62]. Another promising composite is zero-
valent iron based on biochar carrier (nZVI-BC). It was used in Cd(III) and As(III) co-
adsorption investigation in process of these ions removal from aqueous systems [63].
There was designed for heavy metal ions and toxic organic compounds elimination
adsorbent containing alginate bead and active carbon (AC-AB). It was effectively
used to reduce amount of organic compounds like p-Toluic acid. Moreover, it copes
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Fig. 5 Water treatment with filter consisting of alginate gel-coated AC-AB: system I—only filter
cartridge used and system II—with additional AC-BC filter [64]

with simultaneous deletion of heavy metal ions like Pb(II), Mn(II), Cd(II), Cu(II),
Zn(II), Fe(II), Al(III), and Hg(II) and passing of useful and essentials minerals (K+,
Mg2+, Na+, Ca2+). It also can be easily regenerated by eluents like HNO3 without
losing its adsorption capacity, therefore can be used in cleaning water environment
(Fig. 5) [64].

Enhancement of the multi-walled carbon nanotubes by addition of alumina onto
their surface (Al2O3/MWCNT) leads to the obtaining of valuable adsorbent for simul-
taneous Cd(II) and trichloroethylene (TCE) removal from groundwater [65]. For
separation of co-occurring Cr(VI) ions and aniline, there was designed a composite
synthesized with active carbon and chitosan [66].

Fly ash that contains unburned carbon, silica, alumina, and iron oxide was used
for separation of copper, nickel, and cadmium ions in the presence of methylene blue
(MB) dye [67]. Composites synthesized of graphite phase carbon nitride and zero-
valent ironwith reducedgrapheneoxide showedbetter stability andprotection against
oxidation. It was used to simultaneous dispose of rhodamineB (RhB) andCr(VI), and
thus, it can be adapt in the future photocatalyst for environmental remediation [68].
Next successful way used in simultaneous elimination of dyes and heavymetals from
industrial wastewater is application of novel developed composite made of derived
from banana peels porous carbon (BPCA) and porous carbon oxide (BPCAO). It was
applied for Co(II) and methylene blue elimination at the same time [69]. Activated
carbon derived from walnut wood was used to dispose of Pb(II) and methylene blue
dye. It is fast, cheap, and efficient way to purify aquatic environment from hazardous
substances [70]. To dispose of Acid Blue 23 (AB25) dye and heavy metal ions, such
as Zn(II), Ni(II), and Cd(II) at the same time, the activated carbon with structure
modified by calcium solution stamped from egg shells was applied [71].
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There was developed magnetic ion-imprinted chitosan with Fe(III) modified with
carbon disulfide for contemporary removal of an antibiotic such as tetracycline
and a heavy metal ions, namely Cd(II) from aqueous environment [72]. Magnetic
and multi-walled carbon nanotubes (MMWCNT) were designed for simultaneous
removal of herbicide—atrazine and heavy metal ion—Cu(II) from wastewater [73].
Multi-walled carbon nanotubes were modified with trimethoxysilylpropanethiol
(MPTs), hydrazine, ammonium ferric sulfate, and ammonium ferrous sulfate to add
Fe3O4, amino, and thiol groups on the sidewalls of nanotubes.Next, it was proved that
these composites can be used as an adsorbents for zinc, lead, and phenol molecules
at the same time [74].

Graphene oxide synthesized with 2,20-dipyridylamine gives a composite that is
able to simultaneously remove four heavy metal ions, such as Pb(II), Cd(II), Ni(II),
and Cu(II) from aqueous solution [75]. On the other hand, magnetic graphene oxide
(MGO) was synthesized and used as an adsorbent for elimination of Cd(II) and ionic
dyes, such as methylene blue and orange G (OG) from real water samples [76]. Elim-
ination of atrazine and Cu(II) ions at the same time was achieved by using function-
alized (by polyacrylic acid) magnetic-ordered mesoporous carbon (P-MMC). The
obtained results were compared with those of ordered mesoporous carbon (OMC)
and also with magnetic-ordered mesoporous carbon (MMC). The first material has
great potential in hazardous pollutants removal [77].

The carbon–silica composite (C-SiO2) properties, i.e., aggregation tendency and
adsorptive capacity relative to proteins (ovalbumin (OVA) and lysozyme (LSZ)) in
the heavy metal ions—copper(II) presence—were determined [78]. It was observed
that the C-SiO2 composite was a good sorbent relative to proteins, especially at
protein isoelectric point (pI). Addition of Cu(II) ions causes significant reduction of
the protein adsorption on the composite surface. The strongest aggregation of the
C-SiO2 particles was noted in the simultaneous presence of ovalbumin and Cu(II)
ions. The same composite was applied in the system of mixed adsorbates—ionic
polyacrylamides (PAM) and Cu(II) ions [79]. The obtained results indicated that
both Cu(II) ions and ionic polyacrylamide were adsorbed on the composite surface
at pH 6. Cu(II) ions presence in the solution results in the increase of the anionic
PAM adsorbed amount and in the decrease of the cationic PAM adsorption.

Novel, highly effective adsorbent of Cu(II) ions, hybrid carbon-mineral nanocom-
posites with metallic cores (Mn/Fe in the case of B-6, Mn—B-8) were examined
[80]. The effect of the presence of poly(acrylic acid) (PAA)—a macromolecular
compound commonly used in industry and agriculture—was determined. Under
examined conditions (at pH 5 and 6), Cu(II) adsorbed amount was significantly
higher on the B-8 surface. Moreover, anionic polymer limited the Cu(II) adsorbed
amount on the nanocomposite surface.
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5 Conclusions

Carbon-based composites show great application potential toward removal of
hazardous pollutants from aqueous environment. Innovative modifications of these
materials allow to increase the range of possible applications. However, there is only
few studies concerning mixed adsorbate systems containing carbon-based compos-
ites. Most of them are focused onto heavy metal ions and dyes removal. Few papers
showed results concerning elimination of hazardous organic compounds in the pres-
ence of heavy metals. For this reason, there is still a need to elaboration of new
carbon-based composites toward their wide use for the treatment of the aquatic envi-
ronment contaminated with various substances and examination of removal mecha-
nisms in more complex adsorbate systems (which are similar composition to the real
wastewater).
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On the Crystallization Ability
of 80GeSe2-20Ga2Se3 Glasses

H. Klym, I. Karbovnyk, and I. Vasylchyshyn

1 Introduction

The current state of the art of the modern photonics indicates on significant impor-
tance of glassy functional materials with improved exploitation properties [1–5].
Main developments concerning preparation of such materials are known to include
different methods of their technological and post-technological structural modifi-
cation using external factors, such as thermal annealing, high-energy irradiation,
and laser-beam treatment. [6, 7]. However, the technical possibilities of these modi-
fication methods are significantly restricted by physical–chemical peculiarities of
vitreous state with character effects of natural physical aging (both physical and
chemical), functional non-reproducibility and thermodynamic instability in view of
high affinity to spontaneous crystallization and chemical reactivity [8–11].

That is why, at the present, glass-science specialists and device manufacturers
are more and more dealing with traditional chemical–compositional modification
based on doping possibilities with additional components introduced in a glass
matrix to attain new, sometimes unusual properties. Thus, for example, the principal
functionality of chalcogenide glasses (ChG) revealed in their excellent IR trans-
parency (in a wide spectral region, including both commercially important atmo-
spheric telecommunication windows at 3–5 and 8–12 μm up to space telecommu-
nication domain at 20–25 μm), can be effectively combined with high transparency
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of halide compounds in a visible range by developing mixed chalcogenide–halo-
genide (chalcohalide) glassy alloys [12–14]. But this idea seems to be impossible
for successful performance at all because chemical doping substances possess, as a
rule, too poor solubility in ChG systems. To ensure optimal exploitation properties
in such mixed glassy solids, their “pure” atomic sub-system should be effectively
“working” along with atomic-deficit sub-system. This is proper, in part, to ChG of
quasi-binary stoichiometric GeSe2-Ga2Se3 cut-section.

Unique multifunctional possibilities of novel photonic devices based on this large
GeSe2-Ga2Se3 ChG family has appeared owing to luminescence phenomena, e.g.,
intense radiative photoemission of some rear-earth doping additives introduced in
ChG [15–17], ion-conductive phenomena: abnormal conductivity of Li+ ions in solid
electrolytes [18–20], diffusive-related phenomena: reversible self-healing effects
observed in photo-induced refraction owing to ion-conductingAgI additives [21, 22].

In all the above cases, just optimized inner-pore structure of basic GeSe2-Ga2Se3
ChG is a determinant of their final glassy-like state—its stretched functionality
connected with possibility to accommodate alien atoms and their groups. It is of
high importance that under controlled halide additives these ChG can be easily trans-
formed in chalcogenide ceramics transparent in IR region, as it is well demonstrated
in [23].

Despite successes achieved, generally due to empirical determination of compo-
sitional boundaries for doping and component variation in stoichiometric GeSe2-
Ga2Se3 ChG, which allow a full absence of monolithic crystallization effects for
germanium bi-chalcogenides in a wide temperature range, the functionality mech-
anism of these systems left unknown up to now, significantly limited the further
progress in the modern IR photonics.

In our previous works [24–26], we investigated the inner free-volume struc-
ture in 80GeSe2-20Ga2Se3 chalcogenide glass with controlled crystallization, after
thermal annealing above glass transition temperature over different time frames.
We also analyzed interface void volumes formed by nanocrystals using the ×
3– ×2-decomposition procedure described in [27], optical properties in IR region
[28, 29], structural transformation caused by crystallization in the Ge-Ga-S(CsCl)
glass–ceramics [30–32], effects of radiation in nanocomposites [33, 34], functional
ceramics [35], etc. The goal of this work is described and generalize in one-work
peculiarities of crystallization ability of the 80GeSe2-20Ga2Se3 ChG caused by
thermal treatment for 10, 25, 50, 80, and 100 h usingX-ray diffraction (XRD) probes.

2 Sample Preparation and Experimental Setup

The 80GeSe2-20Ga2Se3 ChG were prepared from melting mixture of highly pure
rawmaterials (Ge, Ga, and Se: 99.999%) in sealed silica ampoule kept under 10–6 Pa
vacuum detail described in [24, 25, 36]. The ampoule of 9 mm inner diameter was
placed in a rocking furnace. The raw materials were heated from 20 to 850 °C using
2 °C/min heating rate and maintained at this temperature for 12 h at least. Then, the
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silica tube was quenched in water at room temperature, annealed 30 °C below the
glass transition temperature (Tg = 370 °C) for 3 h to minimize inner strains, and
finally slowly cooled down to room temperature. Glass rods were cut into slices of
1 mm thickness and polished for further optical measurements [36].

The crystallization of the 80GeSe2-20Ga2Se3 was performed with a single step
of heat treatment at Tg + 10 °C. This temperature has been chosen as an optimal
temperature of ceramization as it permits to control the generation by simultaneous
nucleation and growth of nanoparticles within the glassy matrix according to the heat
treatment time [24]. Thus, glass samples were placed in a ventilated furnace where
the accuracy of temperature is ±2 °C for various time varying from 10 to 100 h.

XRD measurements with CuKα1 radiation were performed to determine crys-
talline phases in the studied samples. Solid-rock plates of powdered 80GeSe2-
20Ga2Se3 ChG deposited on amorphous substrate were prepared to arrange experi-
ments in optimal transmittance geometry [24, 25]. The measured X-ray beam inten-
sities and reflection angles 2θ were obtained using automatic STOESTADI P diffrac-
tometer (“STOE & Cie GmbH, Germany) with a linear position-precision detector.
Experimental linear absorption coefficients were determined as logarithmic ratio of
primary beam intensities after passing through background and studied samples. All
measurements were conducted in 2θ -step regime, the profiles of peaks being refined
using WinPLOTR and PowderCell software [37].

3 Results and Discussion

3.1 XRD Study at Crystallization of GeSe2–Ga2Se3 Glasses

For precise calculations the change in preFSDP and FSDP (which is manifested in
the change in intensity, shift of the maximum FSDP, and in the change offull width
at half maximum (FWHM) for normalized samples, the procedure of description of
the profile of peaks was carried out by means of the WinPLOTR software package
with the subsequent mathematical processing of FSDP parameters for semi-morphic
halos [38, 39]. In addition, for 80GeSe2-20Ga2Se3 glasses and samples crystallized
at 10, 25 and 50 h, the calculation of microstructural parameters (sizes of coherent
scattering domains, which in the approximation can be considered as the grain size
of the phase and internal stresses) in the isotropic approximation by the methods of
integral width of diffraction peaks was performed [40]. Selection of the instrumental
component of device is carried out by the primary beam.

In results of calculations, the following microstructural parameters were obtained
(see Tables 1, 2, 3, and 4; Figs. 1, 2, 3, and 4): position of the halo maximum (2θ )
for λ = 1.540598 Å, CuKα1 radiation; standard deviation (sigma 2θ ); peak area (I);
the full width of the half-height diffraction peak (FWHM); maximum peak intensity
(Imax); average maximum domain size (ASav) average maximum internal voltage
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Fig. 1 Probable change of
preFSDP and FSDP for
80GeSe2-20Ga2Se3 glasses
before treatment (a) and
after the procedure of
describing the peak profile
using WinPLOTR (b)

Fig. 2 Probable change of
preFSDP and FSDP for
80GeSe2-20Ga2Se3 glasses
annealed at 380 °C for 10 h
after the procedure of
describing the peak profile
using WinPLOTR
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Fig. 3 Probable change of
preFSDP and FSDP for
80GeSe2-20Ga2Se3 glasses
annealed at 380 °C for 25 h
after the procedure of
describing the peak profile

Fig. 4 Probable change of
preFSDP and FSDP for
80GeSe2-20Ga2Se3 glasses
annealed at 380 °C for 50 h
after the procedure of
describing the peak profile
using WinPLOTR

(Sav.max); the radii of the coordination spheres (R (Ernest); position of the halo (Q);
FWHM of halo (�Q).

It should be noted that in ChG thermally annealed for 25 and 50 h crystallization
processes begin to occur, which are reflected in changes of peak 3 (see Fig. 2)
transforming from amorphous to crystalline [24, 25].

The generalized results of XRD results for 80GeSe2-20Ga2Se3 glasses before
and after thermal annealing at 380 °C for 10, 25, and 50 h, in comparison with
the theoretical reflexes of the known crystallization GeGa4Se8, GeSe2, and Ga2Se3
phases are shown in Figs. 5 and 6.

Polythermal and isothermal cut-sections of crystalline phases possible in Ge-Ga-
Se system were studied in [41]. In part, the ternary GeGa4Se8 phase (Ga0.5Ge0.13Se)
having polymorph transformation near ~898 K (625 °C) was identified, the high-
temperature modification being crystallized in ZnS structural type (cubic syngony,
F-43 m space group, lattice parameter a ~5.45 Å, most essential XRD reflexes of
CuKα1 radiation being grouped near 2θ = 28°, 47°, 56°, 68.5°, 76° 87.5°), while
low temperature one being of unknown structure but of close subcell parameter a ~
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Fig. 5 Comparison of experimental XRD profiles for 80GeSe2-20Ga2Se3 glass before annealing
(base glass, 0 h) and annealed at 380 °C for 10, 25, and 50 h

Fig. 6 Comparison of XRD patterns of 80GeSe2-20Ga2Se3 glass annealed at 380 °C for 25 and
50 h with theoretical patterns of crystallized GeGa4Se8, GeSe2, and Ga2Se3 phases

5.461 Å type (main XRD reflexes of CuKα1 radiation are observed near 2θ = 28°,
47°, 56°). Two other ternary phases GeGa2Se3 and GeGaSe3 were also detected after
25 or 50 h of annealing. General structural similarity between these phases as well as
binary Ga2Se3 (main XRD reflexes of CuKα1 radiation are observed near 2θ = 28°,
47°, 55.5°) and GeSe2 phases (main XRD reflexes of CuKα1 radiation are observed
near 2θ = 15°, 25°, 29°) of different modifications is their tetrahedral arrangement
based on (Ge, Ga)[Se4] tetrahedra.
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It was established previously [42] that reproducible glass ceramics based on
80GeSe2-20Ga2Se3 alloy can be obtained using appropriate heat treatment at the
temperature of 380 °C. At short heating durations up to 25–50 h, the small nanosized
particles of GeGa4Se8 of about 10 nm appear. These crystallized inclusions aggre-
gates in larger ones of about 100 nm in size uniformly distributed within the glass
structure, the nanocrystallites of GeSe2 phase being detected in addition to growing
content of GeGa4Se8 ones [42]. Our XRD results confirm, in principal features, these
conclusions.

With respect to our results, the extended gallous in XRD patterns of non-annealed
80GeSe2-20Ga2Se3 glasses near 2θ = 12°, 30° and 50° (Fig. 6) can be ascribed to
typical signatures of amorphous structure. Obviously, these peaks are predetermined
by cumulative inputs of some pre-cursors caused by different phases possible in this
cut-section.

Annealing at 380 °C for 10 h does not change significantly the structure of ChG,
since no sharp crystalline patters appear in their XRD patterns apart from noticeable
decrease in gallous. Therefore, we can assume that even under this short-time heat
treatment there are some transformations in the intrinsic structure of ChG, which do
not contribute essentially to crystallization ordering. Nevertheless, slight decrease
in the gallous intensities indicates that some changes are still occurred in this ChG.
We can speculate that underlying transformations can be probably associated with
inner phase separation in 80GeSe2-20Ga2Se3 cut-section on individual boundary
components (stoichiometric binary GeSe2 and Ga2Se3), which serve as prerequisites
for further disproportionality reaction to form ternary GeGa4Se8 phase:

GeSe2 + 2Ga2Se3 → GeGa4Se8. (1)

It means that stoichiometry of base 80GeSe2-20Ga2Se3 cut-section provides an
excellent condition for crystallization of GeGa4Se8 phase through segregation of
previously extracted GeSe2 and Ga2Se3 phases accompanied by formation of GeSe2-
rich remainder. Since stoichiometric germanium selenide GeSe2 is out of glass-
forming region [30], under quite large amount of latter it will be extracted in a
separate crystallized phase.

With increasing annealing time from 10 to 25 h and further to 50 h, the well-
pronounced crystalline peaks at 2θ ~ 28° are observed (see Figs. 5 and 6). The posi-
tions of this peak are in good agreementwithGeGa4Se8 andGa2Se3 phase indexation.
Both phases have sharp reflexes near 2θ ~ 28°, which cannot be well separated [41].
In fact, all principal XRD peaks of GeGa4Se8 and Ga2Se3 phases coincide, so we
considered them in crystallized 80GeSe2-20Ga2Se3 glass as signatures of both these
phases (Ga2Se3 and GeGa4Se8). The broadness of this peak (2θ ~ 28°) confirms the
presence of dispersed nanoparticles in a glassy matrix as nanocrystalline inclusions
of near 9–10 nm in sizes (determined in respect to Debay–Scherrer equation [43]).

The maximums associated with GeSe2 phase appear on the XRD patterns of
thermally annealed 80GeSe2-20Ga2Se3 glass too, but (in contrast to [42]) it cannot
be well distinguished as separate crystalline peaks even for long annealing durations
(50 h). It means that GeSe2 crystals appear only in a small amount, probably as
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surface inclusions [24, 25]. It can be imagined that GeSe2 crystals grow among glass
remainder after Ga2Se3 and GeGa4Se8 crystals extraction as a result of ceramization
process governed by reaction (1).

The XRD peaks of ChG annealed during 25 and 50 h reveal quick enhancement
at small scattering angles 2θ < 1.5° that can be probably attributed to some kinds of
fractal structures [41].

It is shown that semi-amorphous halos present on XRD patterns for non-annealed
ChG and annealed for 10 h do not disappear. This is clearly seen in a detailed consid-
eration of the region of the two maximum peaks at comparison (Fig. 7). In general,
the picture is fully consistent with the results presented in [25]. For samples annealed
for 25 and 50 h in the region of small diffraction angles 2θ , there is an increase in
intensity, which indicates that fractal formations in the glass during annealing do not
disappear but become larger (Fig. 8).

However, at detailed analysis of the maximum halo, it can be seen that even with a
small heat treatment time (10 h), changes begin to occur in the glass structure (Fig. 9)

Fig. 7 Comparison of
diffraction patterns for
non-annealed (0 h) ChG and
annealed for 50 h

Fig. 8 Comparison of the
small-angle section of XRD
patterns for non-annealed
(0 h) ChG and annealed for
10, 25 and 50 h
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Fig. 9 Comparison
maximum reflection on the
XRD patterns for
non-annealed (0 h) ChG and
annealed for 10 and 50 h

accompanied by crystallization of the GeGa4Se8 phase in the glass structure from
the chaotic arrangement of Ga tetrahedra [Se4], Ge [Se4]. These are characterized
only by the short order, and there is a transition to the formation of the long order,
characteristic of the crystal GeGa4Se8 structure).

Further increase for annealing duration to 80 and 100 h does not affect the diffrac-
tion maxima reflecting mainly the formation of triple GeGa4Se8 and double Ga2Se3
phases, similar to 80GeSe2-20Ga2Se3 glass annealed for 50 h (Fig. 10). Thus, process
of crystallization and formation of a long-range order during this time of annealing
does not occur. The first maximum of the semi-amorphous halo at ~14.6° 2θ (Fig. 11)

Fig. 10 XRD patterns of non-annealed (0 h) 80GeSe2-20Ga2Se3 glass and annealed at 380 °C for
80 and 100 h
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Fig. 11 Comparison of the small-angle section of experimental XRD patterns for 80GeSe2-
20Ga2Se3 glass annealed for 80 and 100 h with theoretical reflexes of the GeSe2 phase (monoclinic
syngony)

corresponds to the maximum intensity reflection (002) of GeSe2 phase (monoclinic
syngony and spatial group P21/c).

For ChG annealed at 80 and 100 h additional analysis of crystallization, Ga4GeSe8
and Ga2Se3 phases were performed. Taking into account the state diagram of the Ga-
Se system, the temperature of existence of cubic Ga2Se3 (high-temperature Ga0.67Se)
begins above T = 730 °C. Below this temperature is a low-temperature monoclinic
modification of Ga2Se3. Distinguish between monoclinic and cubic modification of
the Ga2Se3 phase is possible only on samples with a high degree of crystallinity.

Assuming that pure high-temperature Ga2Se3 crystallizes in the studied samples,
it is most likely a modification of α-Ga2Se3 (for which a ~ 5.44 Å). However, taking
into account that the peaks are extended, simultaneously with α-modification of
Ga2Se3, the γ -modification of Ga2Se3 is also possible (Fig. 12).

However, it should also pay attention to the raising of the background on the XRD
patterns (indicated by ellipses in Fig. 13).

These uplifts correspond to the peaks from the experimental XRD patterns for
high-temperature and low-temperature modifications of Ga4GeSe8 phase (Fig. 14).
Otherwise, it can assume that the ChG samples have a crystallized high-temperature
α-Ga2Se3 phase (stabilization with minor impurities of Ge reduces its temperature
from 730 to 385 °C, which corresponds to the annealing of glass) and the amorphous
phase of glass, which is responsible for halo.
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Fig. 12 Comparison of
experimental XRD pattern
for 80GeSe2-20Ga2Se3 glass
annealed for 80 h with
theoretical reflexes of
α-Ga2Se3 ta γ - Ga2Se3
phases

Fig. 13 Raising background
on experimental XRD
patterns of
80GeSe2-20Ga2Se3 glass
annealed for 80 h and 100 h

Fig. 14 Width of the peak at
2θ ~ 28.22° indicates the
presence in the crystal matrix
of dispersed nanoparticles in
the form of nanocrystalline
inclusions with a size of
9–10 nm (determined by the
Debye-Scherer equation)
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4 Conclusions

Crystallization ability of the 80GeSe2-20Ga2Se3 glasses during annealing at 380 °C
for 10 h, 25 h, 50 h 80 h and 100 h was analyzed by XRD technique. It is estab-
lished that crystallization is accompanied by formation of GeGa4Se8 of low- and
high-temperature modification, as well as α-Ga2Se3 and γ -Ga2Se3 phases. The size
of nanocrystallites determined with respect to Debay–Scherrer equation is near 9–
10 nm. The most significant crystallization processes occur at 380 °C for 25 and
50 h. Further annealing at 80 and 100 h does not show crystallization changes in the
inner structure of the 80GeSe2-20Ga2Se3 glasses.

Acknowledgements H. Klym thanks to the Ministry of Education and Science of Ukraine for
support, Dr. L. Calvez for sample preparation, Prof. O. Shpotyuk for discussion, and Dr. P.
Demchenko for assistance in XRD experiments.
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Kinetics of ZnMoO4·0.8H2O
and α-ZnMoO4 Formation at Ultrasonic
Treatment of ZnO and MoO3 Mixture

O. A. Diyuk, V. A. Zazhigalov, N. D. Shcherban, V. V. Permyakov,
N. V. Diyuk, S. M. Shcherbakov, O. V. Sachuk, and P. Dulian

1 Introduction

Currently, zincmolybdate ZnMoO4 is an interestingmaterial thanks to thewide range
of its application: luminescent materials [1–8], bolometers, scintillation humidity
sensors, gas sensors [2, 9–13], photocatalysts and catalysts of partial hydrocarbons
oxidation [4, 14, 15], the anodematerials in Li-ion batteries [16–19], and as additives
for improvement the mechanical, thermal and sensing properties of composites [13],
anticorrosion properties [13, 20] and as smoke suppressant [21, 22].

Themodern traditionalmethods of zincmolybdate synthesis are based on the reac-
tions between components and in most cases metal salts as raw materials are used,
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in solutions (impregnation, deposition-precipitation, sol–gel, ion exchange, etc.),
in gas-phase processes (grafting, combustion, etc.) or solid-state high-temperature
synthesis. In these syntheses, organic and inorganic solvents (citric acid, ethylene
glycol, etc.) and additional reagents (reducing agents, stabilizers, surfactants) are
used often. For example, the synthesis of ZnMoO4 usually uses co-precipitation
method proceeds with the use of soluble salts as the initial materials Zn(NO3)2·6H2O
and Na2MoO4·2H2O or (NH4)6Mo7O24 [23–25]. Besides for the preparation of
this compound constructed from nanostructure particles, additional different organic
substances for example citric acid and ethylene glycol [23, 26] or other surfactants
C12H25SO4Na or (C16H33)N(CH3)3Br [9] are used. This synthesis method requires a
lot of water to remove water-soluble by-products; however, they still can be present
in the final product [13]. The preparation of ZnMoO4 by solid-phase reaction can be
realized with ZnO and MoO3 or their salts as raw materials [5, 6, 27, 28]. However,
this method leads to the formation of a product with impurity of the initial oxides
[6] and accompanied by high-power consumption.

So, all these methods of zinc molybdate synthesis are accompanied by the pollu-
tions to environment because they are characterized by the presence of significant
amount of liquid and gaseous emissions and not environmentally friendly processes.
Such factors determine the need of the creation of new solutions in the technology
of the zinc molybdate nanomaterials preparation.

The different conventional syntheses for decreasing of the reaction time, prepa-
ration of zinc molybdate nanoparticles, the wastes and power consumption were
proposed also. The influence of hydrothermal, solvothermal andmicrowavemethods
on the formation of ZnMoO4 phase from soluble salts has been studied [1, 23, 26].
As the promising and innovative methods, the mechanochemical treatment and ultra-
sonic irradiation treatment (UST) with the use of metal oxides as raw materials were
studied also [15, 29–31]. It was shown that the mechanochemical treatment of the
oxides mixture (1:1) after 4 h leads to the formation of amixture of β-ZnMoO4, ZnO,
MoO3·0.5H2O phases, and only an increase of the treatment time up to 8 h permits
to obtain a pure β-ZnMoO4 phase in the form of nano-rods [29]. Very interesting
results were obtained after ultrasonic treatment ZnO and MoO3 mixture during 1 h.
It was shown that this process leads to the formation of ZnMoO4 with low content
β-MoO3 impurity [15, 31].

In this investigation, the influence of ultrasonic treatment duration of ZnO and
MoO3 as raw materials mixture (ZnO/MoO3 = 1:1) on the formation of zinc
molybdates phases was studied in detail.

2 Experimental

The Samples Preparation

Themixture of ZnO andMoO3 powders at 1:1 molar ratio was loaded in glass reactor
with an addition of distilled water. The mixture of the powder of ZnO (3.61 g) and
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MoO3 (6.39 g) was loaded into a glass reactor, and 80 ml of distilled water was
added. The weight ratio of the oxides mixture to distillate water was 1:8. Ultrasonic
treatment (UST) of the oxides mixture was carried out at room temperature for 5,
10, 20, 40 and 60 min using UZDN-A ultrasonic dispersant operating in acoustic
cavitations mode at a frequency of 22 kHz. The samples synthesized by ultrasonic
method can be combined into two groups. The first group of the samples was dried
at 100 °C in air, and dry precipitates were obtain and labeled as Zn-Mo-O_5_100;
Zn-Mo-O_10_100; Zn-Mo-O_20_100; Zn-Mo-O_40_100 and Zn-Mo-O_60_100.

The second group of the samples was dried at 300 °C in air for 3 h andwas labeled:
Zn-Mo-O_5_300; Zn-Mo-O_10_300; Zn-Mo-O_20_300; Zn-Mo-O_40_300 and
Zn-Mo-O_60_300, where the first number determines the UST time and second
one—the treatment temperature.

For comparison, the preparation of ZnMoO4 by co-precipitation method using
Na2MoO4·2H2O and Zn(NO3)3·6H2O or Zn(OAc)2 as raw materials [21] was
realized.

First synthesis:

Sodium molybdate (Na2MoO4·2H2O) 3.226 g and zinc nitrate 3.959 g
(Zn(NO3)3·6H2O) separately were dissolved in 100 ml deionized water and heated
up to 80 °C. Then the hot Na2MoO4·2H2O solution was added drop by drop to the
hot Zn(NO3)3·6H2O solution at stirring. The obtained solution was kept at room
temperature without any stirring or shaking.

Second synthesis:

Sodium molybdate (Na2MoO4·2H2O) 3.226 g and zinc acetate (Zn(CH3COO)2,
Zn(OAc)2) 2.926 g were used as raw materials for this synthesis. The reaction
conditions were similar to the first synthesis.

The samples synthesized by co-precipitation method were washed 5 times by
500 ml deionized water and dried at 100 °C.

According to theX-ray diffraction data,NaZn2(MoO4)2OH·H2O is amain product
obtained by both these syntheses instead of ZnMoO4. In spite of numerous publica-
tions [1, 17, 21, 24] which show the formation of ZnMoO4 from sodium molybdate
in several publications [32, 33], the formation of NaZn2(MoO4)2OH·H2O as main
or impurity phase was determined.

The solid-state (SS) reaction was also used to synthesize ZnMoO4. ZnO and
MoO3 powders (1:1 molar ratio) were loaded into an agate mortar and grinded. The
obtained mixture was transferred into alumina crucible and calcined at 900 °C for
4 h. The prepared sample was named Zn-Mo-O_SS.

Characterization of the Samples

The phase composition of the prepared samples was determined using Bruker D8
Advance diffractometer equipped with Cu Kα (λ = 0.15406 nm) X-ray source. The
average crystalline sizes (L(hkl), nm) were calculated according to the broadening of
the reflex by the Scherrer formula.
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To analyze the sample’s composition and their morphology, scanning electron
microscope (SEM JSM6490 LV, JEOL, Japan) with an integrated system for elec-
tron microprobe analysis INCA energy based on energy-dispersive and wavelength-
dispersive spectrometers (EDS + WDS, OXFORD, UK) with HKL channel system
was used.

Transmission electron microscopy (TEM) for the obtained materials was carried
out on transmission electron microscope JEM-1200 EX (JEOL, Japan).

The nitrogen adsorption isotherms at −196 °C were obtained on a Quantachrome
NOVA-220e Gas Sorption Analyzer. Specific surface area SBET was estimated using
the BET equation [34].

The H2-TPR (temperature programmed reduction) analysis was carried out on
H2-Ar atmosphere (H2:Ar = 1:1) in the temperature range of 30–800 °C at heating
rate 5 °C/min, and volume rate of the mixture was equal to 80 ml/min. The sample
weight was 50 mg, scales sensitivity was −3.4 × 10–5 g, and rate registration of data
was −10 point/min. The scheme of the used device was published early in [35].

3 Results and Discussion

XRD

XRDpatterns of the initialmixture of ZnO (JCPDS00-080-0075) andMoO3 (JCPDS
00-005-0508) are shown in Fig. 1a. Despite the fact that the ZnO to MoO3 molar
ratio was 1:1, the reflexes for MoO3 were more intensive than for ZnO.

X-ray diffractogram of Zn-Mo-O_5_100 (Fig. 1b) shows an appearance of new
weak reflections corresponded to ZnMoO4·0.8H2O phase (JCPDS 00-025-1025). An
increase of treatment time up to 10 min (sample Zn-Mo-O_10_100) leads to a signif-
icant increase of ZnMoO4·0.8H2O reflections intensity and disappearance of MoO3

reflections.X-ray diffraction patterns of the Zn-Mo-O_20_100 sample (Fig. 1d) show
the total disappearance of the reflections corresponding toMoO3, and only reflections
of ZnMoO4·0.8H2O are presented in diffractogram. This fact indicates the formation
of ZnMoO4·0.8H2O phase after this time treatment. An increase of treatment time
up to 40 and 60 min (the samples Zn-Mo-O_40_100 and Zn-Mo-O_60_100) does
not lead to the appearance of new reflections, and only ZnMoO4·0.8H2O phase was
observed. The change of the structural parameters of the formed ZnMoO4·0.8H2O
phase in dependence on the time treatment is demonstrated in Table 1. The large
crystallites are formed at the beginning of the synthesis. The increase of treatment
time from 5 up to 40 min leads to a decrease of particles size from 42 to 24 nm and is
accompanied by the gradual change of the ratio of (010)/(100) reflections intensity
of ZnMoO4·0.8H2O. Further increase of time treatment from 40 up to 60 min does
not affect particles size, which remains practically the same (Table 1), but the strong
increase of (010) reflection intensity at 2� = 13.2° was observed (Table 1). These
facts can indicate that after ZnMoO4·0.8H2O phase formation on the first step of
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Fig. 1 X-ray diffractograms of the samples: a the initial mixture of ZnO and MoO3, b Zn-Mo-
O_5_100; c Zn-Mo-O_10_100; d Zn-Mo-O_20_100; e Zn-Mo-O_40_100, f Zn-Mo-O_60_100.
O–MoO3, �—ZnO, �—α-ZnMoO4
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Table 1 Structural characteristics of the ZnMoO4·0.8H2O (XRD data)

Sample I010/I100 Average crystalline size
L010, nm

ZnMoO4·0.8H2O(JCPDS 00-025-1025) 1 –

Zn-Mo-O_5_100 1.21 42

Zn-Mo-O_10_100 1.60 37

Zn-Mo-O_20_100 2.12 32

Zn-Mo-O_40_100 2.17 24

Zn-Mo-O_60_100 8.77 25

UST, the further treatment leads to anisotropic destruction or oriented growth of this
phase crystallites.

The XRD data of the samples synthesized by UST followed by the temperature
treatment at 300 °C in air for 3 h are presented in Fig. 2. These results show that the
temperature treatment of the samples leads to the transformation of ZnMoO4·0.8H2O
to α-ZnMoO4 (JCPDS No 00-035-0765). In the same time, an increase of temper-
ature treatment of the samples does not accompanied by reaction between initial
reagents what can be confirmed by the presence of MoO3 reflexes after 10 min of
UST (Figs. 1 and 2). The preferable orientation of the α-ZnMoO4 nanocrystals [the
samples have two most intense reflections (Fig. 2c–f)] determined by its presence in
synthesized ZnMoO4·0.8H2O phase rests and the difference with α-ZnMoO4 which
was synthesized by the SS method (Fig. 2a) can be observed. The α-ZnMoO4 phase
synthesized by the SS method (Fig. 2a) has a larger number of reflections with high
intensity, while the samples prepared by the USTmethod demonstrate only two high
intensity reflections which correspond to (−220) and (120) planes (Fig. 2d–f). It is
necessary to note that α-ZnMoO4 synthesized by the SS method has larger average
crystal size (102 nm) than α-ZnMoO4 synthesized by the UST method where the
formation of the nanocrystals with dimension about 35 nm was observed (Table 2).

SEM and EDS Data

In accordance with the data of XRD analysis, the formation of practically pure
phase ZnMoO4·0.8H2O was observed after 20 min of UST. The results presented
in Fig. 3 demonstrate the change of samples morphology after UST for 20, 40 and
60 min. Materials consisting of nano-filamentary structures are formed (sample Zn-
Mo-O_20_100, Figs. 3a and 4). The cross section of the filaments is near 100 nm,
and their length is more than 200 μm. The interwoven nano-filamentary structures
form a secondary structure in the form of a fabric. A sufficient number of publica-
tions in which SEM images demonstrate the morphology of ZnMoO4·0.8H2O and
α-ZnMoO4 in the form of plate-like or rhombus-like [3, 4, 23, 26], needle-like or
rod-like [3, 4, 10, 16, 23, 26, 29, 30] and a flower-like structure [2, 7] are known.
However, we have not found literary data about the formation of the particles with the
morphology similar to long nano-filamentary structures tending to weaving. There-
fore, these results are in accordance with XRD data which demonstrate the formation
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Fig. 2 X-ray diffractograms of the samples: a Zn_Mo_O_SS, b Zn-Mo-O_5_300, c Zn-
Mo-O_10_300, d Zn-Mo-O_20_300, e Zn-Mo-O_40_300, f Zn-Mo-O_60_300. *α-ZnMoO4,
o–MoO3
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Table 2 Structural
characteristics of the
α-ZnMoO4 (XRD data)

Sample I−220/I120 L−220, nm

JCPDS 00-035-0765 1.1 –

Zn-Mo-O_SS 1.2 102

Zn-Mo-O_5_300 1.2 46

Zn-Mo-O_10_300 1.2 41

Zn-Mo-O_20_300 1.2 38

Zn-Mo-O_40_300 1.2 35

Zn-Mo-O_60_200 1.8 35

Fig. 3 SEM images of the ZnMoO4·0.8H2O prepared by US treatment a Zn-Mo-O_20_100, b Zn-
Mo-O_40_100 ta c Zn-Mo-O_60_100

Fig. 4 SEM images of the Zn-Mo-O_20_100 (Fig. 3a) at high resolution with EDX (Atomic %)

of ZnMoO4·0.8H2O preferably oriented in two planes. At the same time, the data of
EDX analysis (Fig. 4) show the excess of molybdenum on these filaments which can
testify that the process of ZnMoO4·0.8H2O phase formation is not finished after this
time treatment.

The increase of time treatment up to 40 and 60min leads to partial compressing of
long filamentary structures (Fig. 3b, c). The existence of compacting rod-like nano-
structures which preferably oriented about one plane was observed at high resolution
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(Fig. 5a). These results are in a good agreement with the XRD data (Fig. 1 and
Table 1). It is necessary to note that for this sample the uniform elements distribution
(EDX analysis) was observed. So, it is possible to conclude that the process of
ZnMoO4·0.8H2O phase formation was finished after 60 min treatment.

The thermal treatment (300 °C) of synthesized ZnMoO4·0.8H2O phase does not
lead to the change of the samplemorphology (Fig. 5a, b). The same rod-like structures
of α-ZnMoO4 are formed (Fig. 5b), however with an increase of their cross section
what correspond to preferably orientation to two planes (Fig. 2 and Table 2). The
uniform distribution of elements was determined also.

In contrast to this, a-ZnMoO4 obtained by solid-state reaction demonstrates
non-uniform distribution of the elements (Fig. 6). This fact could be explained by
partial sublimation of molybdenum oxide before its melting and beginning ZnMoO4

synthesis. It is necessary to note that it [6] was reported that the sample synthesized
by SS method has the small amount of impurity phases Mo4O11, ZnO detected by
XRD analysis.

Fig. 5 SEM images of samples at high resolution: a Zn-Mo-O_60_100 and d Zn-Mo-O_60_300

Fig. 6 SEM images of the ZnMoO4 prepared by solid-state reaction with EDX (Atomic %)
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Fig. 7 TEM images of initial oxides a MoO3 and b ZnO

TEM

The TEM images of the initial oxides ZnO and MoO3 are presented in Fig. 7a, b,
respectively. It is possible to observe the presence of large compressed particles of
MoO3 and small loose structure particles of ZnO. This fact can explain the presence
of high intensity peaks of molybdenum oxide and lower intensity of the peaks of
zinc oxide in XRD pattern of the initial mixture (Fig. 1a). After 20 min of UST (Zn-
Mo-O_20_100), complete disappearance of the particles characteristic for the initial
oxides and formation of new rod-like structure particles were observed (Fig. 8a).
Generally, TEM data are in a good agreement with XRD and SEM results demon-
strating the transformation of initial oxides to newcompoundZnMoO4·0.8H2Ophase
as the result of their ultrasound treatments.

The TEM data for the α-ZnMoO4 phase formed after temperature treatment (Zn-
Mo-O_60_300, Fig. 8b) and not containing crystallization water demonstrate that
rod-like particles (Fig. 5b) consist the long needle-like nanocrystals of this phase.

Fig. 8 TEM images of a Zn-Mo-O_20_100 and b Zn-Mo-O_60_300
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Fig. 9 Nitrogen
ad(de)sorption isotherms
(77 K) for the ZnMoO4_SS
and Zn-Mo-O_20_300

Specific Surface Area

The data of nitrogen ad(de)sorption (Fig. 9) show that α-ZnMoO4 obtained by
solid-state reaction is characterized by a low specific surface area (SBET near to
0,7 m2 g−1). In the same time, the samples prepared by ultrasound method have
higher specific surface area (10–13m2 g−1) than Zn-Mo-O_SS sample. For example,
Fig. 9 presented ad(de)sorption isotherms obtained for Zn-Mo-O_20_300 (SBET =
11 m2g−1) possessing hysteresis loop in a wide area of relative nitrogen pressure
which indicate the presence of mesopores with different sizes.

H2-TPR

The data of H2-TPR and corresponding thermogravimetric profiles of Zn-Mo-
O_20_100 sample containing ZnMoO4·0.8H2O phase (see above) are shown in
Fig. 10. These curves can be conditionally divided into four regions, each of which
contains one derivative peak. The observed weight loss is equal to 1.8; 4.0; 9.3 and
47.1% for each section, correspondingly. The first two effects with maximum of
weight loss at T1 = 105 °C and T2 = 225 °C can be connected with two steps
desorption of crystallization water (5.8% which is close to the theoretical value
equal to 6.0 wt%) and formation of the ZnMoO4 phase which is in a well agree-
ment with the presented results. In the same time, the obtained results show that the
ZnMoO4·0.8H2O phase contains two different forms of crystallization water. First
form of crystallizationwater is removed between 20 and 140 °C and can be renewable
at the sample cooling (confirmed experimentally). The second form of crystallization
water is removed irreversibly in the range of 140–280 °C, and this process leads to the
formation of α-ZnMoO4 what corresponds to XRD data. The increase of the temper-
ature treatment of the Zn-Mo-O_20_100 sample is accompanied by the next weight
loss (9.3%) and an appearance of the third maximum at 432 °C. This effect can be
connected with decomposition of α-ZnMoO4 and formation of new phases as shown
in reaction (1) in accordance with [36]. The part of the formedMoO3 can be reduced
to MoO2 in accordance with the reaction (2) [37, 38] (weight loss is equal to 8.3%)
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Fig. 10 Thermogravimetric profile and relative derivative curve for Zn-Mo-O_20_100 H2-TPR
analysis

and partially evaporated. The last effect of weight loss (47.1%) with a maximum
at 750 °C can be associated with further decomposition of Zn3Mo2O9 and evapora-
tion of reduction products, since after H2-TPR Zn-Mo-O_20_100 (800 °C) the final
product presented the black powder demonstrated in XRD only MoO2 reflexes.

3ZnMoO4 → Zn3Mo2O9 + MoO3 (1)

MoO3 → MoO2 (2)

4 Conclusion

It was established that the nano-phase of ZnMoO4·0.8H2O can be synthesized by
simple ultrasoundmethod from themixture of the initial oxides as basic components.
The low-temperature treatment (300 °C) of this prepared product permits to obtain the
nanodispersed phase of α-ZnMoO4. The synthesized ZnMoO4·0.8H2O and ZnMoO4

have unique morphology long filamentous with secondary fabric-like structure and
demonstrate the higher specific surface area that the samples prepared by traditional
methods. As a result, a simple energy-saving and environmentally friendly synthesis
method was proposed.
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Ti-Implanted Nanoscale Layers
for the Chloramphenicol Photocatalytic
Decomposition

O. V. Sanzhak, D. V. Brazhnyk, V. V. Honcharov, and V. A. Zazhigalov

1 Introduction

Pollution of the environment is an acute problem today. At the same time, important
factors are not only emissions from transport and energetics, but also waste pollution
from various industries, including pharmaceuticals [1–6].

Photocatalysis is one of the effective solutions to this problem. In particular,
photocatalysts were used in the study of chloramphenicol utilization problems [7–
11]. Moreover, although catalysts with an active ingredient based on silver have
proven themselves well [12], the search for active compositions with cheaper compo-
nents is in progress. Titanium oxides can be considered promising in this regard
[3, 8, 9, 13, 14].

Due to a number of disadvantages of existing titanium (low activity in the visible
light, use in the form of a solution, etc. [15, 16]) one of themain issues is the structure
and composition of existing titanium photocatalysts.

Given the above, we can assume that the most optimal designs of photocatalysts
for operation under irradiation conditions will be supported systems [8, 17, 18]. In
addition, an important factor is the dimensionality of the structure. It is shown that
nanoscale structures achieve a significant effect in catalysis [7, 9, 11, 19, 20].

Therefore, to obtain effective photocatalysts, it is necessary to determine the
preparation technology and composition of the supported system.
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Supports from metallic foil have advantages compared with glass, ceramics, etc.
They are strong, stable in many environments, conduct heat well, and durable. In
addition, their plasticity allows to creating of catalysts of almost any shape.

As a method of synthesis supported catalysts, ion-plasma technologies have a
number of advantages [19, 21–23]. In particular, ionic implantation technology is
attractive for the treatment of catalytic carriers [24–26]. It permits to obtain a thin
surface layer active component due to its bombardment by target ionswith significant
energies. Due to the emission of surface atoms and mixing with implanted ions,
new compounds are formed and the surface layer of the sample is strengthened. In
contrast to the traditional applied layers, the obtainedmodified surface has significant
strength and heat resistance. Therefore, the structural properties of implants obtained
by implanting titanium ions in steel and aluminumwere studied. Some samples were
oxidized at different temperatures and investigated in the reaction of chloramphenicol
photodegradation.

2 The Experimental Part

The detail of synthesis technology of nanoscaled modified layers is described in
[19, 27]. Stainless steel foil (100 μm) and aluminum foil (50 μm) were treated
by titanium ions according to this method. The samples are marked: Ti/SS and
Ti/Al accordingly. After implantation, some of the samples were calcinated on air at
different temperatures (200, 300, 400, 500, 600 °C). Calcination time of the sample
at each temperature was equal to two hours.

Methods SEM (scanning electron microscopy) and EDXS (energy-dispersive X-
ray spectroscopy) were used to determine the qualitative and quantitative compo-
sition of the samples. The research was performed using scanning electron micro-
scope Tescan Vega3 LMU and an energy-dispersive X-ray microanalyzer (Oxford
Instruments Aztec ONE with X-MaxN20 detector) at the Center for Collective Use
“Laboratory of Materials Science of Intermetallic Compounds” at Lviv National
University named after Ivan Franko.

Scanning of the surface of the samples (sections) was carried out using an electron
beam (generated by a gun W-thermocathode) with a diameter of several nanometers
and accelerated voltage of ~25 kV. The maximum resolution reaches 30.0 Å at high
vacuum and voltage of 30 kV (increase ~1,000,000 times). The operating distance
from the gun to the sample in the SEMmethod varies from the required increase, for
sections ofmetal alloys is 15–20mm. Themicroscope is designed to study samples in
high and variable vacuum. At high vacuum (9.9–10–3 Pa), it is possible to investigate
conductive samples (typical alloys of intermetallics), partially conductive samples
(semiconductor alloys, films, crystals) or non-conductive samples (polymers, objects
of biological origin, etc.) with a sprayed layer of conductive coatings (such as carbon
or gold). Variable vacuum is more often used in the study of nano-objects with a
developed surface. The microscope is equipped with two detectors SE and BSE. In
the SE-detector mode (“secondary electrons”), the surface condition (topographic
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contrast) of the sample can be estimated, and in the BSE-detector mode (“reflected
secondary electrons”) phases can be identified based on the contrast by the average
atomic number (the phase with more electrons will be colored lighter than the phase
based on elements with a smaller sequence number). The range of quantitative deter-
mination of elements is from Be to Cf. The optimal working distance from the gun
to the sample in EDRS methods is 15–17 mm for conductive samples.

Arrays of experimental intensities and angles from the studied samples were
obtained on an automatic diffractometer STOE STADI P (manufactured by STOE&
Cie GmbH, Germany). It is equipped with a linear position-precision PSD detector
according to the scheme of modified Guine geometry and the method of passing
bending (CuKα1 radiation; concave Ge monochromator (111) of Johann type; range
of angles 2θ was 4.000 ≤ 2θ ≤ 99.985° with a step of 0.015° 2θ; step of the detector
was equal to 0.480° (2θ).

The detail of the samples study by SAXS and XPS methods was reported in [19,
27, 28]. The procedure of determination of elements distribution in surface layer by
XPS method was described in [27].

The photocatalytic properties of the samples in degradation of chloramphenicol
(50 threshold limit values (TLV)) was determined under visible and UV irradiation.
The study was carried out in a cylindrical reactor (9 cm diameter) with a wall-
placed 10 cm height sample (implantation on both sides of the foil) and immersed
thermostatically controlled radiation source. The source of radiation (high-pressure
mercury or sodium lamps were used) was placed in reactor center, which permits
to implement the investigation in both UV and visible range. The reaction products
were analyzed on a SelmiChrom-2 gas chromatograph equipped with a FID on a
stainless steel column (length 1 m, diameter 3 mm) filled with Porapak Q.

3 Results and Discussion

The data obtained by XRDmethod (Figs. 1 and 2) demonstrate the presence of (111)
(200) and (220) planes austenite reflexes (initial stainless steel) in diffractograms of
all synthesized samples with implanted titanium. This fact coincides with the results
obtained in the work [27].

A similar situation is observed for samples on aluminum foil (Figs. 3, and 4).
The lack of reflexes other than the original ones can be explained by the fact that

ionic implantation does not create distinct crystalline structures in the surface layer.
From the SEM data (cross section) [19, 27], it is known that the stainless steel

surface after titanium implantation has the new layer (thickness of this layer is near
to 80 nm).

The results of XPS study demonstrate the presence of titanium (target ions),
oxygen (from air), and nitrogen (from plasma of the ion source) in this nanolayer
[27] and the formation of amorphous titanium oxynitride and nitride of titanium in
this layer on stainless steel surface as result of titanium implantation. It was shown
[27] that treatment of this sample at 600 °C led to formation of titanium oxide in
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Fig. 1 Data of XRD analysis for initial SS foil, Ti/SS, and Ti/SS oxidized at 300 °C
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Fig. 2 data of XRD analysis for Ti/SS oxidized at 400, 500, and 600 °C
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Fig. 3 Data of XRD analysis for initial Al foil, Ti/Al, and Ti/Al oxidized at 200 °C
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Fig. 4 Data of XRD analysis for Ti/Al oxidized at 300, 400, and 500 °C
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this surface layer. The influence of other temperatures of the sample treatment on its
properties was not studied. Therefore, an elemental analysis and morphology of the
surface layer was performed using SEM and EDXS.

The results (Fig. 5) of the study of morphology (SEM) show that the treatment of
the steel sample with titanium ions leads to the severity of the relief. Smaller forma-
tions are smoothed, and larger ones are enlarged. After annealing of the samples, the
microgeometry changes again—there is a smoothing and averaging of defects. With
increasing of the treatment temperature, this effect increases.

On initial sample of aluminum foil (Fig. 6), the defects are visible in the form of
stripes, which is the result of production technology. After implantation of titanium,
as well as for steel foil, there is an expression of a relief, which is smoothed at
oxidation, leaving only technological strips.

The similarities in the behavior of implants on different media confirm the results
of EDXS.

EDXS analysis of aluminum-based implants (Fig. 7) shown in the original sample
only the components that must be according to the production technology. After
implantation, the amount of oxygen in the samples increases and nitrogen appears
which enters with the ion stream from the ion source plasma.

It is determined that after oxidation with a temperature of 500 °C (Fig. 7c) only
the ratio of nitrogen–oxygen changes in favor of the latter.

Similarly, the composition of the sample synthesized by processing steel foil is
changed (Fig. 8).

Fig. 5 Data of SEM investigation of initial steel SS (a), sample Ti/SS (b) and after its temperature
treatment under 300 °C (c) and 400 °C (d)
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Fig. 6 Data of SEM investigation of initial foil Al (a), sample Ti/Al (b), and after its temperature
treatment under 200 °C (c) and 300 °C (d)

The original sample (Fig. 8a) corresponds to the standard composition of the
components.

During processing, it receives oxygen (Fig. 8b), which the amount increases after
oxidation (Fig. 8c).

The obtained results of the samples investigation and the literature data [19, 27]
show the perspective of the study of the synthesized implants in the reaction of
chloramphenicol (CAP) decomposition (Fig. 9).

The obtained results of photocatalytic activity of implants with titanium ions
demonstrate that the chloramphenicol degradation at UV irradiation (all samples
were inactive in visible light irradiation) proceed with an offset toward the visible
range. Moreover, the magnitude of this shift depends on the exposure time of the
sample (Fig. 9). So, it is possible to suppose that photocatalytic activity of the cata-
lysts prepared by ionic implantation of titanium on stainless steel depend on surface
composition and morphology, which allows the selection of the appropriate catalyst.

4 Conclusions

The samples were synthesized on aluminum and steel carriers by ion implantation.
It is shown that there are no newly formed crystalline structures in the surface layer
of the support samples and this state is observed for oxidized carriers as well. The
formation of surface nanolayer of implanted titanium was established.
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Fig. 7 Data of EDXS analysis of initial foil Al (a), sample Ti/Al (b), and after its temperature
treatment under 500 °C (c)

It was found that the samples synthesized on stainless steel by ionic implanta-
tion change their morphology during oxidation in the same way as the samples on
aluminum foil. It is shown that the nature of changes in surface composition for
samples on different supports is similar. It was found that the implants show some
photocatalytic activity in the decomposition reaction of chloramphenicol.
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Fig. 8 Data of EDXS analysis of initial foil SS (a), initial sample Ti/SS (b), and after its temperature
treatment under 500 °C (c)

Thus, ionic implantation has significant potential as a technology for the
synthesis of photocatalysts, which is relevant for environmental catalysis, energetics,
pharmaceutical industry and more.
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Fig. 9 Photocatalytic
degradation of the
chloramphenicol on the
Ti/SS sample treated at
200 °C
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Impedance Spectroscopy
of NaBi(MoO4)2:Gd3+ Nanocrystals
in the Pores of an Opal Matrix

Bilal Abu Sal, Khalil J. Hamam, V. N. Moiseyenko, O. V. Ohiienko,
M. P. Derhachov, and D. O. Holochalov

1 Introduction and Background

The creation and study of the physical properties of new nanomaterials based on
synthetic opals and active dielectric crystals are of fundamental interest from the
point of view of the physics of low-dimensional systems. Such materials are 3D
periodic structures of nanocrystals of active dielectrics formed in the pores of the
opal matrix [1–3]. The unique physical properties of dielectric nanocrystals are due
to size effects, which are caused by the increasing role of the surface with a decrease
in size to less than 100 nm. In this case, the structure and properties of the surface of
nanocrystals are radically different from the properties in the bulk of the crystal due to
surface structural relaxation [4]. In [5], within the framework of the model of surface
tension in nanoparticles, it was found that the activation energy of ionic conductivity
decreases with decreasing nanoparticle size, while the conductivity increases. The
revealed theoretical regularities are confirmed by the results of measurements of the
temperature and size dependences of the conductivity of oxygen ions in nanograined
ceramics ZrO2:16% Y [6].

The aim of this work was to study the regularities of the temperature–frequency
dependence of the electrical conductivity of NaBi(MoO4)2:Gd3+ nanocrystals in the
pores of the opal matrix by impedance spectroscopy.

Single crystals of NaBi(MoO4)2 doped with rare-earth metal ions are promising
materials for solid lasers and require comprehensive study.The crystals are disordered
in the distribution of Na+ and Bi3+ ions in two non-equivalent type positions, while
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gadolinium ions Gd3+ occupy the position of bismuth [7]. Earlier, the study of the
total conductivity in alternating fields in bulk single crystals of NaBi(MoO4)2 was
carried out in [8], in which it was concluded the hopping mechanism of conductivity
in these materials.

2 Sample Preparation and Experimental Techniques

2.1 Synthetic Opals and Nanocomposite Based on Them

Original synthetic opals were grown by natural sedimentation of monodis-
perse SiO2 spheres synthesized by using the modified Stober technique [1, 9].
NaBi(MoO4)2:Gd3+ single crystal was grown by the Czochralski technique. The
filling of the pores of opal samples was carried out by their impregnation with a melt
of a single crystal (Tm = 1133 K) under the action of capillary forces [1]. The fact
of the melt entering the opal pores was recorded by the shift of the maximum of the
Bragg reflection band to the long-wavelength region.

2.2 X-ray Diffraction Patterns

XRD measurements on polycrystals powder of NaBi(MoO4)2:Gd3+ and composite
were carried out on aDRON-3 diffractometer using CuKα radiation (λ = 1.5418°A).

2.3 Raman Spectra

Raman spectrawere recorded in reflection geometry using aLabRamHR800 confocal
Ramanmicroscope (HORIBAScientific, JobinYvon).Raman spectraweremeasured
at various points of the (111) surface of the samples at room temperature after
removing the remnants of the melt from the surface by grinding it.

2.4 Impedance Measurements

The powder of the composite was compressed into circular pellets (10 mm diameter
and 1 mm thickness) under 10 tons (1 MPa) using a hydraulic press at room temper-
ature. Both faces of the pellets were silvered to reduce possible surface current and
achieved a good conductivity. Finally, pellets were sandwiched between two parallel
electrodes to carry out measurements. The real and imaginary components of the
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complex impedance as well as the phase shift were measured in the frequency range
from 1 Hz to 1 MHz and temperature range from 290 to 390 K using Solartron-1260
Impedance/Gain Phase Analyzer with 1294 Dielectric Interface, UK. The applied
voltage signal has an amplitude of 0.2 V with an accuracy of 0.1%. The real and
imaginary components of the complex impedance as well as the phase shift were
measured in the frequency range from 1 Hz to 1 MHz and temperature range from
363 to 473 K using LCRmeter from Hioki. The applied voltage signal had an ampli-
tude of 0.5 V. The temperature dependence measurements were measured inside an
oven, under ambient atmospheric conditions.

3 Characterization of the Opal-NaBi(MoO4)2:Gd3+

Nanocomposite

3.1 X-ray Diffractograms

X-ray diffractograms (XRD) of opal-NaBi(MoO4)2:Gd3+ nanocomposite and poly-
crystalline powder of NaBi(MoO4)2:Gd3+ were measured (as shown in Fig. 1).

The comparison of X-ray bands of opal-NaBi(MoO4)2:Gd3+ nanocomposite and
polycrystalline powder of NaBi(MoO4)2:Gd3+ is given in Table 1.

As can be seen from the table, the angular positions of the diffraction maxima
for the opal-NaBi(MoO4)2:Gd3+ nanocomposite coincide with the data for the bulk

Fig. 1 X-ray diffraction patterns
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Table 1 X-ray diffraction bands

NaBi(MoO4)2:Gd3+ crystal opal-NaBi(MoO4)2:Gd3+

2� (°) Intensity (arb.
units)

2� (°) Intensity (arb.
units)

28.4 2925.3 28.3 1414.8

31.3 1719.1 31.2 349.1

34.9 602.1 34.8 430.2

40.8 172.7

41.3 227.1 41.2 133.8

49.8 1156.4 49.7 500.4

48.1 246.8

52.3 371.6

52.5 459.8 52.5 204.5

58.0 1439.6 58.1 280.8

63.0 945.5 62.9 434.5

64.8 517.5 64.8 146.7

71.5 1457.5

80.5 106.5

monocrystal within the measurement accuracy (±0.1 (°)). However, the intensities
and half-widths of the reflexes differ. It is known that a decrease in the size of
crystallites causes broadening of diffraction lines and that the integral width of the
diffraction line profile is inversely proportional to the size of crystallites in the sample.
Thus, broader diffraction peaks in the nanocomposite may indicate the presence of
a nanocrystalline phase in the sample opal-NaBi(MoO4)2:Gd3+.

3.2 Raman Spectra

Raman spectra of NaBi(MoO4)2:Gd3+ nanocrystals in the pores of the opal matrix
weremeasured in various points on the (111) surface of the composite sample (Fig. 2).
The spectra had resonant and outwardly similar to the spectra of single crystals. The
broadening of the lines in the low-frequency region, as indicated earlier, is associated
with the disordering of Na+ and Bi3+ ions in the crystal sublattice [10].

After subtracting the wing of the scattered light of the exciting radiation, the
measured spectra were decomposed into spectral components. The results of the
decomposition of the spectra into spectral components are shown in Fig. 3. The
table shows the results of comparing a number of frequencies of the observed bands
(Table 2).

Comparison of the spectral components frequencies in the Raman spectra of
the opal-NaBi(MoO4)2:Gd3+ nanocomposite and NaBi(MoO4)2:Gd3+ single crystals
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Fig. 2 Raman spectra ofNaBi(MoO4)2:Gd3+ nanocrystals in the pores of the opalmatrix,measured
from different points of the (111) surface of the nanocomposite sample

Fig. 3 Result of decomposition of the Raman spectra of NaBi(MoO4)2:Gd3+ nanocrystals in the
pores of the opal matrix into spectral components
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Table 2 Frequencies (cm−1)
of the bands in the
opal—NaBi(MoO4)2
nanocomposite Raman
spectrum

Nanocrystals in the opal matrix pores Monocrystal [10]

45 X(ZZ)Y

86 84 X(ZZ)Y

112 110 X(ZZ)Y

130 136 X(ZZ)Y

153 143 Z(XX)Y

174 X(ZZ)Y

195 195 Z(YX)Y

227 236 Z(XZ)Y

278 X(ZZ)Y

287 283 Z(YZ)Y

313 X(ZZ)Y

322 X(ZZ)Y

354 366 X(ZZ)Y

375 370 Z(YX)Y

381 397 X(ZZ)Y

412 410 Z(XX)Y

476 X(ZZ)Y

568 X(ZZ)Y

645 681 Z(XZ)Y

758 749 Z(XZ)Y

779 778 Z(YX)Y

803 X(ZZ)Y

855 860 X(ZZ)Y

875 876 X(ZZ)Y

911 X(ZZ)Y

925 925 Z(YX)Y

957 X(ZZ)Y

[10] revealed differences: frequencies in the spectrum of a single crystal 143, 236,
366, 397, 681 cm−1 correspond to frequencies in the spectrum of nanocrystals in the
opal matrix pores 153, 227, 354, 381 and 645 cm−1. These changes can indirectly
indicate a change in the lattice parameters and bond lengths on the surface and in the
bulk of nanocrystals in the pores of the opal matrix.
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4 Impedance Spectroscopy of Opal-NaBi(MoO4)2:Gd3+

Nanocomposite

Impedance hodographs (Nyquist plots) for nanocomposite are shown in Figs. 4 and
7. The temperature dependence measurements of impedance from 290 to 390 K are
shown in Fig. 4a, b.

Samples were heated and then cooled in one cycle, and the measured impedance
was recorded as shown in Fig. 4a, b. Impedance hodographs (Nyquist plots) for
nanocomposite were undeformed semicircles. The semicircle centers were below
the abscissa, which indicates a deviation from the ideal Debye behavior and is a
characteristic of ionic conductors. Figure 4a shows that the bulk resistance of the
material is increasing as the temperature increases, which is most probably due to
the releasing of moisture from the material, while the impedance spectra (Nyquist
plots) as shown in Fig. 4b indicate the semiconducting behavior of the material (the
decreases of the bulk resistance of the material). The bulk conductivity was given by
σ b = t/RA, where A is the area of the electrodes, t is the thickness of the sample, and

Fig. 4 Sample measured
under increased temperature
(a); sample measured when
the temperature decreased
(b)
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Fig. 5 Bulk conductivity as a function of temperature

R is the bulk resistance (determine from the diameter of the semicircle). Figure 5
shows that bulk conductivity (σ b) has a temperature-independent activation energy
and can be described by an Arrhenius equation as follows:

σb = σ0 exp

( −Eb

KRT

)

where σ o is the pre-exponent factor, Eb is the activation energy, T is the absolute
temperature, and kB is Boltzmann constant (8.61 × 10−5 eV K−1). The calculated
value of the bulk activation energy is Eb = 0.17 eV.

The type of conduction mechanism in the material can be determined by studying
the frequency-dependent conductivity (σ ac). σ ac is usually expressed within the
framework of the universal power lawby Jonscher’s power law (JPL)σ ac =Aωn [11],
where A is a temperature-dependent parameter and n is the exponent factor. Figure 6
shows the temperature dependence of the exponent factor (n), where n is decreasing
as the temperature increases. Such behavior of n was observed in many materials
such as lithium phosphate glasses [12], silver phosphate glasses [13] and ceramic
composites such as barium strontium titanate [14] and organic semiconductingmate-
rials as well [15]. The exponent factor behavior (decreases as temperature increases)
and its recorded values (n < 1) make the correlated barrier hopping (CBH) model
as proposed by Elliot [16] to be the most suitable model to describe the conduction
mechanism inside of our present material. In CBH model, the charge carriers are
assumed to hop between site pairs over the potential barrier separating them.
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Fig. 6 Exponent factor of AC conductivity

Fig. 7 Nyquist plot of real and imaginary parts of our material

The temperature dependence measurements of impedance from 363 to 473 K are
shown in Fig. 7:

Figure 7 shows the Nyquist plot of the nanocomposite material under temperature
range from 363 to 473 K. As observed from Fig. 7, it shows that the bulk resistance
of the material does not have a specific trend which could be probably due to the
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Fig. 8 Bulk conductivity as a function of temperature

desorption of oxygen and moisture from the material. At high temperature, the mate-
rial tends to lose the semicircle behavior and a parallel line to the vertical line and
shows the insulator behavior rather than a semiconducting property. In Fig. 8 shows
the temperature dependence of bulk conductivity (σb) in the temperature range from
363K to 473K,which can also be described by theArrhenius equation. The calculated
value of the bulk activation energy is Eb = 0.213 eV (Fig. 8).

The obtained values of the activation energy of motion are the characteristics of
superionic conductors. The type of conduction mechanism in the material can be
determined by studying the frequency-dependent conductivity (σ ac). σ ac is usually
expressed within the framework of the universal power law by Jonscher’s power
law (JPL) σ ac = A ωn [11], where A is a temperature-dependent parameter and n
is the exponent factor. Figure 9 shows the temperature dependence of the exponent
factor (n) at frequency higher than 104 Hz, where n is decreases as the temperature
increases.

The theoretical dependence of the ionic conductivity was calculated using the
formula from Glinchuk et al. [5], assuming that the main contribution to the
conductivity is made by Na+ ions as follows:

I0
A

≈ exp

(
E0

kT

)
sinh

(
2αV

R0kT

)

The following values were used as the initial parameters: E0 = 1.2 eV [8], the
volume of the sodium ion V = 3.94 × 10−3 nm3. A comparison of theory with
experiment and the selected values of the surface tension coefficientα and the average
radius of the nanocrystal R0 are shown in Fig. 10.
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Fig. 9 exponent factor of ac conductivity

Fig. 10 Comparison of
theory with experiment for
the temperature dependence
of the ionic conductivity of
the opal-NaBi(MoO4)2:Gd3+

nanocomposite: R0 =
3.72 nm (a) and R0 =
4.43 nm (b)
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As can be seen from Fig. 10a, b, the experimental points are in good agreement
with the theoretical dependences in different temperature ranges. The thus obtained
values of the nanocrystal sizes R0 ≈ 4 nm confirm the hypothesis that nanocrystal-
lization occurs on the surface of globules, which has its own substructure of the same
scale, the details of which are the centers of nanocrystallization.

Figure 11a, b shows the frequency dependences of the real and imaginary compo-
nents of the impedance for different temperatures in the range 323–423 K. This is
due to the fact that the contribution to the polarization with increasing frequency
is made by the lighter O2− ions, due to the non-stoichiometry of the crystals with
respect to Mo, and other light ions of uncontrollable impurities concentrated on the
nanocrystals surface.

Figure 12 shows the frequency dependence of the sample capacity for different
temperatures in the range 323–423 K.

Fig. 11 Dependences of the
real (a) and imaginary
(b) components of the
impedance for different
temperatures in the range
323–423 K
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Fig. 12 Dependence of
sample capacity for different
temperatures in the range of
323–423 K

The average dielectric constant is 100 at 1 MHz, which is considered as high
dielectric constant. The high values of the low-frequency dielectric constant of the
NaBi(MoO4)2 crystals indicate a significant contribution to its value of the polariz-
ability of Na+ andO2− ions, which is associatedwith their hopping over defects in the
Na–Bi sublattice. The contribution of the electronic polarizability in these crystals is
small and amounts to ε∞ ≈ 5 for λ = 706 nm [8]. Figure 12 shows that capacitance
is independent from frequency. These results revealed an insulating behavior.

5 Conclusions

Measurements performed confirm the hopping mechanism of conductivity in the
nanocomposite. The results obtained suggest that the conductivity in the nanocom-
posite is mainly ionic and is due to themigration, which includes alternating jumps of
Na+ cations (main contribution to conductivity) and oxygen ions (O2−). In this case,
one cannot exclude an additional electronic contribution to the conductivity due to
the electron hopping in the impurity band [17]. The value of the activation energy of
conduction (≈0.2 eV) obtained from the dependence σ (T ) differs markedly from the
corresponding value in the bulk of a single crystal (1.2 eV) [8]. The result obtained
indicates the dependence of the activation energy on the particle size and correlates
well with the results of calculating this dependence for particles ≤40 nm at different
values of the surface tension coefficient α [5]. It should also be noted that, in the case
of nanocrystals in opal pores, the conductivity is predominant of a surface nature. In
this case, the structure and properties of the surface of nanocrystals differ from the
properties in the bulk of the crystal by a large number of defects and the effect of
surface tension on the value of energy barriers to ion diffusion and, accordingly, the
activation energy of conduction [5].



130 B. A. Sal et al.

Acknowledgements Special thanks to Deutsche Forschung gemeinschaft for the grant which
offered one of us to use the Raman in Technische Universität Chemnitz, Institute of Chemistry.

References

1. Moiseienko V, Derhachov M, Abu Sal B, Holze R, Brynza M (2017) Nanocomposites on the
base of synthetic opals and nanocrystalline phases of Bi-containing active dielectrics. Springer
Proc Phys 50(195):661–674

2. Derhachov M, Moiseienko V, Kutseva N, Abu Sal B, Holze R, Pliaka S, Yevchyk A (2018)
Structure, optical and electric properties of opal-bismuth silicate nanocomposites. Acta Phys
Pol A 133(4):847–850

3. Derhachov M, Moiseienko V, Kutseva N, Abu Sal B, Holze R (2019) Fabrication and
characterization of crystalline Bi2TeO5–Bi4Si3O12–SiO2 nanocomposite. Eur Phys J Plus 134

4. Boyko YI, Korshak VF (2015) Poverkhnostnaya strukturnaya relaksatsiya i plastichnost’
nanokristallov. VANT 5(99):77–80

5. Glinchuk MD, Bykov PI, Khilcher B (2006) Osobennosti ionnoy provodimosti kisloroda v
oksidnoy nanokeramike. Fizika tverdogo tela 48(11):2079–2084

6. Kosacki I, Anderson H (2000) Ionics 6:294
7. RyadunAA, NadolinnyyVA, Tsydypova BN, PavlyukAA (2015) EPR i fotolyuminestsentsiya

kristallovNaBi(MoO4)2, aktivirovannykh ionami gadoliniya. Fizika tverdogo tela 57(6):1168–
1171

8. Koleschnichenko KA, Korkin SG, Kudzin AY, Stolpakova TM, Gontarenko YV (1991)
Pryzhkovaya provodimost’ v kristallakh. Fizika tverdogo tela 33(3):751–754

9. Stöber W, Fink A, Bohn E (1968) Controlled growth of monodisperse silica spheres in the
micron size range. J Colloid Interface Sci 26(2):62–69

10. Moiseyenko VN, Bogatirjov YI, Jeryemenko AM et al (2000) Raman spectra of acoustooptic
NaBi(MoO4)2. J Raman Spectroscopy 31:539–541

11. Jonscher AK (1999) Dielectric relaxation in solids. J Phys D Appl Phys 32.https://doi.org/10.
1088/0022-3727/32/14/201

12. Hamam KJ, Salman F (2019) Dielectric constant and electrical study of solid-state electrolyte
lithium phosphate glasses. Appl Phys A 125.https://doi.org/10.1007/s00339-019-2868-2

13. Cutroni M, Mandanici A, Mustarelli P, Tomasi C, Federico M (2002) Ionic conduction and
dynamical regimes in silver phosphate glasses. J Non Cryst Solids 307–310. https://doi.org/
10.1016/S0022-3093(02)01561-2

14. Saif AA, Poopalan P (2011) Correlation between the chemical composition and the conduction
mechanism of barium strontium titanate thin films. J Alloys Compd 509:7210–7215. https://
doi.org/10.1016/j.jallcom.2011.04.068

15. Hamam KJ, Mezei G, Khattari Z (2019) Temperature and frequency effect on the electrical
properties of bulk nickel phthalocyanine octacarboxylic acid (Ni-Pc(COOH)8). Appl Phys A
125:7. https://doi.org/10.1007/s00339-018-2147-7

16. Elliott SR (1987) A.c. conduction in amorphous chalcogenide and pnictide semiconductors.
Adv Phys 36:135–217. https://doi.org/10.1080/00018738700101971

17. Milnes AG (1973) Deep impurities in semiconductors. JohnWiley& Sons, NewYork, London,
Sydney, Toronto

https://doi.org/10.1088/0022-3727/32/14/201
https://doi.org/10.1007/s00339-019-2868-2
https://doi.org/10.1016/S0022-3093(02)01561-2
https://doi.org/10.1016/j.jallcom.2011.04.068
https://doi.org/10.1007/s00339-018-2147-7
https://doi.org/10.1080/00018738700101971


The Practical and Industrial Significance
of Magnetic Materials Based on NiFe2O4.
A Review

Iryna Ivanenko and Serhii Lesik

1 Introduction to Nickel Ferrites

Well-known spinels of nickel ferrites were first synthesized a long time ago. The first
reliable mentioning of nickel ferrites dates back to [1]. Until the 1990s, only a few
scientific papers on this material had been published. However, the great develop-
ment of science has significantly increased the potential application of nickel ferrites
spinels, and therefore, more and more scientists are involved in this area of investiga-
tion every year. A graphical representation of the publication numbers is presented
in Fig. 1.

Nickel ferrites have a large number of favorable properties that distinguish
this material from others. These properties include: high electrical resistance,
low hysteresis losses, high permeability at high frequencies, chemical stability,
mechanical stability and hardness, low dielectric losses, and the most important
characteristics is their reasonable cost.

Due to its high characteristics, this material has been used in many applications in
various fields, such as catalysis, electronic media, water treatment, energy, telecom-
munications, protective nanocoatings [3], medicine, biotechnology, magnetic fluids
[4], and sensors [2, 5, 6].
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Fig. 1 Number of publications on nickel ferrites in the years 1960–2019 [2]

2 Brief Description of Nickel Ferrites and Methods of Their
Obtaining

Nickel ferrites were called the spinels because of their original structure coming from
the natural mineral MgAl2O4, named spinels, and, in general, they have a formula
AB2O4. It also should be underlined that nickel ferrites are unordinary spinels. They
are inverse spinels. A typical structure of normal spinel can be seen in Fig. 2a, thanks
to our colleagues for the source [5] and (Fig. 2b) for the source [7].

In the spinel ferrites, the oxygen anions are arranged in a cubic close-packed lattice
and the cations of Me and Fe occupy two different crystallographic sites, namely, the
tetrahedral (A) and the octahedral (B) sites. The cubic unit cell consists of 56 atoms,

Fig. 2 Typical structure of the spinel (AB2O4) [5, 7]
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Fig. 3 Unit cell structure of a a normal spinel ferrite, and b an inverse spinel ferrite [10]

32 oxygen anions, and 24 cations, 8 of which occupy tetrahedral sites and the other
16 ones are located at the octahedral sites [7–9].

In a normal spinel, Me ions are located in the tetrahedron, while Fe3+ ions are
in the octahedron. In inverse spinels, the opposite situation is observed, when Fe3+

ions are located in the tetrahedron, and Me and Fe3+ ions are evenly distributed in
the octahedron. The visualized structure is presented in Fig. 3.

High electrical andmagnetic properties ofNiFe2O4 depend on the nature, charges,
and distribution of metal ions. However, NiFe2O4 exhibits ferromagnetism, which
causes themagneticmoment of the antiparallel spins between the Fe3+ ions onA-sites
and the Ni2+ on B-sites [10].

There are many different methods of the nickel ferrites spinels synthesis. In
chronological order, the first of the methods is: the hydrothermal [11], the arc
image furnace [12], the mechanical activation [13], the ball milling [14], the self-
propagating high-temperature synthesis [15], the high-energy mechanical milling
[16], the sol–gel using polyacrylic acid [17], the co-precipitation [18], the spin spray
ferrite plating [19], the micro-emulsion [20], the precursor approach with ultra-
sound radiation [21], the sol–gel based on vacuum sublimation (2007) [22], the
melt-injection-decomposition (2018) [23], and others.

Let us consider the main of them: the sol–gel method [3, 24–30], the combus-
tion under the action of microwave radiation [31], the hydrothermal [32], the
co-precipitation [17, 33, 34], the electrodeposition [35].

2.1 Sol–gel Method

Traditionally, the essence of the method constitutes the preparation of nitrates solu-
tion (Ni2+ and Fe3+) in a ratio of 1:2. The nitrate salts of the corresponding metals,
being natural minerals, are widely used, due to their easy accessibility, and a high
degree of dissolution in water. Polyvinyl alcohol [24], glycolic acid [25], citric acid
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[26], and others usually are usually used for the formation of the gel. A typical
diagram is shown in Fig. 4 [23].

The final solution is dehydrated by stirring for 2 h, and the resulting gel is
calcined at different temperatures. During the calcination, nickel ferrites are formed
through the ash stage. As a result of this synthesis, some dependence of the main
characteristics was discovered. They are presented in Fig. 5 and Table 1.

As far as the above-mentioned dependencies are concerned, with the increasing
of calcination temperature, both the size of the obtained nanoparticles and the degree
of their magnetic saturation rise.

Fig. 4 Block diagram of Pechini sol–gel technique adopted by Hcini et al. for the synthesis of
Ni-Co and Mg-Co ferrites [23]
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Fig. 5 Magnetic hysteresis
loops at 300 K for NiFe2O4
samples with different sizes
[24]

Table 1 Particle size of NiFe2O4 samples annealed at different temperatures [24]

T, K 673 773 823 1073 1373

D, nm 12 21 24 46 114

It should be emphasized, that the sol–gel method has a number of advantages over
other methods, namely the purity of the product, chemical homogeneity, the ability
to obtain nanoparticles with predetermined sizes, etc.

2.2 Combustion Under the Influence of Microwave Radiation

As it was mentioned in the previous method, the solution of nitrates Ni2+ and Fe3+

in a ratio of 1:2 is prepared. In addition, trisodium citrate (in the concentration of
0.2 M) is added to the mixture, as a fuel for combustion. The following mixture is
evaporated at the temperature of 80 °C. The evaporated mixture is adjusted to pH 13
with the help of sodium hydroxide and placed under microwave radiation (2.45 GHz,
700 W) for 30 min. The resulting mixture is burned and ground [31].

The EDX spectrum is shown in Fig. 6. According to the obtained spectrum, the
calculated ratio of Ni:Fe is 16.48%:31.13%, which is close to the stoichiometry [31].

This method is the fastest one among the others, but the biggest flaw of it is the
lack of variety.
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Fig. 6 EXD spectrum [31]

2.3 Hydrothermal Method

The hydrothermal method of producing nickel ferrites has long been an advanced
method. The essence of the method is to prepare a solution of nitrates Ni2+ and
Fe3+ in a ratio of 1:2, to obtain 0.1 M and 0.2 M solutions, respectively, in 40 mL
of deionized water. 10 mL of 8 M NaOH are added to this solution. The resulting
mixture is autoclaved for 10 h at the temperature of 180 °C. The resulting powder is
washed with plenty of water and dried in vacuum at 50 °C for 4 h [32].

The obtained results are shown as the XRD pattern in Fig. 7. As we can see
from the spectrum, the obtained powder has a high purity. The conducted magnetic
researches also confirm the reception of nickel ferrites spinel.

Fig. 7 XRD pattern of the
as-synthesized nickel ferrite
powder [32]
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The method is definitely one of the best in terms of obtaining pure and homo-
geneous nickel ferrites, but the main flaws of it are the duration and the cost of the
method.

2.4 Co-precipitation

According to the study [33], the startingmaterialswereFeCl2·4H2OandNiCl2·6H2O.
The prepared crystal hydrates are dissolved in deionized water, evaporated at the
temperature of 313 K for 3 h with constant stirring. The products are washed with a
large amount of deionized water and then calcined for 6 h in a muffle furnace at the
temperatures of 823, 1023, 1223 K.

As a result of the analysis of the obtained powders, it was found that with
the increasing of the annealing temperature the content of the nickel ferrite phase
decreases sharply, as is shown in Table 2.

The co-precipitation method was one of the first methods of the nickel ferrites
synthesis, but it was not widely used due to the inability of controlling the formation
of spinel particles.

3 Practical and Industrial Significance and Application
of the Newest Materials Based on Nickel Ferrites

After considering the basic facts about nickel ferrites, it is necessary to pass on the
most important part of review, which is their practical application and prospects of
development.

Table 2 Phase composition
of NiFe2O4 samples [33]

Temperature, K Phase %

823 K NiFe2O4 99.13

Fe2O3 0.87

1023 K NiFe2O4 93.04

Fe2O3 6.96

1223 K NiFe2O4 46.94

Fe2O3 54.00

NiO2 2.06
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3.1 Energy

The latest direction of nanocomposite power carriers has drawn the scientist’s atten-
tion to the spinel of nickel ferrites. The tested composite (GNP) was obtained from
nickel ferrite, graphene, and polypyrrole. Its formation method is shown in Fig. 8.

According to Koop’s theory, the formation of a multilayer capacitor was admitted
to be in excellent suitability with the Maxwell–Wagner model. Hence, the dielectric
permittivity has been increased. The formation of one and two semicircles in Nyquist
plot revealed the existence of grain boundaries and grains effects. The effect of
grain boundaries and grains themselves could be distinguished by the Nyquist plot.
The non-Debye-type relaxation phenomenon has been observed from the complex
electric modulus analysis. The GNP sample efficiently offers its potential use in
energy storage devices.

Another promising area for the development of “green energy” [36] is microbial
fuel cells with their minimal greenhouse gas emissions. The method is based on the
release of energy as a result of the metabolism of living organisms using electrocatal-
ysis. Themain problem in this area is the creation of catalytic anodes, quite stable and
active, with high biocompatibility. Fe3O4 with the necessary active centers does not

Fig. 8 Schematic illustration of the synthesis [35]
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Fig. 9 Modified material [3]

show sufficient electrical conductivity and stability. Nickel ferrites having variable
valence cations in their structure (Ni(III)/Ni(II) and Fe(III)/Fe(II)) show excellent
electrocatalytic activity and conductivity, relative to individual oxides of the respec-
tivemetals. These variable valence cations increase the electrocatalytic activity of the
anode [37]. This study demonstrated the influence of nickel ferrites on the efficiency
of the process. The resultingNiFe2O4-MXene combined anode showed higher power
density and very low resistance (198 �) relative to its predecessors. These results
provide us with a new understanding of the preparation of efficient electrodes for
usage in renewable energy sources.

3.2 Nanocoating

Nanocoating is a relatively new area of research, but it has an incredibly high value
due to its low cost of existing material’s modification, (coating thickness can range
from a few mm to nm), in order to obtain improved properties.

The basis for these studies was the system of primary heat transport of heavy
water reactors under pressure. Carbon steel was used for that. The modified material
is shown in Fig. 9 [3].

Nickel ferrite was obtained by co-precipitation method. It was coated with PLD
technique onto carbon steel. After conducting a number of studies, it was found
that the coating of a stable material with a layer of NiFe2O4 significantly increases
the corrosion resistance, which increases with the thickening of the layer, as it can
be seen in Fig. 10 [3]. We can make sure, that the high chemical and mechanical
resistance of nickel ferrite materials.

3.3 Sensory

The study of sensory properties was performed using the example of polypyrrole and
polypyrrole–chitosan in the method of surface plasma resonance in aqueous solu-
tions. This method allows to determine the content of the following elements: Ni,
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Fig. 10 MS plot of CS,
Fe3O4, and NiFe2O4 coating
CS [3]

Fig. 11 Variation of
resonance angle shift in time
to detect the Ni ions [38]

Fe, Co, Al, Mn, Hg, and Pb. While modifying the sensor surface, which was made of
polypyrrole–chitosanwith nickel ferrite, the increase in the shift of the resonant angle
was observed [38]. Moreover, with the increase of the coating thickness, the sensi-
tivity of the sensor increased. Let us consider the example of the nickel definition,
as shown in Fig. 11.

3.4 Microbiology

In 2016, Kariim Ishaq together with his colleagues highlighted the results of the
studies of nickel ferrites modified with α-alumina effect. The antibacterial activity
of the developed nanopowder of nickel ferrite was tested on the selected microbes:
Escherichia coli, Pseudomonas aeruginosa, and Staphylococcus aureus. In order to
determine the most effective dosing load for the best antibacterial activity, the dose
ratio of nickel ferrite to solvent (DMSO)was changed. The results of the antibacterial
activitywere presented as a zone of inhibition, as shown in Fig. 12, while the diameter
of inhibition is shown in Table 3 [39].
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Fig. 12 Antibacterial activity of nickel ferrites on a Escherichia coli b Pseudomonas aeruginosa,
and c Staphylococcus aureus [39]

Table 3 Zone of inhibition (mm) of the nickel ferrite loading on waterborne microbes

Bacterial Zone of inhibition (mm)

100 mg/5 mL
DMSO

200 mg/5 mL
DMSO

300 mg/5 mL
DMSO

E. coli – – –

Pseudomonas aeruginosa – 13.00 17.00

Staphylococcus aureus 0.07 1.20 1.20

Themechanismof cell fragmentation has also been observed in theworks ofAmro
et al. [40] and Hyosuk et al. [41], who reported about the effect of CNT-Ag and
GO-Ag nanocomposites against Gram-negative and Gram-positive Bacteria. This
excellent antibacterial property possesses the developed nickel ferrites nanoparticles
on Staphylococcus aureus and Pseudomonas aeruginosa, which makes it a good
source of disinfectant, with effective properties that enhance microbe inhibition even
in polluted water.

3.5 Catalysis

Nickel ferrites have found their application in catalysis aswell. For example, the effect
of nickel ferrites nanoparticles on the oxidation of glucose, b-nicotiamide adenine
dinucleotide, and methanol was investigated. R. Galindo and others [42] found that
the combined electrode of graphite paste (30% of nickel ferrite nanoparticles, 30%
of graphite, 40% of mineral oil) catalyzes these processes. It has been proved that the
oxidation of NADH by these nanoparticles requires the modification of the electrode
by adding carbon nanotubes and ionic liquid in order to improve the productivity.
The increase of the current and potential displacement to further negative values was
explained by the better dispersion of nanoparticles in the electrode of the graphite
paste.
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In 2019, Muhammad Bilal Tahir conducted a study on hydrogen release under the
action of visible light in microbiological electrolytic cells (IEC) [43], consisting of
a bio-photoelectrochemical cell and a microbiological fuel cell [44]. Nickel ferrite
which was modified with tungsten oxide WO3 was used in this study. The results of
this study are shown in Figs. 13 and 14.

The prepared thin films contain different amounts of nickel ferrites: NFW-0.5
(0.5 wt.%), NFW-1.0 (1.0 wt.%), NFW-1.5 (1.5 wt.%), and NFW-2.0 (2.0 wt.%).
The prepared doped photocatalyst was used in IEC chambers as an electrode to
study the conversion of biomass into hydrogen gas energy. As we can see from
Fig. 14, the 1.5% content shows us a twofold increase in hydrogen evolution. The
acceleration of the photoelectrons consumption can become a vital way to increase
the potential of a semiconductor, based on NiFe2O4/WO3, which is used in the IEC
with a photocatalytic system [43].

Fig. 13 BET surface of
prepared samples [43]

Fig. 14 H2 evolution of
prepared thin films [43]
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3.6 Medicine

Maqusood A. and others studied spinel nickel ferrites in the molecular biology of
cancer, particularly on cancer cells HepG2 (immortal liver cancer cell line) and
MCF-7 (human mammary duct adenocarcinoma cell line). Scientists have been able
to prove that nickel ferrites cause cytotoxicity and oxidative stress in human liver
cells (HepG2), and breast (MCF-7) depended on the given dosage [45]. Real-time
quantitative PCR analysis showed that the levels of genes involved in the apoptosis
also decreased under the influence of nickel ferrite. There are only several unique
studies, which are extremely important in nowadays world; thus, the further research
to establish the potential mechanisms of differential toxicity of nickel ferrites in
different in vitro models is necessary.

3.7 Water and Water Treatment

One of the latest growing problems is the increase in the content of pharmaceuticals
and related compounds in water [46], namely antibiotics, antidepressants, estrogens,
analgesics, and others which become common in reservoirs and wastewater. Nickel
ferrites have not found widespread scientific interest in this gas, but already have
some positive results in different studies; for example—the removal of dipyrones
[47] and phosphate adsorption [48].

A separate branch of water treatment consists of the removal of highly toxic
elements from the water. Scientists from Saudi Arabia have achieved the best-known
degree of adsorption of Hg2+ from aqueous solutions, using the composites, based
on carbon, doped with nickel ferrites [49]. These results are presented in Table 4.

The obtained adsorbent is restored with partial storage of its properties, as it can
be seen in Fig. 15.

Scientists from the UAE have conducted a number of studies with electrodes,
based on nickel ferrite composites. The results discovered that Co0.5Ni0.5Fe2O4 elec-
trodes showed excellent regeneration ability and the highest electrosorption capacity
of 21.84 mg/g, with a slight decrease in salt removal efficiency (<5%), even after 6
cycles of desalination and regeneration [52]. Thus, cobalt and nickel ferrite mate-
rials, especially ferrite Co0.5Ni0.5Fe2O4, can be considered as promising electrode
materials for the usage in water desalination.

Table 4 Comparative
adsorption capacities of
various adsorbents for Hg2+

adsorption [49]

Adsorbent Adsorption capacity
(mg/g)

References

Fe3O4/SiO2/NH/CS2 206.0 [50]

Fe3O4-GS 23.10 [51]

NiFe2O4-NC 476.20 [49]
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Fig. 15 Regeneration
studies of Hg2+ metal ion,
using NiFe2O4-NC [49]

4 Modern Trends in Nickel Ferrites Applications

Themodern trend uses the composites instead of pure nickel ferrites. The researchers
tested new combinations of these ferrites with different materials. One of the most
popular alloying elements is Co.

Alloying cobalt into nickel ferrite improves the chances of spinel phase forma-
tion. With the increase of Co (x), the increase in the ferrite phase of spinel, (%) in
nickel ferrites (72, 94, 90, and 87% at x = 0.0, 0.25, 0.5, and 0.75, respectively)
was discovered. This indicates the fact, that Co doping stabilizes Fe ions during
crystallites formation and Ni ions during crystallites modification [53].

Cobalt doping also increases the crystallinity of spinel ferrite [54]. This conclusion
was made on the basis of the X-ray diffraction results, in which the width of the
diffraction peak decreased with the increase of Co content in the ferrite, as it is
shown in Fig. 16a [54] and Fig. 16b [28].

The addition of cobalt leads to: the increase in the limiting power of nickel ferrites,
better optimization of electrical resistance, dielectric constant, and dielectric loss of
values, and hence, to good isolation properties [55]. The modification with cobalt
leads to the growth in dielectric constant and permeability, with the increase of the
cobalt content. The effect of cobalt ion on permeability is due to the distortion of
octahedral areas [56, 57].

The lattice constant increases gradually, with the increase of doped cobalt, which
can be attributed to the higher ionic radius of the Co2+ ion (0.74 Å), compared to the
ion of Ni2+ (0.695 Å), as can be seen in Fig. 17 [58].

The second most popular element for alloying is zinc. Let us consider the main
trends in the results of the research in this type of composites.

The lattice constant increaseswith the increase of Zn content, which is an admitted
fact, considering the difference of ionic radii of Zn2+ (0.83 Å) and Ni2+ (0.78 Å) [59].
Zn doping reduces the frequency of ferromagnetic resonance [60]. The coercive force
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Fig. 16 Increase in
crystallinity, indicated by a
reduction in the peak
broadening (a) [54] and b for
Ni-Co ferrite [28]

increases with the addition of Zn (Fig. 18). The power increase is due to the increase
in grain size [60]. The decrease in the magnetic saturation was discovered, which is
due to the replacement of ferromagnetic Ni with diamagnetic Zn [59].

The chromite doping of ferrites leads to the decrease in the magnetic saturation
and magnetic moment, as well as, to the increase in the coercive power (Table 5).

5 Conclusions

Theproposed review represents the important place of nickel ferrite spinels inmodern
science and technology.Due to their extraordinary characteristics, these nanoparticles
have become the basis for many studies in various scientific and practical areas,
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Fig. 17 Increase in lattice constant with cobalt amount in Ni-Co ferrite [58]

Fig. 18 Magnetic saturation and coercivity in depending on zinc content in Ni ferrite [59]

Table 5 Magnetic properties reported for Cr-doped nickel ferrites [61]

Degree of
substitution

Ms (emu/g) Hc (Oe) Anisotropy
Constant
(erg/cm3)

nB Cation distribution

A site B site

0.0 53.38 16 872 2.28 (Ni0.04Fe0.96) [Ni0.96Fe1.04]

0.2 38.25 33 1288 1.62 (Fe1.00) [Ni1.0Fe0.8Cr0.2]

0.4 28.78 54 1586 1.28 (Fe1.00) [Ni1.0Fe0.6Cr0.4]

0.6 19.25 92 1807 0.82 (Fe1.00) [Ni1.0Fe0.4Cr0.6]

0.8 15.45 184 2901 0.64 (Ni0.04Fe0.96) [Ni0.96Fe0.24Cr0.8]

1.0 10.18 320 3324 0.4 (Ni0.07Fe0.93) [Ni0.93Fe0.07Cr1.0]
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with different alloying elements. By varying the composition of the original spinel,
you can get the improved properties. Pure nickel ferrites and their composites have
already demonstrated high achievements in such fields as water treatment, medicine,
microbiology, sensorics, catalysis, energy (including “green”), and many others.
Therefore, it is extremely important to continue the research on this unique structure
and look for the ways to use these results in practice, making the particular area
cheaper, faster, and with less waste.
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Membranes Modified with Advanced
Carbon Nanomaterials (Review)

Yuliya Dzyazko, Ludmila Rozhdestvenska, Kateryna Kudelko,
Vladimir Ogenko, and Yevhen Kolomiiets

1 Introduction

Nowadays, the membrane technologies are main widespread separation processes
in the world. The global forecast up to 2024 has been reported regarding membrane
materials (polymers and ceramics), technologies (reverse osmosis, RO, nanofiltra-
tion, NF, ultrafiltration, UF, microfiltration, MF), application (water and wastewater
treatment and industrial processing), region (North America, Asia-Pasific, Europe,
Middle East and Africa, South America) [1]. The global membranes market is
expected to grow up to USD 8.3 billion by 2024. According to the forecast, the
position of membrane processes on the life cycle curve is determined. With the
given curve, H. Strathmann described the level of profits from sales of membrane
technologies on the market as a function of development (Fig. 1) [2].

Themain efforts of investigators,who dealswithmembranematerials, are directed
to: (i) development of membranes combining high performance and high separa-
tion ability under operating conditions that are so mild, as much as possible, (ii)
improvement of mechanical durability, chemical and thermal stability of membrane
materials and (iii) membrane resistance against fouling with organic substances and
biofouling. Earlier these problems were solved in a direction of the development of
organic–inorganic polymers [3–5] or modifying of commercial polymer membranes
with inorganic particles: zirconium hydrophosphate [6–11], oxides of zirconium
[6, 7, 12, 13], titanium [13–16], zinc [13], silica [16–18], Fe3O4 [19–21]. Other
way is modifying of polymer and ceramics with advanced carbon nanomaterials:
one-dimensional multi-walled nanotubes (MWCNTs), two-dimensional graphenes
(oxidized,GO, or reduced graphenes, rGO) and three-dimensional fullerenes (Fig. 2).
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Fig. 1 Life cycle curve of membrane processes (adapted from [2]). Sales are shown as a function
of the state of development of the membrane market

Fig. 2 Carbon nanomaterials for membrane modifying

The modifier can be inserted inside a membrane: this is important both for porous
and for non-porousmaterials. In the case of porousmembrane, amodifierfills its pores
affecting selectivity. Regarding non-porous polymers, their permeability depends on
the packing density, the polymer chainmobility, and the free volume. The hardsphere
properties of fullerenes provide high free volume of the polymer and compaction
of its chains improving permeability [22]. The internal diameters MWCNTs are
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comparable to those of many small molecules, which raises the prospect of size-
based exclusion and the separation of chemical compounds [23]. Moreover, the
transport of gas and water molecules through the central channels of individual
nanotubes would be extraordinarily fast due to their smooth, defect-free walls. At
last, graphene is characterized by high specific surface area, mechanical strength and
hydrophilicity due to carboxyl, phenolic and epoxy groups (for GO) [24]. Thus, GO
looks attractive as a hydrophilizing agent for the enhancement of antifouling stability
of the membranes.

Amodifier can be inserted to the reactionmixture, when polymer is formed. Other
way is its insertion to preliminarily formed membrane. In this case, additional binder
is used. Only outer surface of a membrane can be modified. Graphene can be used
as filtration membrane without polymer or ceramic support.

In this review, the effect of carbon nanomaterials on separation properties of
membranes is considered.

2 Membranes Modified with Carbon Nanotubes

Carbon nanotubes (CNTs) have been of interest to researchers as modifiers and
fillers since their discovery in 1993, due to their mechanical, surface, electrical and
chemical properties. Carbon nanotubes are being actively studied to purify numerous
impurities from aqueous solutions [25]. It is known that in these materials carbon
exists in allotropic modifications. CNTs are cylindrical graphite sheets rolled into a
tubular structure, and it is customary to distinguish between single-walled and multi-
walled nanotubes (SWCNT andMWCNT, respectively). It should be noted that CNT
nanoparticles differ significantly in their properties (Table 1).

Due to the properties of CNT, namely elasticity, low density, homogeneity and the
possibility of aromatic interaction due to π-π-bonds, they are of interest for research
as surface fillers for separation membranes. To date, mainly multi-walled CNT are
used in order to modify the surface of the membranes.

CNTs have been used quite successfully in biological research and are also used
as drug delivery materials because they are known for their antibacterial properties
[25]. Numerical studies of themechanism of interaction of carbon nanotubes with the
bacterial environment have shown that such factors as the diameter of the tubes and
its length are quite significant. In addition, the presence of functional groups on the
surface of the nanotube can greatly affect the degree of disinfection of bacterial cells.

Table 1 Water flux through
the membranes and their
selectivity (adapted from
[25])

Structure and properties SWCNTs MWCNTs

Layers 1 Several

Thermal conductivivty, W mK−1 6000 2000

Electrical conductivity, S sm−1 102–106 103–105

Thermal stability in air, °C >600 >600
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It is believed that the shorter the nanotube is, themore toxic effect onmicroorganisms
it has [25]. In particular, the characteristics of the ends of the carbon tube (closed or
open) when interacting with the membrane of living cells are important. However,
it should be noted that the impact of environment in which the CNTs are located
is significant. Namely, in a liquid medium, shorter nanotubes are easily aggregated,
and it is unlikely to capture a large number of bacterial membranes, while longer
nanotubes in a liquid medium are aggregated less and therefore show greater biolog-
ical toxicity to microorganisms. It is believed that the phenomenon of agglomeration
of nanotubes [26] is associated with the van der Waals interaction.

The effect of nanotubes with a small diameter (about 1.5 nm) on bacterial cells
can be compared with the action of a needle, which with a sharp end can damage
the bacterial membrane. The nature of the effect of nanotubes with a larger diameter
(about 20–30 nm) is more likely related to the interaction of the walls of the tubes
on bacterial cells. In addition, the degree of toxicity of carbon nanotubes to microor-
ganisms depends on the shape of bacterial cells; in particular, spherical, rod-shaped
bacteria are known. That is, in summary, many factors and parameters determine
the toxic effects of carbon nanotubes on microorganisms. It should be noted that the
mechanism of toxic action of CNT on microorganisms has not been studied enough.

Mechanical and conductive characteristics of CNT are well-known. Thus, when
carbon materials are added to metals or polymers, more functional materials are
obtained, lighter and stronger [27]. Togetherwith fullerenes, single-walled andmulti-
walled CNTs are characterized by photoactivity. These materials were tested for the
release of reactive oxygen species (ROS) during UV irradiation.

Multi-walled carbon nanotubes (MWCNT) is a material used in modifying
membranes with composites to solve the problem of fouling. Thus, Weiming Yu
et al. [28] studied the effect of a composite of magnetic particles with multi-
walled nanotubes in a polysulfone membrane. The triple increase in flux through
the composite membrane was found, and the effect of membrane functionalization is
explained by the fact that MWCNT acts as free channels. The authors report that the
modified membrane has pronounced antifouling properties. Fouling is considered
according to the theory of XDLVO (extended Derjaguin–Landau–Verwey–Over-
beek) [29]. In [28], the indicators of electron-donor components (γ -) of modified
membranes were calculated and are 9.79 and 33.29. The authors point out that such
modifiedmembranes have a higher ability to donate an electron and therefore showan
increased ability against clogging of the membrane in the filtration process. Convec-
tive flows through membranes for solutions of bovine serum albumin (BSA), sodium
alginate, yeast solution, humic acids were studied. Flux recovery rate (FRR) was
67.89, 85.53, 60.28 and 90.12%.

Khoerunnisa et al. [30] modified the membranes by introducing
chitosan/PEG/MWCNT/iodine, the components were introduced at the stage
of phase inversion. Spectroscopic data showed that the added polymers together
with nanotubes enhanced the interaction of iodine (0.10–0.31 wt.%) with the
membrane matrix. The mechanism is described in terms of the interaction of compo-
nents through hydrogen bonds, which in turn improves the membrane properties
(smoothness and roughness) and performance. Changed: contact angle from 70.3 to
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59.3°, porosity (average pore radius from 13.3 to 23.2 nm) and mechanical strength
(Young’s modulus from 6138.6 to 7824.9 MPa), permeability (flow from 212.8 to
220.4 dm3 m−2 h−1).

The study [31] demonstrated the use of O-MWCNT for ultrafiltration sulfone
membranes with a thin polyamide layer. The presence of hydrophilic O-MWCNT in
the PES/SPSf support membrane is explained by the interaction of the monomer due
to hydrogen bonding. As a result, a thin polyamide layer is formed on the surface of
the support, which improves the permeability and elimination of organic matter in
the support layer through the pore channels.

Multi-walled carbon nanotubes with an outer diameter of 30–50 nm and a length
of 5–20 μm were used to modify hollow-fibre membranes [32] to remove organic
matter fromwastewater. Pre-ozonation and the use ofmodifiedmembranes have been
found to improve permeate quality with increasing flux. The rate of contamination of
the modified membrane decreased, and the cleaning of the surface by washing was
more effective. In addition, pre-ozonation has led to the stability of carbon nanotubes
on the membrane surface during chemical cleaning.

Polysulfone membranes modified with PEG-CNT were studied for use in a
membrane bioreactor [33]. The optimal percentage of membrane filler was 0.25
wt%. According to the filtration results, the modified membrane showed a fourfold
increase in the permeability of water and protein solution by 16.8 + 0.5 and 110.8
+ 0.8 Lm−2 h−1 bar−1. It was found that the addition of carbon nanotubes to the
polymer reduced the interaction of the protein with the membrane surface, which
improved the resistance to contamination by 72.9 ± 1%.

Amino-functionalized multi-walled carbon nanotubes were used to modify
polyethersulfone (PES) membranes [34]. The modification led to an increase in
the porosity, pore size, surface roughness of the membranes containing modified
carbon nanotubes with an amino group up to 1 wt.%. Subsequent addition of the
component reduces the porosity and roughness of the formedmembrane.Membranes
with the addition of 0.5–1 wt.% showed better filtering properties than the orig-
inal membrane. The initial flow through the pristine membrane (10 dm3 m−2 h−1)
increased to 32 dm3 m−2 h−1 for the modified one. The addition of amino-modified
nanotubes increased the separation properties for BSA and the antifouling properties
for the PES membrane. Depending on the amount of introduced nanotubes in the
polymer from 0.05 to 2%, the rejection of BSA increases from 81 to 88%.

Polysulfone membranes functionalized with a carboxyl group and multi-walled
carbon nanotubes (dispersion in chitosan) were studied [35]. The biopolymer
chitosan is known for its sorption properties to heavy metal ions. The resulting
composite was part of a selective layer of polysulfone membrane. The aim was to
increase the separation of heavy metal ions. It was found that the membranes effec-
tively recovered Cu(II), Ni(II), Pb(II), Cd(II) and Co(II) from aqueous solutions at
pH 3 and 10. At pH 6–8 the studied membranes showed increased performance for
recovery of Cu(II) and Pb(II). At pH 3, the recovery of metal ions increases from 71
to 92.2%. At pH 10, the recovery of metal ions is 93.4–99.9%.

In [36], the authors functionalized CNT, performed oxidation, acylation, azidation
and subsequently introducedmodifiers to the polysulfonemembrane. It is shown that
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with increasing of the amount of carbon tubes in themembrane, the smoothness of the
surface increases. According to thermal analysis, it was found that the introduction
of CNT in the amount of 0.1–0.5% in the polymer increases its thermal stability.
The CNT modifier with an azide group (1%) changes the contact angle from 77.7
to 26.3°. Membrane removal of metal ions with a modified polysulfone membrane
with oxidized CNT at 0.49 MPa increased the selective properties: for Cr(IV) from
10.2 to 86.2%, for Cu(II) from 10.1 to 79.3%, for Pb(II) from 10.5 to 41.3%, for
Cd(II) from 9.9 to 71.6%, for As(III) 10.9 to 83.6%. Introduced into the polymer,
the carbon modifier reduces the pore size range of 20–30 nm.

In the study [37], the polyamide membrane was improved by the introduction of
multi-walled CNT by grafting. As a result, the contact wetting angle increased from
45 to 75°, with increasing content of modifier in the polymer from 0 to 10 mg g−1.
The stress–strain diagrams for the samples were studied, and it was found that the
strength of the modified membrane increases in 3 times at a component content
of 15 mg g−1 (from the original 10 mPa increased to 35 mPa). Removal of humic
acids from solutions by composite membranes is increased from 54 to 90%, when
administered from 0 to 10 mg g−1.

A two-layer membrane modified with CNT for forward osmosis was described
in [38]. The membrane was obtained by interfacial polymerization of poly-
dopamine/CNT components with trimesol chloride in polysulfone (PSf) polymer
matrix. The modified two-layer membranes showed higher values of water flow
through the membrane without reducing the amount of solutes. TFN0.05 sample
was characterized as very highly resistant to fouling due to the content of CNT
(0.05%) in both layers of the membrane.

Multi-walled CNTs were introduced into the substrate of the surface of polyvinyl
fluoride (PVDF) using vacuum filtration of the suspension of 0.15 g/l [39]. As a
result of the modification, the contact wetting angle decreased from 91.2 to 64.6°.
The processes of separationwere studied in time. For CaHCO3 solution, themodified
membrane works more efficiently (flow reduction from 98 to 95%), and for the
same period, unmodified recorded flow parameters change from 96 to 90%; for BSA
solution: modified membrane is 97–67% and unmodified is 95–57%.

3 Membranes Containing Fullerenes

Fullerene is the allotropic form of carbon, molecule of which is a closed sphere
consisting of carbon atoms (see Fig. 2). The shape of this molecule is empty spherical
carcass. The formula of fullerenes is Cn, where n = 20, 24, 28, 32, 36, 50, 60, 70,
74, 76, 84, 164, 192, 216 and so on [40]. The most stable is C60 form, which consists
of 12 pentagonal and 20 hexagonal faces [41]. This form has been first obtained by
thermal evaporation of graphite in an electric arc. The nanomaterials based on C60

are prospective for solar cells and semi-conductors, and they are applied to producing
cosmetics and drugs.
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Use of fullerenes in combination with UV irradiation is considered as a refined
disinfection process for virus inactivation [42]. Fullerenes are also applied for the
modifying ofmembrane surface to prevent biofouling, particularly to depress biofilm
formation. Fullerenes are characterized by considerable electron affinity and reac-
tivity, and they produce reactive oxygen species: singlet oxygen and superoxides.
Thus, the membranes containing fullerenes are able to inactivate microorganisms
and oxidize organic substances. When fullerenes are included to polymer matrix,
they save their unique properties [43]. However, the functional properties of polymer
are changed.

Limited solubility of fullerenes impedes their application for membrane modi-
fying [44]. The problemcan be solved bymeans of chemical functionalization of their
surface, for instance, by the attachment of polar groups to theC60 molecules.Different
derivatives of fullerenes containing hydrophilic or hydrophobic groups were consid-
ered in [45]. Following materials were in a focus of attention: water-soluble carbon
nanoclusters containing hydroxyl and carboxyl groups and hydrophobic fullerenes,
such as metal- and methanofullerenes. For instance, fullerenols contain different
amounts of hydroxyl groups: these compounds are a complex anion-radical of
fullerene, chemical formula of which is C60(OH)x(O)y (x + y = 24 − 26) (Fig. 3).
This is an average formula, which corresponds to themixture of fullerenes containing
different amount of hydroxyl groups. Their content determines water solubility of
fullerenols. This distinguishes them from fullerenes, which are completely insoluble
in water.

Both fullerenes and low-hydroxylated fullerenols are applied to modifying of
membranes for (i) low-temperature fuel cells, (ii) pervaporation and (iii) filtra-
tion. The first direction provides membrane obtaining for direct methanol fuels
cells (DMFC), where methanol used directly as a fuel instead of its preliminarily
decomposition, which as accompanied by hydrogen generation. Catalytic oxidation
of methanol occurs on an anode:

CH3OH + H2O → CO2 + 6H+ + 6e− (1)

Fig. 3 Fullerenol (adapted
from [46])
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Protons pass through a proton-conducting membrane towards a cathode, where
they interact with oxygen:

1.5O2 + 6H+ + 6e− → 3H2O (2)

Electrons pass through the external circuit from an anode to cathode. The resulting
equation is as follows:

CH3OH + 1.5O2 → CO2 + 2H2O (3)

Proton-conducting membrane is a key element of DMFC (Fig. 4a). Nafion perflu-
orinated polymer membranes are used traditionally. This polymer is formed by
branched hydrophobic fluorocarbon backbones containing hydrophilic sulfo groups.
These groups are deployed to each other formingwater-containing clusters and chan-
nels, where the proton transport is realized (Fig. 4b). The mechanism of conductivity
through clusters and channels is described in numerous reviews, for instance, in [47].

Proton conductivity strongly depends on water content in clusters and channels.
The temperature interval of operation is limited by 90 °C. Under higher temper-
ature, the membrane is dehydrated, and as a result, proton conductivity rapidly
decreases. In order to expand this temperature diapason to provide water retention
and to prevent methanol crossover, new proton-conducting materials are developed.
The first approach is modifying of commercial polymers. Other approach provides
adding fullerenes to the polymer casting solution before the membrane formation.

According to the first approach, composite proton-conducting membranes were
obtained by addition of fullerene to sulfonated polystyrene [49]. Insertion of fullerene
to the membranes sufficiently improved its stability against oxidation and depressed
the methanol crossover. No effect of the carbon addition on mechanical durability of
the membranes has been found. DMFC with composite membrane containing 1.4-
mass % of fullerene showed the highest power density of 47 mW sm−2 at the current
density of 200 mA cm−2 (the power density value is lower in 1.7 times comparing
with that for DMFCwith Nafion membrane). Based on TEM images, it was assumed
that high dispersion of fullerene in the polymer provides its performance in the
fuel cell. Other assumption is screening of the membrane micropores with fullerene

Fig. 4 Typical schemes of DMFC (a) and Nafion membrane (b, adapted from [48])
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nanoparticles. As shown, fullerene nanoparticles-depress methanol crossover: it is
lower by 50% comparing with the pristine membrane.

In accordance to the second approach, functionalized fullerene was inserted to
Nafion membrane [48]. DMFC containing this membrane was tested under different
methanol concentration. C60 fullerene was functionalized with 4-benzene diazonium
sulfonic acid. Composite membrane was obtained using casting technique. Fullerene
has found to be located in clusters of the polymer.

The modifier makes the surface more embossed. Other effect of the carbon addi-
tions is increase of proton conductivity of the membrane. DMFCwith this membrane
demonstrates higher enhanced power output (146 mW cm−2) in comparison with the
pristine membrane. Lower methanol crossover as well as less sufficient polarization
was found for the DMFC with a membrane containing 1 wt % of functionalized
fullerene. The optimal conditions of the DMFC operation are realized, when the
methanol concentration is 2 M.

Such fullerene derivatives, as tri-cyanohydrofullerene, HC60(CN)3, and poly{4-
[2-[2-(2-methoxyethoxy)ethoxy]ethoxy]benzyl}fullerene, C60(TEO)n, have been
synthesized and inserted to the casting Nafion solution [50]. C60(TEO)n has also
been found to be very effective in improving the dispersion of HC60(CN)3 in the
Nafion matrix. The fullerene composite membranes have demonstrated enhanced
proton conductivity under low relative humidity conditions compared to the pristine
polymer.

Modifying of Nafion 117 membrane with fullerene and fullerenol C60(OH)12
caused an increase of proton conductivity and water retention by the polymer
comparing with the pristine membrane [51]. The improvement of these functional
properties is observed at 20–80 °C, especially at low relative humidity (<50%).

The compositemembrane based on sulfonated polyvinyl alcohol containing phos-
phorilated fullerene has been synthesized [52]. The proton conductivity, water uptake
and ion-exchange capacity of the composite were estimated as 11.7 × 10−2 S cm−1,
120% and 1.67 mg-eq g−1, respectively. Open-circuit voltage was found to reach
801mV, and power densitywas 499.1mWm−2. Themembranewas studied inmicro-
bial fuel cell for removal of Cu2+ ions simultaneously with the power generation.
The maximum removal degree was 73.2%. Besides fuel cell, the field of membrane
application is water and wastewater treatment.

Other important field of the application of fullerenes modifiers is the membranes
for gas separation and pervaporation. Polystyrene is one of the first materials, which
wasmodifiedwith this carbonnanomaterial [53]. Permeability of the pristine polymer
and composite containing 1 wt % of fullerene was investigated towards O2, N2, CO2,
C2H6 and C2H4. Comparing with the unmodified membrane, the permeability incre-
ment for the composite is (%): 47 (N2), 75 (C2H6), 41 (C2H4). However, selectivity
for such gas pairs as O2/N2, C2H6/C2H4 is comparable for these two membranes.
The improvement of permeability is explained by an increase of the free volume of
polymer due to fullerene insertion.

Increasing amount of the carbon modifier causes enlargement of the size of
polymer defects, and their number grows [54]. Moreover, large agglomerates of
fullerenes are formed, and the agglomerates are weakly fixed in polymer matrix.
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Fig. 5 Poly(phenylene-iso-
phthalamide) membrane
containing 5% of fiullerenol.
Adapted from [54]

For this reason, the membranes containing high amount of fullerene or its deriva-
tives show poor transport properties during pervaporation. The surface ofmembranes
containing fullerenol looks like honeycomb (Fig. 5).

Only small clusters of fullerene are formed, when its amount in polymer
(polystyrene) is 1 wt % [55]. Dielectric studies showed increasing relaxation time
of α-transition in polysulfone under heating in air-free media to the temperature
higher than the polymer glass transition. This effect is due to strong interaction of
the polystyrene chains via fullerene molecules.

Themeasurements ofwetting angle indicate the enhancement of the hydrophilicity
of poly(phenylene-iso-phthalamide) membranes containing hydrophobic fullerene
(Table 2) [56]. Thewetting angle thatwasmeasured forwater andmethanol decreases
with increasing the fullerene amount. The membranes were used for the separation
of methanol/cyclohexane mixture. It was found that all membranes were essentially
permeable with respect to methanol. As compared with pure PA, the selectivity and
permeability increase for membranes containing 2 and 5 wt.-% C60, whereas these
transport parameters are all out of this proportion for membrane containing 10% of
fullerene.

This anomalous deviations are connected with heterogeneity of the membrane
containing 10 wt.-% C60, where the part of fullerene is not bonded to the polymer
chains.

Compositemembranes for pervaporationwere obtained bymeans ofmodifying of
polyphenylene oxide and polyphenylene isophtalamidewithC60 fullerene [57]. Their

Table 2 Properties of poly(phenylene-iso-phthalamide) membrane containing C60 (adapted from
[56])

C60 content, mass % Contact angle, degree Diffusion coefficient of
CH3OH, m2 s-1Water Cyclohexane Methanol

– 79.7 25.5 18.8 2.2 × 10−14

2 78.9 26.3 17.7 3.3 × 10−14

5 77.5 27.7 16.9 7.2 × 10−14

10 76.8 29.1 16.5 1.1 × 10−13
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transport properties were tested using the mixtures of ethanol/acetic acid/water/ethyl
acetate andmethanol/cyclohexane.As shown, themodifier provides the enhancement
of the transport properties of membranes.

Fullerene-containing asymmetric composite membranes, particularly based on
polyphenylene oxide, can be also applied to baromembrane separation [58]. The
membranes were tested by means of filtration of proteins-calibrants with different
molecular masses.

One of the promising areas of application of composite membranes is the estrogen
extraction from water (as a rule, hydrophobic polymer membranes are used for
this purpose [59]). These compounds, which disrupt the endocrine system, are
usually present in surface water: their concentration is in the range of 1–30 ppt
[60]. Regarding hydrophobic membranes, the estrogen rejection is caused mainly by
adsorption on polymer [59]. The rejection can be enhanced when micro- or ultra-
filtration are combined with adsorption on activated carbon [61]. Since fullerenes
are more effective adsorbents towards both hydrophilic and hydrophobic organic
compounds comparing with activated carbon or soot [62], they can be applied to the
mentioned combining technique as adsorbents of estrogens or tomodifying polymers
for baromembrane separation of these compounds [63, 64].

Poly(2, 6-dimethyl-1, 4-phenylene oxide) asymmetric membranes modified with
C60 fullerene (2 or 10 mass %) were used for this purpose (fullerene was added to
the polymer casting solution before the membrane formation) [64]. The membrane
cross section is shown in Fig. 6. In the case of pristine membrane, the structure
of macroporous support is sponge-like. Cross-linking of the polymer chains with
fullerene causes formation of rather straight perforating pores—this facilitates the
liquid flux during baromembrane separation. Increasing in C60 content up to 2 and
10% leads to a growth of permeate flux in 2 and 8 times, respectively.

The highest selectivity towards estrogen (98.8%) has been found for themembrane
containing 2% of fullerene. Further increasing in the C60 content causes deterioration
of selectivity (96.8), which becomes worse comparing with the pristine membrane
(97.2). It should be noted that in the last case the rejection depends on permeate
volume: it is 95–99% when the permeate volume is varied from 100 to 600 cm3. The

Fig. 6 Cross sections of the poly(2, 6-dimethyl-1, 4-phenylene oxide)membranes: pristine polymer
(a), containing 10 mass % of C60 fullerene (b). Adapted from [64]
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Fig. 7 TEMPO nitroxyl radical (a) and fullerene modified with Pluronic F-127 (b)

rejection is mainly due to estrogen adsorption on membranes similarly to behaviour
of other organic compounds relatively the polymer containing no fullerene [59]. The
membrane containing 2% C60 shows the highest adsorption rate of estrogen [63].

Considered adsorption capacity towards TEMPO nitroxyl radical (Fig. 7a) has
been found for fullerene-containing trackmembrane. The structure of this chemically
stable radical involves a six-member ring similarly to fullerene [65]. In general,
adsorption properties of fullerenes are summarized in [66].

A series of ultrafiltration membranes based on polyvinylidene fluoride/polyvinyl
butyral containing 0.025–0.1 mass % of fullerene was obtained [67]. Preliminarily,
the fullerene was modified with Pluronic F-127 (Fig. 7b). The optimal ratio of
mass percentage of fullerene and Pluronic F-127 has been found to reach 0.1:1.
The membrane containing the modifier of this composition provides selective rejec-
tion for bromelain (33 kDa), ovalbumin (OVA, 45 kDa) and bovine serum albumin
(BSA, 68 kDa) up to 98.6%.

4 Membranes Modified with Graphene

Graphene is a two-dimensional allotrope modification of carbon consisting of a
single layer of atoms arranged in a honeycomb-like lattice. This advanced carbon
material was isolated and characterized in 2004 [68]. A thickness of one graphene
sheet is one atom (0.54 nm). For membranemodifying, chemical methods are used to
obtain oxidized graphene (GO) from graphite [69]. This technique allows us to obtain
graphene-like materials, which involve several layers. Other approach is opening
carbon nanotubes [70]: carbon addition of this type was used only for modifying
inorganic sorbents [71]. Oxidized graphene can be further transformed to reduced
graphene (rGO). When the membrane is formed, rGO is sometimes added to GO
in order to affect its functional properties [72]. As opposed to rGO, GO contains
hydrophilic fragments: carboxyl, phenolic and epoxy groups. Reduced graphene is
free from oxygen-containing groups. Carboxyl groups and a part of phenolic groups
are located along the perimeter of GO flakes, epoxy groups and other part of phenolic
groups are placed on their basal plane.
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Some remarkable properties are attributed to GO: high mechanical strength,
ability to form stable colloid solutions and structural transformability. It adsorbs
inorganic particles froma solution covering them.This provides the formation ofGO-
containing composites, which can be deposited from sol of insoluble nanoparticles
of insoluble hydroxocomplexes of multivalent metals [71, 73–76]. Other attractive
property of graphene is high specific surface area: the theoretical value is 2600 m2

g−1 [77]. As a rule, much lower magnitudes are obtained by the method of nitrogen
adsorption–desorption. The method of standard contact porosimetry (MSCP) gives
the value, which is close to theoretical one [78]. This is caused by the disjoining
pressure of octane (ideally wetting liquid). Octane wets graphene completely pene-
trating between its sheets. Since octane completely wets the internal surface of any
solid, pores determined using these liquids are considered as total porosity [78–83].
Hydrophilic pores are estimated from the measurements with water. Hydrophobic
porosity is a difference between the values obtained using octane and water.

Figure 8a illustrates integral pore size distributions obtained for GO and rGO [82].
In the case of rGO, higher ‘octane’ porosity has been found comparing with ‘water’
porosity. It means both hydrophilic and hydrophobic pores in reduced graphene. As
opposed to this carbonmaterial,GOshows higherwater porosity than that determined
in octane. Thus, hydrophobic pores cannot be recognized. This phenomenon shows
superhydrophilicity of GO pores. Similar results were obtained in [74, 83]. The GO
behaviour is similar to that of ion-exchange resins [84] or gas diffusion layer of
the electrodes in proton-exchange membrane fuel cells [85]. HZD-GO composites
demonstrate similar properties: micropores are superhydrophilic (the intersection of
integral curves with ordinate axis) (Fig. 8b) [74]. Further, the difference is constant
(no superhydrophilicity) up to logr = 0.5 (nm), i.e. at pore radius of 3 nm. This
property, which is recognized according to the increase of a difference between
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a b

Fig. 9 Active layer of polymer (a) and composite (b) materials for baromembrane separation.
HZD-GO-containing composite was inserted into polyacrylonitrile active layer

two curves, is realized again at logr = 0.5–0.6 (nm), 1.2–1.6 (nm), 2.5–3.5 (nm).
Hydrophobicity can be expressed between these intervals.

Superhydrophilicity, which is due to GO: micropores, corresponds to voids
between sheets. Further, this property is due to pores between GO aggregates, which
are incorporated into the composite and between HZD aggregates, which are covered
with GO. Hydrophilicity–hydrophobicity of HZD-GO composites give a possibility
to use them as adsorbents for the removal of both inorganic and organic contam-
inants from water: U(VI)-containing cations [71], Pb2+, HCrO4

−, phenol, lactose
[74], pesticides [75], arsenic and arsenate anions [76]. Adsorption involving this
composite was integrated into electrodialysis process for desalination of milky whey
[86]. The information about composites containing GO is summarized in [87].

TheHZD-GOcompositewas used formodifying polymermembranes that contain
thin polyacrylonitrile active layer [73] (Fig. 9a). The pristine polymer membranes
were characterized by different cut-off against polyvinylpyrrolidone, molecularmass
of which is 40 kDa indicating different pore sizes (Table 3). There are wide slits in
active layer of the pristine membrane: their length is up to 250 nm. However, the
pore width is 15–30 nm. White spheres are the polymer nodes, which are formed at
the surface during the membrane casting. This morphology provides ultrafiltration
ability of the polymer membrane.

Regarding modifying membranes, their pores are blocked by rose-like formations
(Fig. 9b): the composite particles are also inside pores.

Modified membranes show lower water flux than the pristine materials (see Table
3). However, selectivity towards hardness ions appears: this tendency is enhanced,
when one-component HZD modifier is changed to graphene-containing composite.
The membrane with smaller pores of pristine membrane demonstrates stability
against fouling when the solutions of OVA or BSA are filtered. In the case of pristine
membranes, organic species are accumulated inside the membrane pores (pristine
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Table 3 Water filtration and mechanism of fouling with proteins-calibrants (adapted from [73])

Modifier PVP solution
through
unmodified
membrane, J,
m3 m−2 s−1

Water filtration Protein solution filtration: fouling
mechanism

J, m3 m−2 s−1 ϕ (Ca2+,
Mg2+).
%

OVA, 40 kDa BSA, 69 kDa

– 5.5 × 10–6 1.3 × 10–6 0 Intermediate (pore
constriction—cake
formation)

Intermediate (pore
constriction—cake
formation)

HZD 5.9 × 10–7 8 Cake formation Cake formation

HZD-GO 3.3 × 10–7 14 Cake formation Cake formation

– 3.3 × 10–5 3.5 × 10–6 0 Intermediate (pore
constriction—cake
formation)

Intermediate (pore
constriction—cake
formation)

HZD 5.5 × 10–7 5 Cake formation Cake formation

HZD-GO 9.6 × 10–7 10 Intermediate (pore
constriction—cake
formation)

Cake formation

membranes) or deposited onto their outer surface (membranes containing onlyHZD).
As opposed to contaminants in pores, precipitate can be easy removed from the outer
surface by scraping, by hydrodynamic pulsations or by the reverse flow of permeate.
When themembrane contains a contaminant in pores, aggressive reagents are needed
for regeneration. The membrane with smaller pores of active layer, which contains
HZD-GO composites, is also stable against fouling with OVA and BSA. However,
the membrane with larger pores accumulates OVA due to hydrophobic regions of the
composite. BSA particles are not accumulated inside pores, since they are unavail-
able for larger particles of this protein. As opposed towater filtration, higher values of
permeate flux have been found for the membranes containing HZD-GO comparing
with membranes modified only with HZD.

Other approach, which allows us to obtain composite membrane, is the deposition
of graphene on the outer surface of polymer support. The membrane demonstrating
ultrafast nanofiltration can be obtained by thismanner [72]. Hydrophilic GOnanorib-
bons (the angle of wetting with water is 41.4°), and hydrophobic rGOs (86.7°) were
deposited simultaneously on commercial nylon support, the pore size of which is
0.22 μm (Fig. 10). The deposition was carried out by vacuum filtration followed
by drying at 60 °C. The wetting angle decreased with a growth of the nanoribbon
content in the mixture of carbon nanomaterials and reached 54.9° at the nanoribbon
volume of 70% relatively the total volume of the mixed modifier. The material is
stable in deionized water and also in acidic and alkaline solutions.

The membranes were tested in the processes of filtration of the solutions
containing 10 mg dm−3 of organic dyes with various sizes and electrical charges:
methyl red (hydrated radius of 4.87 Å, neutral), methyl orange (4.96 Å, negative),
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Fig. 10 Filtered layer of themembrane containing rGO andGO nanoribbons: high-resolution TEM
(a) and SEM (b) images (adapted from [72])

methylene blue (5.04 Å, positive) and rose bengal (5.88 Å, negative). The feed solu-
tions were filtered at 5 bar. As found, the filtration rate depends on the type of dye on
the one hand and on the composition of filtering layer on the other hand. Comparing
with the membrane containing only rGO, the permeate flux increases in 12–32 times
for themembrane containing 70%ofGOnanoribbons. The flux reached 664 dm3 m−2

h−1 bar−1. It should be noted that the presence of any dye improves water transport.
The best rejection (>99) is reached for methyl red (50–70 vol. % of nanoribbons) and
rose bengal (both for rGO and for all mixtures). For regeneration, the membranes
were washed with deionized water. The membrane containing equal volumes of rGO
and nanoribbons is highly stable during the fifth recycling test, exhibiting a rejection
rate of >97% for rose bengal andmethylene blue. This high stability of themembrane
is assumed to be caused by the strong π-π and van der Waals interactions between
rGO sheets.

Liquids of different viscosity were filtered through the GO layer, which was
deposited onmacroporous nylon support [88]. In general, the permeate flux correlates
with the liquid viscosity. However, the flux of acetone is higher in 2 times than that
of water, though the viscosity ratio for these liquids is 3.

Composite membrane consisting of TiO2 and GO was synthesized according to a
new approach of manufacturing continuous nanochannels in a separating membrane
with a two-dimensional laminar structure [89]. The membrane was formed by inter-
calation of TiO2 particles, which are synthesized in situ inMXene nanosheets. Water
permeability of the obtained membrane is about 90 dm3 m−2 h−1 bar−1. This is
higher in 7.3 times than the permeate flux of pristine GO membrane. The flux is
higher in 2.4 times comparing with GO/TiO2 membrane fabricated using traditional
methods. The rejection rate for different organic dyes is above 97%. The membrane
was also tested in the processes of the filtration of inorganic salts. It is interesting that
the membrane demonstrates higher Na2SO4 rejection (60%) than the sulphate salt
of divalent metal (MgSO4, 35%). The rejection of organic and inorganic species is
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partially caused by adsorption [90–92]. The effect of electric field on ion separation
is considered in [93].

The membrane including polyvinylidene fluoride support, GO and Ag was
obtained in [94], and further, it was impregnated with ionic liquids. This material was
used for C2H4/C2H6 separation. The combination of ethylene-permeating in-plane
nano-wrinkles and ethylene-facilitated plane-to-plane nanochannels provides high
ethylene permeability and superhigh selectivity.

5 Inorganic Membranes Containing Carbon Nanoparticles

Advanced carbon nanomaterials, such as aerogels [95], graphene sponge [96] or
MWCNTs [97], can be derived from natural polysaccharides: bacterial [95] or plant
[97] cellulose or chitosan [96]. A very interesting direction is the formation of carbon
in pores of inorganic membranes. As a rule, ceramic membranes are modified with
oxides or phosphates of multivalent metals. Their nanoparticles are inserted to pores
of ceramics [98–101] similarly to polymer membranes [6–8, 11, 102–104]. Since
carbon is both hydrophilic and hydrophobic, the membranes modified with carbon
nanomaterials are assumed to reject organic species, particularly due to adsorption.

First of all, this approach was developed for fumed silica matrix [105, 106]. The
carbon constituent inside silica was obtained from the mixture of carboxymethylcel-
lulose and polyisocyanate in a presence of NiCl2. The interaction of−NCOgroups of
polyisocyanatewithOHgroups of cellulose results in copolymer formation inside the
silica pore. Modified silica was annealed, the products of pyrolysis reduce nickel.
Further, the metal particles provide the formation of nanostructured carbon from
the copolymer. The product of its carbonization is carbon nanofibers and dendrites,
which form sponge structure (Fig. 11a).

Further, this approach was adapted to ceramic membranes, which were produced
fromclayminerals [107, 108].As a natural source of carbon, carboxymethyl cellulose
[107] or milk [108] was used. The membranes contained the composite of silica with
pyrocarbon [107] or only pyrocarbon [108]. Carbon particles are seen on the surface

Fig. 11 TEM (a) and SEM (b, c) images of composites obtained by the carbonization of: copolymer
of cellulose acetate with polyisocynate in SiO2 matrix (a, adapted from [106]), polyisocynate and
milk (b, c, adapted from [107]) in ceramics
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of ceramics (compare Fig. 11b and c). Carbon phase cannot be recognized from
XRDpatterns, since its reflexes aremasked by ceramics. Graphite phase is confirmed
indirectly, since the intensity of reflexes at 2θ = 26.6° and 44.0° increases.

The membranes were tested in the processes of removal of ions and dyes from
water [107–110]. Synergic combination of the effect of size and charge exclusion due
to inorganic and carbon constituents provides rejection of both organic and inorganic
species. The rejection tends to decrease over time evidently due to shrinkage of the
diffusion part of double electric layer caused by adsorption of organic and inorganic
species.

Other approach, which allows us to graphene-containing inorganic membrane,
is the filtration of mixed dispersion containing GO and clay mineral (for instance,
attapulgite (ATP) [111]). The ATP nanorods were embedded between the laminar
layers of GO influencing the interlayer distance and facilitating greater number of
channels for enhanced water transportation. As found, Si–OH groups of attapulgite
interact with the oxygen-containing groups of GO consequently forming GO/ATP
composites. The surface charge density of the composite is more negative comparing
with GO, The composite coated the surface of ceramic support, and the layer thick-
ness was several microns. The contact angle depends on the composition of the
layer: this value decreases from 67° for GO to 37° for the composite when a mass
ratio of GO and ATP is 1:3. Comparing with the membrane modified only with
GO, the composite provides increase of the water flux in several times. Very high
rejection (99%) of Cu2+, Ni2+, Pb2+ and Cd2+ ions has been found, when the optimal
composition of filtration layer is achieved. Filtration of Cu2+-containing solution was
performed during 6 h. Decrease of rejection over time has been also found. In this
case, the rejection decrease is insufficient indicating dominating size effect provided
by the filtration layer. In its small pores, diffusion parts of double electric layers are
mainly overlapped promoting the rejection of ionic species.

6 Conclusions

Compositemembranes containing advanced carbonnanomaterials, such as fullerenes
and their derivarives, oxidized and reduced graphenes, nanotubes, graphite nanopar-
ticles) are considered in this review. Themodifierswere inserted into pores of ceramic
or polymer supports (materials for baromembrane separation or proton-conducting
membranes) or formed directly in ceramic matrix by carbonization of natural and
synthetic polymers (ultrafiltration membranes). Other approaches are suspension
filtration throughmacroporous support: a thin rejecting layer is deposited on its outer
surface (normally graphenes are used for this purpose). At last, carbin addition is
inserted into the polymer solution before casting of themembrane film. Thematerials
for pervaporation, gas separation, baromembrane processes and low-temperature fuel
cells are obtained by this manner.

The permeability of non-porous polymers depends on the packing density, the
polymer chain mobility and the free volume. The hardsphere properties of fullerenes
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provide high free volume of the polymer and compaction of its chains improving
permeability. Ideally smooth surface of nanotubes provides fast transport of solvent.
Oxidized graphene is responsible for fast ion transport through proton-conducting
membranes or ion rejection during baromembrane separation. In the last case,
this modifier enhances separation ability of the membranes and their antifouling
properties due to additional hydrophilization.

According to our opinion, the prospective directions of investigations is involving
derivatives of carbon nanomaterials, which contain different functional groups to
the membrane preparation. Other approaches could be a sourch of the optimal
combination of polymer support and carbon modifier, especially porous structure
of the support is important. Moreover, similar functional groups of the polymer and
modifier can show synergetic effect. The important task is the composition of two-
component modifier, which includes both carbon nanomaterial and inorganic ion-
exchanger. Regarding ceramicmaterials, carbonization of different types of polymers
can provide different carbon structures inside pores affecting separation ability of
composite membranes.

References

1. https://www.marketsandmarkets.com/Market-Reports/membranes-market-1176.html
2. Strathmann H (2001) Membrane separation processes: current relevance and future opportu-

nities. AIChE J 47(5):107787
3. Souza V, Quadri M (2013) Organic-inorganic hybrid membranes in separation processes: a

10-year review. Braz J Chem Eng 30(4):683–700
4. Subasi Y, Cicek B (2017) Recent advances in hydrophilic modification of PVDF ultrafiltration

membranes—a review: part II. Membr Technol 11:5–11
5. SunW,ShiJCCet al (2018)A reviewonorganic–inorganic hybrid nanocompositemembranes:

a versatile tool to overcome the barriers of forward osmosis. RSC Adv 8:10040–10056
6. Myronchuk V, Dzyazko Y, Zmievskii Y et al (2016) Organic-inorganic membranes for

filtration of corn distillery. Acta Periodica Technologica 47:153–165
7. Zmievskii Y, Rozhdestvenska L, Dzyazko Y et al (2017) Organic-inorganic materials for

baromembrane separation. Springer Proc Phys 195:675
8. Dzyazko Y, Rozhdestvenskaya L, Zmievskii Y et al (2015) Organic-inorganic mate-

rials containing nanoparticles of zirconium hydrophosphate for baromembrane separation.
Nanoscale Res Lett 10:64

9. AbdulkaremE,NaddeoY, Banat F et al (2020) Development of polyethersulfone/α-zirconium
phosphate (PES/α-ZrP) flat-sheet nanocomposite ultrafiltration membranes. Chem Eng Res
Design 161:206–217

10. Huang J,ArthanareeswaranG,ZhangK (2012)Effect of silver loaded sodiumzirconiumphos-
phate (nanoAgZ) nanoparticles incorporation on PES membrane performance. Desalination
285:100–107

11. Zmievskii Yu, Dzyazko Yu, Myronchuk V et al (2016) Fouling of polymer and organic-
inorganic membranes during filtration of corn distillery. Ukrainian Food J 5(4):739–747

12. Pang R, Li X, Li J et al (2014) Preparation and characterization of ZrO2/PES hybrid
ultrafiltration membrane with uniform ZrO2 nanoparticles. Desalination 332(1):60–66

13. Yogarathinam L, Gangasalam A, Ismail A et al (2018) Concentration of whey protein from
cheese whey effluent using ultrafiltration by combination of hydrophilic metal oxides and
hydrophobic polymer. J Chem Technol Biotechnol 93(9):2576–2591

https://www.marketsandmarkets.com/Market-Reports/membranes-market-1176.html


170 Y. Dzyazko et al.

14. Torbati S, Shahmirzadi M, Tavangar T (2018) Fabrication, characterization, and performance
evaluation of polyethersulfone/TiO2 nanocomposite ultrafiltration membranes for produced
water treatment. Polym Adv Technol 10:2619–2631

15. Behboud A, Jafarzadeh Y, Yegani R (2016) Preparation and characterization of TiO2
embedded PVC ultrafiltration membranes. Chem Eng Res Design 114:96–107

16. Díez B, Roldán N, Martín A et al (2017) Fouling and biofouling resistance of metal-doped
mesostructured silica/polyethersulfone ultrafiltration membranes. J Membr Sci 526:252–263

17. Chen J, Ruan H, Wu L et al (2011) Preparation and characterization of PES-SiO2 organic-
inorganic composite ultrafiltration membrane for raw water pre-treatment. Chem Eng J
168(3):1272–1278

18. Li X, Janke A, Formanek P et al (2020) High permeation and antifouling polysulfone
ultrafiltration membranes with in situ synthesized silica nanoparticles. Mater Today Proc
22:100784

19. Rahimi Z, Zinatizadeh A, Zinadini S (2019) Membrane bioreactors troubleshooting through
the preparation of a high antifouling PVDF ultrafiltration mixed-matrix membrane blended
with O-carboxymethyl chitosan-Fe3O4 nanoparticles. Environ Technol 40(26):3523–3533

20. Rahimi Z, ZinatizadehA, Zinadini S (2014) Preparation and characterization of a high antibio-
fouling ultrafiltration PES membrane using OCMCS-Fe3O4 for application in MBR treating
wastewater. J Appl Res Water Wastewater 1:13–17

21. Zhu J, Zhou S, Li M et al (2020) PVDF mixed matrix ultrafiltration membrane incorpo-
rated with deformed rebar-like Fe3O4–palygorskite nanocomposites to enhance strength and
antifouling properties. J Membr Sci 612:118467

22. Sterescu D, Stamatialis D, Mendes E et al (2006) Fullerene-modified poly(2,6-dimethyl-
1,4-phenylene oxide) gas separation membranes: why binding is better than dispersing.
Macromolecules 39:9234–9242

23. Harun-Or M, Ralph S (2017) Carbon nanotube membranes: synthesis, properties, and future
filtration applications. Nanomaterials 7:99

24. Safarpour M, Khataee A, Vatanpour V (2014) Preparation of a novel polyvinylidene fluoride
(PVDF) ultrafiltration membrane modified with reduced graphene oxide/titanium dioxide
(TiO2) nanocompositewith enhancedhydrophilicity and antifouling properties. IndEngChem
Res 53(34):13370–13382

25. Kang S, Herzberg M, Rodrigues DF et al (2008) Antibacterial effects of carbon nanotubes:
size does matter! Langmuir 24:6409–6413

26. Rubel RI, Ali MH, Jafor MA et al (2019) Carbon nanotubes agglomeration in reinforced
composites: a review AIMS. Mater Sci 6(5):756–780

27. Miao M (2011) Electrical conductivity of pure carbon nanotube yarns. Carbon 49(12):3755–
3761

28. Yu W, Liu Y, Shen L et al (2020) Magnetic field assisted preparation of PES-
Ni@MWCNTsmembrane with enhanced permeability and antifouling performance. Chemo-
sphere 243:125446

29. Van Oss CJ, Good RJ, Chaudhury MK (1986) The role of van der Waals forces and hydrogen
bonds in “hydrophobic interactions” between biopolymers and low energy surfaces. J Colloid
Interf Sci 111:378–390

30. Khoerunnisa E, RahmahaW, Ooic BS et al (2020) Chitosan/PEG/MWCNT/iodine composite
membrane with enhanced antibacterial properties for dye wastewater treatment. J Environ
Chem Eng 8:103686

31. Gumbi NN, Li J, Mamba BB et al (2020) Relating the performance of sulfonated thin-film
composite nanofiltration membranes to structural properties of macrovoid-free polyethersul-
fone/sulfonated polysulfone/O-MWCNT supports. Desalination 474:114176

32. Guo J, Zhu X, Dong DD et al (2019) The Hybrid process of preozonation and CNTs
modification on hollow fiber membrane for fouling control. J Water Proc Eng 31:100832

33. KhalidA,Abdel-KarimA,AtiehMAet al (2017) PEG-CNTsnanocomposite PSUmembranes
for wastewater treatment by membrane bioreactor. Sep Purif Technol 190:165–176



Membranes Modified with Advanced Carbon Nanomaterials (Review) 171

34. Rahimpoura A, Jahanshahi M, Khalili S et al (2012) Novel functionalized carbon nanotubes
for improving the surface properties and performance of polyethersulfone (PES) membrane.
Desalination 286:99–107

35. Alawada AR, Alshahrani AA, Aouak TA et al (2020) Polysulfone membranes with
CNTs/chitosan biopolymer nanocomposite as selective layer for remarkable heavy metal
ions rejection capacity. Chem Eng J 388:124267

36. Shah P,Murthy CN (2013) Studies on the porosity control ofMWCNT/polysulfone composite
membrane and its effect on metal removal. J Membr Sci 437:90–98

37. Shawky HA, Chae S-R, Lin S et al (2011) Synthesis and characterization of a carbon
nanotube/polymer nanocomposite membrane for water treatment. Desalination 272:46–50

38. Song X, Wang L, Tang CY et al (2015) Fabrication of carbon nanotubes incorporated
double-skinned thin film nanocomposite membranes for enhanced separation performance
and antifouling capability in forward osmosis process. Desalination 369:1–9

39. Sun H, Li D, Liu B et al (2019) Enhancing the permeability of TFC membranes based on
incorporating polyamide matrix into MWCNTs framework. Appl Surf Sci 496:143680

40. Hammond G, Kuck V (1992) Fullerenes: synthesis, properties, and chemistry of large carbon
clusters. ACS, Washington, p 195

41. Hirsch A (1994) The chemistry of the fullerenes. Wiley-VCH Verlag GmbH, Weinheim,
Germany, p 203

42. Bottero J, Rose J, Wiesner M (2006) Nanotechnologies: tools for sustainability in a new wave
of water treatment processes. Integr Environ Assess Manage 2(4):391–395

43. Yevlampieva N, Vinogradova L, Ryumtsev E (2006) Effect of fullerene C60 as a branching
point onmolecular and polarization properties of star-shaped polystyrenes. PolymSci 48:106–
113

44. Shota S, Hidetoshi M, Keiichiro S et al (2008) Polyelectrolyte membranes based on
hydrocarbon polymer containing fullerene. J Power Sources 176(1):16–22

45. Penkova A, Acquah S, Piotrovskiy L et al (2017) Fullerene derivatives as nano-additives in
polymer composites. Russ Chem Rev 86(6):530–566
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Dependence of the Nanocomposite
Systems Resistance on the Initial
Materials Dispersity

Ya. I. Lepikh, V. A. Borshchak, N. N. Sadova, and N. P. Zatovskaya

1 Introduction

With the development of nanophysics and nanoelectronics, at present, widespread
use is made of composite materials, which are a multiphase heterogeneous system
consisting of componentswith various physical and chemical properties. The analysis
of the studies showed that the formation of the composite systems is accompanied
by complex physicochemical processes between the conductive phase, on the one
hand, and glass and organic bonds, on the other. Factors that control the rate of the
chemical interaction (such as the starting material particle size, their acid-reducing
properties) at the selected annealing temperature conditions determine the phase
composition, microstructure and electrophysical properties of nanocomposites. That
is, by providing for starting materials high level of stability, it is possible to solve the
problems associated with the degradation processes that occur in the materials over
time and often serve as causes of equipment failures.

2 Research Methods

It was found that a significant role in the reproduction and stability of the nanocom-
posites electrophysical parameters is played by the dispersion of the functional
material and glass frit powders.

The dispersed composition (particle size distribution) is one of the most impor-
tant characteristics of finely divided materials, determining their physicochemical
properties. For the small particles (about 25 µm or less) size analysis, the method
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of X-ray sedimentography is usually used. Determination of the material particle
size distribution with different density, dispersion and, most importantly, different
particle shapes other than spherical is carried out by the method of weight liquid
sedimentation from the starting layer. The B-4 device was used, in which the use
of more correct methods of measurement results mathematical processing, taking
into account nonlinear resistance and particle shape laws, the use of mathematical
approximation taking into account distributionmultimodel provides the analysis high
accuracy of a wide class of powders from 1 to 300 µm.

At present, the dispersion of powders is not regulated; according to the design
documentation, powders with particle sizes less than 25 microns are used.

3 Results and Discussion

Our studies on samples made by standard technology showed a low level of the
nanocomposites parameters reproducibility, which can be associated with large glass
particles spread in their geometric dimensions [1–6].

Figure 1 shows a histogram of the glass powder particle size distribution
As can be seen from the figure, the particle size varies in a large range, which has

a negative effect on the nanocomposite properties.
In addition, studies of samples obtained from powders of lead borosilicate glass

(PbO, SiO2, B2O3, Al2O3) with fixed particle sizes (0.5, 1, 3, 5 µm) and a functional
material RuO2 with a particle size of 3 µm at a fixed annealing temperature (870 °C)
showed the nanocomposites resistance dependence on the ratio of the glass and
conductive phases concentration. It has been determined that for samples with a low
content of ruthenium dioxide, the influence of the glass frit particle sizes on the
resistance is the largest. The resistance of the samples increases with increasing of
the glass content, and the highest growth rate is observed for glass fiber with particle
sizes of 0.5 µm shown in Fig. 2.

With an increase in the RuO2 concentration, the resistance approaches a constant
value and does not depend on the glass fiber particle sizes. The resistance dependence
on the particle sizes for high-resistance nanocomposites can be associated with the
processes of sintering and the effect of the components dispersion on the conductive

Fig. 1 Histogram of the glass powder 279–2 particle size distribution
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Fig. 2 Microcracks in thick films. Scanning microscopy. Secondary electron mode. Magnification
500

chains geometric dimensions. With a decrease in the glass particle sizes, the length
increases and the cross-sectional area of the chains of the conducting phase decreases.

In RuO2—glass systems, a mixed character of conductivity is observed, which is
a combination of processes occurring in the conductive and glass phases. In high-
resistance nanocomposites, the main contribution to the conductivity is made by
glass fiber, so the properties of this phase play a significant role in the process of
current transfer (Fig. 3).

4 Conclusion

It was found that with an increase in the conductive phase—glass ratio, the surface
resistance decreases. The greatest influence on the nanocomposite resistance is the
glass frit particle size for samples with a low content of ruthenium dioxide. With an
increase in the glass content, the resistance rate growth increases, and the highest
rate is observed when the glass particle size is about 0.5 µm. As the RuO2 content
increases, the resistance tends to a constant value and does not depend on the glass
particle size.
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Fig. 3 R(Ohm/cm2) dependence on the glass particles geometric sizes for different concentration
ratios glass: RuO2 (1–90:10; 2–80:20; 3–70:30;4–60:40; 5–50:50; 6–45–55)
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Electrical Resistance of Modified
Thermo-exfoliated Graphite
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1 Introduction

The development of new compositematerials based on different forms of nanocarbon
and nanographite structure is quite a perspective direction in the creation of new
materials with a wide range of functionality. Due to the unique combination of such
properties as low density, high electrical conductivity, high thermal and corrosion
resistance, these composite materials are used in the chemical industry, nuclear and
thermal power, automotive and aircraft construction. The expansion of the areas of
use of these materials can be achieved by creating new composites based onmodified
thermo-exfoliated graphite (TEG), i.e. composites formed by the deposition on the
surface of TEG particles of metals, their salts and oxides.

The application of TEG as a basis for nanoscaled metal (or its compounds)
deposition gives the possibility to create thermo-protective, rust-resisting materials
possessing qualitatively new characteristics, which are specified by both the prop-
erties of metal and specific properties of graphite and do not inherent to the routine
crystalline materials. So, the presence of a small amount of nanostructured phase
(about 1–2%) could lead to an essential improving of electrical, magnetic and kinetic
properties of composites. The application of TEG as supporter for nanoscaled metal
particles is quite promising, due to the possibility to produce on the base of TEG-
metal powders the products of different shape. Moreover, no binders are necessary
for their production.

There are a number of methods for obtaining a modifying metal component on
the surface of nanocarbon and graphite carriers, in particular, on the surface of the
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TEG particles. These modification methods, as well as the effect of the metal modifi-
cation of graphite surface on the transport, magnetic, mechanical and thermal prop-
erties of the obtained composites are described in the literature. In particular, a
two-step method of producing “graphite-metal” compositions through intercalated
graphite compounds is used to obtain an atomically distributed metal in a graphite
matrix. Graphite is intercalated with metal salts, which is then reduced with various
reducing reagents [1, 2]. Another method of obtaining composites based on graphite
with metals is the reduction of metal from metal halides by intercalated compounds
of graphite with potassium in organic solutions [3–5]. Modification of graphite by
such methods significantly changes the properties of the source graphite. Modified
according to these methods, graphite revealed a new interest effects, in particular,
the anomalous Hall effect and linear asymmetric magnetoresistance [6–9]. However,
thesemodificationmethods are very complex and require significant time and specific
chemical equipment. In addition, these methods lead to partial destruction of the
graphite layers and the graphiteπ-system,which can impair the conductive properties
of graphite.

Other large groups of modification methods are physical methods of applying
metal on the surface of a graphite carrier [9, 10]. The bases of these methods are
phase transformations of the first order in the absence of chemical reactions. Such
phase transformations are observed in the condensation of atoms on the substrate,
condensation of liquid droplets followed by solidification, crystallization from amelt
or solution, as well as in the decomposition of solid solutions. However, the use of
these methods for the deposition of metal nanoparticles on the surface of dispersed
carbon and graphite particles is quite problematic.

One of the most common methods of obtaining metal nanosized particles on the
surface of a graphite carrier is a method of reducing themetal from the corresponding
metal salts, aqua solution of which impregnates a graphite carrier. Recovery occurs
using different types of reducing agents in the presence of stabilizers (surfactants,
polymers, etc.) [11–14].

In the presented paper, the relationship between the parameters of structure, as
well as between methods of obtaining a modifying coating on graphite surfaces and
the concentration of metal in graphite and the electrical resistance of bulk specimens
of modified TEG is investigated.

2 Experimental

2.1 Preparation of Bulk Specimens of Modified
Thermo-exfoliated Graphite

As a source material for the production of TEG natural monocrystalline dispersive
graphite (crystallite size L ~1 mcm, interplanar spacing d002 = 0.335 nm, parameter
of preferred orientation of crystallites η = 104) has been used. Initially, natural
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dispersive graphite has been intercalated with sulfuric acid by the standard liquid-
phase technique up to the first stage compound [12]. Then obtained intercalated
graphite has been thermo-exfoliated in ascending flow furnace at the temperature
1100 °C (the density of TEG powder is ~0.002 g/cm3).

Themodification of thermo-exfoliated graphitewithmetals has beenperformedby
the two methods that are completely different in the succession of thermoexfoliation
and modification processes [12]. In the first method, the graphite powder has been
previously treated with a substance which contained the modifier as an element of
chemical composition of this substance. The powder was then placed into cyclone
gas-fired furnace where the processes of modification and thermoexfoliation were
going on simultaneously at the temperature 1100 °C. This method allows to produce
the specimens with concentration of modifier up to 5% mass and density ~(0.002–
0.005) g/cm3.

In the second method (chemical modification), the graphite was previously ther-
moexfoliated, and then the modifier was deposited on the surface of TEG parti-
cles during several successive chemical reactions. The powders of modified TEG
produced by this method had the density ~(0.03–0.07) g/cm3 which considerably
exceeded the density of initial TEG. One of the advantages of this modification
method is the possibility to produce the modified TEG with desired concentration
of modifier (from 5 to 50% mass). The specimens of modified TEG with Ni, Co Fe
and Cu (metals concentrations are 10, 30 and 50% mass) have been obtained with
this method.

Methods of TEG modification, as well as the structural and morphological pecu-
liarities and phase composition of obtained modified graphite are described in detail
in [12].

For measurements of electrical resistance, the bulk specimens of modified TEG
have been prepared by method of cold pressing without binder on automatic press
with the following parameters: the range of allowable load p is from 1 ton up to
10 tons, and the rate of load growth vp is from 0.1 up to 10 kN/s. For manufacturing
bulk TEG specimens, such moulds have been used: the round press mould with
diameter D = 14 mm and the rectangular press mould with linear dimensions a ×
b = (15 × 3) mm2. Thus, specimens for resistivity investigations have been in the
form of pallets or rectangles.

The production of the (3–10)–mm-high pallets from the powders of low bulk
density requires the application of large-sized pressmoulds. To avoid this, the powder
of pure or modified TEG was previously tightened to a higher density ~(0.22–
0.80) g/cm3. The powderwas poured into a glass tubewith diameter 14mmandheight
from 0.5 to 2 mm, and then the specimen prepared in this way was compressed to
the density ~2 g/cm3 using hydraulic press in the press mould with diameter 14 mm.
Using this method, the specimens of modified TEG with nickel, cobalt, iron and
nickel–iron have been obtained.

The density of bulk specimens prepared from modified TEG with high modifier
concentration (up to 50 mass %) is (2.7–2.9) g/cm3. So, to produce compacted spec-
imens with high density, no supplementary compacting of TEG powders modified
by this method is required. These density values exceed the density of bulk TEG
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specimens and density of natural graphite, because the density of metal is consid-
erably larger than the density of graphite. Wherefore for comparison properties of
compacting modified TEG parameter of porosity, �V

V
�V
V has been used:

�V

V
= CGRAGR + CM AM

d · V − 1, (1)

where �V is the total volume of pores, V is the molar volume of source TEG or
modified TEG, CGR and CM are, respectively, atomic concentrations of graphite and
modifier, AGR and AM are, respectively, atomic masses of graphite and modifier, and
d is the density of bulk specimen.

2.2 Measurement of Electrical Resistance

The measurements of electrical resistance of bulk specimens of modified TEG have
been carried out at room temperature along compression axis (ρc) and perpendic-
ular to compression axis (ρa), and then anisotropy parameter ρc/ρa was determined
for modified TEG specimens with different densities and different modifiers. Also,
the temperature dependence of electrical resistance was measured perpendicular to
compression axis for bulk specimens of modified TEG with different densities and
modifiers in dependence on type and concentration of modifier.

For room temperature measurements of electrical resistance along compression
axis and perpendicular to compression axis, specimens of cylindrical form with
height h = (3–10) × 10−3 m and diameter D = 1.4 × 10–2 m have been used. Elec-
trical resistance was measured by four-point method described in [7]. The principle
schemes of arrangements specially designed for measuring resistance ρa perpen-
dicular to compression axis and resistance ρc along compression axis are shown in
Fig. 1.

The electrical resistance ρa was calculated according to the following formula:

Fig. 1 Principle schemes of arrangements for measuring resistance ρa perpendicular to compres-
sion axis a and resistance ρc along compression axis b, (notation in the text)
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ρa = πRh

2 ln(D/�)
, R = Ret

Ux

Uet
, (2)

where � is the thickness of electrodes supplying the specimen with power, Ret is the
standard resistance equal to 0.01 �, Ux is the potential drop on the specimen, and
Uet is the potential drop on the standard resistance.

The electrical resistance ρc was calculated by the following formula:

ρc = πD2R

4h
, (3)

where R is determined in the same way as in formula (2).
The measurements of temperature dependences of electrical resistance for bulk

specimens of modified TEG have been carried out in temperature interval from 77 up
to 293 K. The resistance was measured by standard four-probe method in direction
perpendicular to pressure axis. The resistivity measurement error did not exceed
0.5%.

3 Results and Discussion

3.1 Resistivity of Modified TEG with Small Concentration
of Modifier

The electrical resistances perpendicular to compression axis (ρa) and along compres-
sion axis (ρc) were investigated in source TEG and TEGmodifiedwith nickel, cobalt,
iron as well as a mixture of nickel and iron by the method of simultaneous thermoex-
foliation and modification. The concentration of modifier is ~1% at., and the range
of densities was from 0.2 to 2 g/cm3.

Figure 2 presents the dependence of resistance ρa (a) and ρc (b) on material
density for TEG with different modifiers.

As it is clear from Fig. 2a, with increase of the material density, the value of
electrical resistance perpendicular to compression axis decreases. As the density
increases from nearly 0.2 to 0.4 g/cm3, an abrupt decrease from (1.0–1.2) × 10−4

�m to 2 × 10–5 �m is observed, i.e. by five or six times. With further increase of
density material to 2 g/cm3, ρa slowly decreases almost two times. Thus, the increase
of material density from 0.2 to 2 g/cm3 leads to decrease of electrical resistance
perpendicular to compression axis in almost ten times, and a small addition of metal
does not influence the magnitude of resistance and behaviour of the dependence of
ρa on density.
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Fig. 2 Dependence of electrical resistance ρa a and ρc b on material density for bulk specimens
of TEG with different modifiers: 1—TEG; 2—TEG-Ni; 3—TEG-Co; 4—TEG-NiFe; 5—TEG-Fe

As can be seen from the figure, the character of dependence ρc on TEG density d
is rather complicated for source TEG. In the specimens with small densities d ~(0.2–
0.5) g/cm3, ρc is approximately 1× 10−4 �m, i.e. has the same value as ρa. As TEG
density increases, resistivity ρc gradually grows and comprises 7.5 × 10–4 �m for
the specimens with the density d ~1.9 g/cm3. Further insignificant increase of density
to 2 g/cm3 results in abrupt almost twofold decrease in ρc. The dependence ρc(d)
for modified TEG is very similar to that for pure TEG. But in contrast to ρa, which
does not change its behaviour for TEG with small additions of metal, the value of
ρc is different for the specimens with the same density but with different modifiers.
For the specimens of modified TEG with nickel and cobalt, the value of ρc is close
to those obtained for source TEG.

For modified nickel TEG, ρc is a little larger, and for modified cobalt TEG, ρc is a
little smaller than for source TEG. For the specimens of TEGmodified with iron and
nickel, the value of ρc is almost two times larger than in source TEG and comprises
~(1.1–1.2) × 10−3�m.

As it is known from investigations [12], the modified TEG consists of microcrys-
tallites which have the structure similar to the structure of natural graphite. Every
microcrystallite consists of several graphite layers, the electrical resistance along the
layers is small, below 10–6 �m, and electrical resistance perpendicular to the layers
is large. The ratio ρc/ρa for natural monocrystalline graphite is ~105 and for high-
oriented pyrolytic graphite is ~104. The source TEG and modified TEG with the
density of (0.2–0.3) g/cm3 are completely isotropic materials in which TEG parti-
cles are distributed chaotically. These have the same value of electrical resistance
~(1.2–1.5) × 10−3 �m both perpendicular and parallel to compression axis. In the
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specimens of larger densities, i.e. in the specimens prepared under compression at
larger pressures, the values of electrical resistance measured perpendicularly and in
parallel to compression axis begin to differ. In such specimens, TEG particles are
oriented in the same direction at high pressure of compression. As a result, a layered
structure is formed perpendicular to compression axis which leads to considerable
decrease of electrical resistance in the direction perpendicular to compression axis
and its increase in the direction parallel to compression axis. This effect is observed
for the specimens with the densities above (0.7–0.8) g/cm3. With further increase of
specimen’s densities up to 2 g/cm3, resistance ρa becomes still smaller but unessen-
tially which is associated with the formation of more ordered layered structure. For
TEGwith the density ~2 g/cm3, ρa is (9–10)× 10–5 �m, i.e. it is close to ρa value for
pyrolytic anisotropic graphite. Small additions of metal (1% at.) practically have no
effect on the magnitude of electrical resistance perpendicular to compression axis.

The electrical resistance of compacted materials is known to include electrical
resistance of particles themselves that make up compacted material and electrical
resistance of contact between these particles. The electrical resistance of metal modi-
fier particles whose concentration is very small in given materials is smaller than that
of graphite particles. But the decreased, in comparison with source TEG, electrical
resistance in TEG metal system due to metal particles is compensated by electrical
resistance of contacts between TEG particles and metal in these systems.

When the density of compacted materials is increased from 0.8 to 1.9 g/cm3, the
electrical resistance ρc along compression axis increases unessentially for the TEG
specimens and practically does not change for the specimens of modified TEG. The
value of ρc in the specimens of TEG modified with cobalt and nickel is close to that
for source TEG, while in the specimens of TEGmodified with iron as well as in TEG
modified with iron and nickel, the value of ρc is considerably larger. The electrical
resistance perpendicular to graphite layers has a jump-like character. Charge transfer
takes place on the boundaries of crystallite, grains and defects. And it is in these
places where the modifier is deposited in TEG. Therefore, the conductivity in the
direction perpendicular to graphite layers takes place through metal impregnations
located on the boundaries of crystallite, grains and defects. The decrease in electrical
resistance along compression axis due tometal depositions is compensated by contact
resistance, and in TEG nickel system as well as in TEG cobalt system, the value of ρc

is close to that for source TEG. From the data on X-ray analysis, electron microscopy
and Auger spectroscopy [12], it was found that iron is present as an oxide Fe3O4 in
TEG iron and TEG iron–nickel systems, i.e. the boundaries of grains and graphite
particles are covered with oxide films, and this results in the increase of contact
resistance and growth of total electrical resistance of the system. The abrupt decrease
of ρc both in source andmodified TEG at the densities increasing insignificantly from
1.9 to 2 g/cm3 is accounted for by the fact that at the pressure applied for producing
TEG specimens with the density up to 2 g/cm3, graphite grains are reduced, graphite
layers are partially destroyed, and several graphite layers may be cut through by
modifier particles. As a result, the electrical resistance ρc decreases.

Figure 3 presents the dependence of anisotropy parameter ρc/ρa on the density
of source and modified TEG specimens.
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Fig. 3 ρc/ρa ratio for bulk
specimens of TEG with
different modifiers in
dependence on density and
type of modifier: 1—TEG;
2—TEG-Ni; 3—TEG-Co;
4—TEG-NiFe; 5—TEG-Fe
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As Fig. 3 shows, the anisotropy parameter ρc/ρa slowly grows for all compact
materials up to the density ~1.9 g/cm3. After this point, anisotropy parameter
decreases. For the specimens with small densities, ρc/ρa is almost the same for
all materials, ρc/ρa ~1–5, which is typical for porous isotropic materials. The value
of ρc/ρa becomes maximal in TEG with the density 1.91 g/cm3 and equals to 80.
In TEG modified with nickel or cobalt, the value of anisotropy parameter ρc/ρa is
maximal at slightly smaller density, ρc/ρa = 63 in TEG with nickel and ρc/ρa = 45
for TEG with cobalt. The values ρc/ρa for TEG with cobalt are being smaller than
those for source TEG at all densities of both materials. This is associated with the
decrease of contact resistance between graphite and metal particles at higher pres-
sures which results in smaller values in comparison with source TEG values of ρc.
The maximal value of ρc/ρa ~100–145 in TEGmodified with iron and nickel as well
as for TEG modified with iron was observed at the density ~(1.6–1.79) g/cm3. As
it was mentioned above, this is accounted for by larger electrical resistance ρc for
these compacted materials.

Thus, themaximal value of anisotropic parameter ρc/ρa for compacted source and
modified TEG is ~100–140 which is 7–10 times smaller that in pyrolytic anisotropic
graphite. This is explained, first, by partial destruction of graphite layers and reduc-
tion of graphite grains due to compression and, second, introduction of isotropicmetal
particles into graphite matrix which “shunt” the graphite layers. All this significantly
reduces electrical resistance in the direction perpendicular to graphite layers (i.e.
along compression axis of bulk specimen) in comparison with pyrolytic graphite.
But at the same time, electrical resistance along graphite layers remains practically
the same as in pyrolytic anisotropic graphite.
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Fig. 4 Dependence ρa(T )
for compacted source (2) and
modified TEG with 50%
mass (1), 10% mass (3) and
30% mass (4) of nickel
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3.2 The Temperature Dependence of Resistivity
for Compacted Modified Thermo-Exfoliated Graphite

With the aim to study the influence of structure, type and concentration of modifier
on temperature dependence of electrical properties of modified TEG, the electrical
resistance in direction perpendicular to compression axis (ρa) in TEG modified with
different concentrations of nickel, copper, iron and cobalt in the temperature range
(77–300) K has been measured.

Figure 4 presents the results of measurements ρa(T ) dependence for compacted
TEGmodified with nickel. The nickel concentration in the samples is 10%, 30% and
50% mass. For comparison dependence, ρa(T ) for source TEG is also presented.

As it is seen from the figure, in general, the character of resistivity temperature
dependence ρa(T ) is similar for all modified with different concentration of nickel
TEG and source TEG. The ratio of resistivities at T = 77 K and room temperature
ρ77/ρr is near to that for sourceTEGand is about 1.5. FormodifiedTEGwith 5%mass
of nickel, this ratio is nearly equal to that for TEG. For modified TEGwith 30%mass
and 50%mass of nickel ρ77/ρr ~1.6 that is slightly larger than for modified TEGwith
10% mass of nickel. The analogous results have been obtained for TEG modified
with copper, cobalt and iron in different concentrations. For all these materials,
the temperature dependence of electrical resistance is similar in it than for source
compacted TEG. For all these compacted modified TEG, the values ρ77/ρr are close
to the values ρ77/ρk for source compacted TEG. The exception is the specimens of
TEGmodified with 10 mass % of cobalt for which ρ77/ρk is ~2.25. All specimens of
compactedmodifiedTEG including the specimenswith themaximal concentration of
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modifier 50%mass or 16–17% at. do not show considerable decrease of resistivity ρr

in the temperature range from77 to 300K.This can be explained, first, by a large value
of contact resistance between the particles of TEG and modifier which compensates
the decrease in the specimen’s resistance due tometal impregnation. Second, in terms
of percolation theory, TEG-metal system can be viewed as a three-dimensional net
with metal particles as conductivity sites. However, the metal concentration in TEG
under study (beyond 50% mass) is small to reach a current threshold, i.e. at this
concentration of metal in TEG metal system, the particles of metal have not been
grouped into continuous cluster which results in abrupt drop of electrical resistance
of the material.

The analysis of the properties of the modified TEG should take into account the
whole complex of parameters including the type of modifier, its concentration and
the parameter characterizing material structure, namely specimens porosity �V/V 0,
i.e. the volume of pores (�V ) in specimen in comparison with the volume specimen.

Figure 5 presents the temperature dependences of electrical resistance ρa(T ) for
compactedmodifierTEGwith the sameconcentration ofmodifier (nickel, cobalt, iron
and copper) of 10% mass. For comparison, the figure also presents the temperature
dependence ρa(T ) for source TEG and gives data on porosity for each material.

As can be seen from the figure, ρa for all specimens of modified TEG is smaller
than for source TEG irrespective of modifier type and specimen’s porosity. The
comparison of specimens with the same porosity shows that ρa is the smallest in
TEG with copper, it is almost two times smaller than in pure TEG and is slightly
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Fig. 5 Dependences ρa(T ) for bulk specimens of modified TEG with the same concentration of
modifier of 10% mass: 1—pure TEG, d = 1.8 g/cm3, �V/V0 = 0.2; 2—iron, d = 1.94 g/cm3,
�V/V0 = 0.25; 3—nickel, d = 1.92 g/cm3, �V/V0 = 0.27; 4—cobalt, d = 2.06 g/cm3, �V/V0 =
0.18; 5—copper, d = 2 g/cm3, �V/V0 = 0.22
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larger than in TEG with cobalt. The value of ρa in TEG with nickel and iron even
with larger porosity is smaller than that in source TEG with �V/V 0 = 0.2. That is,
the modification of TEG with metal in concentration of 10% mass even in more
porous material results in slight decrease of electrical resistance in the direction
perpendicular to compression axis.

Figure 6 presents the temperature dependenceρa for TEGwith differentmodifiers,
different modifier concentrations and the same porosity.

As seen from the figure, bulk specimens of TEG with different modifiers, but the
same porosity values, have identical temperature dependences of ρa, the value of ρa

being smaller than that for less porous source TEG. The exception is bulk specimen
of TEG with cobalt. For this specimen, the value of ρa is larger than in the other
modified TEG, but this bulk specimen of modified TEG has the largest concentration
of modifier (50% mass) among the other specimens shown in Fig. 6.

Thus, the above results show that the modification of TEG by metal results in a
slight (less than twofold) decrease of electrical resistance in the direction perpen-
dicular to compression axis. The type of modifier does not influence essentially the
value of ρa in the materials with the same porosity and modifier concentration of
30% mass in the temperature range from 77 to 300 K.

Figure 7 presents the values of ρa at room temperature for all investigated bulk
specimens of modified TEG with different modifiers and different concentrations in
dependence of material porosity.
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different modifiers and different concentrations: 1—source TEG; TEG modified by Fe (2); by Co
(3); by Cu (4); by Ni (5). Each metal concentration has its mark on the figure

As it follows from figure the character of ρa dependence on porosity is the same
for all bulk specimens of modified TEG regardless of the modifier’s type. For each
TEG modifier system, there is a limiting porosity beyond which the values of ρa are
very similar and do not depend on modifier concentration in the interval up to 30%
mass. At larger modifier concentrations, ρa increases abruptly 1.5–2 times. Further
on as the porosity of bulk specimens grows to 0.6, ρa again changes insignificantly.

For bulk specimens of modified TEG with iron and copper, the limiting porosity
is ~0.3, and for bulk specimens of modified TEG with cobalt and nickel, it is ~0.35.

4 Conclusion

Thus, the performed investigations of electrical resistance in bulk specimens of
modified by metals TEG allow to make the following conclusions:

1. Impregnation of metal into TEG in small concentrations does not signifi-
cantly influence the magnitude of electrical resistance of bulk specimens in
the direction perpendicular to compression axis.

2. Impregnation of metal into TEG results in a significant decrease of anisotropy
parameter ρc/ρa in modified TEG; the more uniform and even the distribution
of metal particles in TEG, the greater is the increase of anisotropy parameter.

3. Impregnation of modifier from 10% mass to 50% mass into TEG results in
insignificant (less than two times) decrease of electrical resistance perpen-
dicular to compression axis of the specimens. The magnitude of resistance
does not depend essentially on modifier type or modifier concentration (at the
concentration below 30 mass %) but depends on material porosity.
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4. There exists limit porosity for each TEG modifier system at which electrical
resistance perpendicular to compression axis increases sharply. Electrical resis-
tance in the specimens below or above this limit practically does not depend on
modifier concentration. The more uniform and even the distribution of metal
particles in TEG, the greater is the value of limit porosity.
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Methods for Controlling the Properties
of Nanoporous Layers in Granules
of Porous Ammonium Nitrate: Stage
of Drying

N. O. Artyukhova, J. Krmela, V. Krmelova, and A. E. Artyukhov

1 Introduction

Porous ammonium nitrate (PAN) granules are obtained by the following methods
[1–3]:

1. Granulation of melt in granulation towers with addition of pore-forming and
modifying additives.

2. Heat treatment of granules.
3. Humidification and drying of the granules.

The main quality index of PAN is the absorptivity and retentivity to diesel fuel.
Each of the noted methods provides the necessary value of these indices; at the same
time, the environmental production indicators decrease (method 1), the strength of
the granules is lost (method 2), the production scheme becomes more complicated
(method 3).
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A promising technique for obtaining PAN is to combine the heat treatment and
humidification of granules in small-sized vortex granulators.

The main advantages of the PAN granules production in a vortex flow are:

• reduction of the residence time for granules in the workspace of the device and
maintaining their strength properties;

• quantity reduction of heat treatment cycles for granules;
• combination of the humidification and drying stages in one device;
• classification of granules by size;
• decrease in the overall dimensions of the granulation equipment.

It is necessary to predict theoretically how the granule will be warmed up and
moisturewill be removed to obtain a high-quality porous structure. Thismathematical
model enables determining the conditions for uniform heat treatment and drying of
granules in the hot heat transfer agent’s flow.

Although there are many studies devoted to PAN production (e.g. [1–6]), they do
not observe the nanoporous structure of the surface and deep layers of the granule.
The granule absorptivity depends on the pore size on the surface of the granule.
The retentivity of the granule depends on the size of the internal pores. The correct
selection of the technology for obtaining PAN allows providing a given pore size on
the surface and inside the granule.

One should note that the destruction of a granule can also occur at the stage
of nanoporous structure formation during humidification and heat treatment, for
example, in vortex granulators [7–11]. Despite the satisfactory results after intro-
ducing vortex granulators into the PAN production technology, the object of research
includes the mechanisms for controlling the residence time of a granule in the
workspace of this device. In this work, the authors continue the research on intro-
ducing the drying stage to eliminate the possible overheating of the granule and its
collision with other granules and the wall of the device in the swirling heat transfer
agent’s intense flow. The necessity to introduce the final drying stage using multi-
stage shelf units [8, 12, 13] is substantiated in works [14, 15]. The choice of this
type of dryer is based on a comparative analysis of modern methods of effective
dewatering of dispersed materials and effective two-phase systems such as fluidized
bed [16–20].

The additional drying stage in the decreasing velocity regime in the active (but
less turbulized) hydrodynamic mode will make it possible to achieve the following
changes in the nanoporous structure of granules (in comparison with an undried
sample):

• an increase in the number of micropores and mesopores of curvilinear configura-
tion;

• an increase in the share of curvilinearmacropores in the total number of nanopores;
• an increase in the surface nanopores depth.

These changes increase the retentivity rate of the granule and the reliable retention
time of the diesel distillate in the granule.
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The thermodynamic conditions to produce the PAN granules have a decisive
effect on the nanoporous structure, features of pores, their number, relative porous
surface area, etc. Based on the importance of this index, the authors modeled the
thermodynamic operating conditions of a gravitational shelf dryer at the final drying
stage.

Principal scheme of the PAN obtaining unit with the use of equipment with highly
turbulized flows is shown in Fig. 1.

The target technological processes in PAN production are heat treatment of the
ordinary ammonium nitrate after humidification and the PAN final drying, signifi-
cant secondary process—cleaning of the waste drying agent before its release into
the atmosphere or utilization. Given this, basic algorithm of the granulation unit’s
calculation (technological scheme of the unit is shown in Fig. 2) will be based on
the defining of technological operation conditions and constructive characteristics of
the vortex granulator (VG), gravitational shelf dryer (GSD), and absorber (A) with
vortex mass transfer–separation contact elements.

In general, the algorithm to calculate the main technological equipment of the
granulation unit to obtain PAN, can be presented as a scheme, as shown in Fig. 3.
One or several software products, which together constitute automated complex of
the granulation unit calculation, correspond each block of the scheme.

Fig. 1 Diagram of porous ammonium nitrate production according to the method [8, 11–15]: I—
humidification of ordinary ammoniumnitrate; II—heat treatment and drying of ordinary ammonium
nitrate after humidification;—III—final drying PAN; IV—cleaning of exhaust gases; 1—vortex
granulator; 2—multistage gravitational shelf dryer; 3—contact tray with heat and mass transfer–
separation elements
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Fig. 2 Technological scheme of the porous ammonium nitrate production. Elements of the instal-
lation: VG—vortex granulator; H—heater; GHD—gravitational shelf dryer; FBC – fluidized bed
cooler; A—absorber; F—filter; M—mixer; B—batcher; HP—hopper; G—gas blower; P—pump;
T—tank; C—compressor. The main flows: 1–1—seeding agent; 2–2—manufacturing air; 3–3—
polluted air; 4–4—purified air; 5–5—polluted water; 6–6—water; 7–7—substandard granules;
8–8—air for spraying of liquid material (solution, melt); 9–9—product; 10–10—air for cooling
of granules; 11–11—granules for packaging; 12–12—steam; 13–13—dusty gas; 14–14—liquid
material (solution, melt); 15–15—water condensate; 16–16—drying agent

2 Calculation of Technological Parameters

In order to study the influence made by the hydrodynamic regime of the gravitational
shelf dryer’s operation on the nanoporous structure of the granule after final drying,
the experimental stand was created (Fig. 4).

Other devices and equipment include:
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Fig. 3 Algorithm of the main technological calculation of the PAN obtaining granulation unit

• temperature in the calorifier is measured by TC10-C thermocouple; self-recording
potentiometer KCP-3;

• temperature in the workspace of granulator is measured by thermal imager Fluke
Ti25, pyrometer Victor 305B;

• humidity of granules and air is measured by the multimeter DT-838.

The theoretical calculation of the kinetics for the granule heating process and its
mass changing are presented in Figs. 5 and 6.

Heating of the granule surface and removing moisture from it is carried out at
a constant drying velocity. In this case, the heating and drying front are mixed in
parallel. It enables obtaining a porous structure of the granule at low thermal stresses
in the core. As the heating and drying front moves deeper into the granule, the drying
velocity decreases. The heat treatment timemust be increased to remove the required
amount of moisture from the granule. Besides, it is essential to prevent overheating
of the granule core. It will lead to the formation of pores in the form of cracks, not



198 N. O. Artyukhova et al.

Fig. 4 Schematic diagram
of the experimental setup for
the study of shelf devices:
F—fan; GSD—gravitational
shelf unit; C—cyclone; T1,
T2—containers (tanks);
1—drying agent; 2—waste
drying agent; 3—purified
gas; 4—PAN; 5—PAN after
final drying; 6—fine particles

due to evaporation but due to the mechanical destruction. In this case, the strength
of the granule is significantly reduced.

Multistage Heat Treatment© the mathematical model, underlying the software
product, is demonstrated in [8, 11–13].

TheMultistage Heat Treatment© program is necessary to calculate heat treatment
and dehydration processes (if required) in the multistage drying, granulation and
cooling devices of the weighted layer. The calculation results are the value of the
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Fig. 5 Program interface for calculating the mass of a granule a, windows for calculating the
heating kinetics of a granule b, c
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Fig. 6 Results of calculating
the mass of the granule a, the
heating kinetics of the
granule b, c
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temperature and humidity of the dispersed material and the gas flow (drying or heat
transfer agent) before and after each stage of themultistage device. The heat treatment
process is calculated in the gas flow direction (from the lower to upper sections of
the device). The heat treatment process is calculated in the direction of the gas flow
(from the lower to the upper sections of the device).

When starting work with the program, the equation system of the mathematical
model appears on the screen (Fig. 7).

The user enters the initial data in the corresponding cells (Fig. 8).
The working field of the program after entering the initial data will have the form

as shown in Fig. 9.
The next step is to carry out the calculation (Fig. 10). The corresponding command

makes it possible to calculate the required values.
The calculation results are displayed in a separate window (Fig. 11).

Fig. 7 Mathematical model for calculation

Fig. 8 Input of initial data

Fig. 9 Working area of the program
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Fig. 10 Calculation

Fig. 11 Calculation results

Fig. 12 Initial data to calculate the subsequent heat treatment stages

After the calculation of the first stage, the user proceeds to further calculations.
The mathematical model equations at the next step are similar to the previous ones.
The peculiarity of the calculation at each subsequent stage is to use the calculation
results of the flow features in the previous stage, which are the initial data for the
calculation (Fig. 12).

3 Properties of Nanoporous Layers in Granules of PAN

Figure 13 shows the electron microscopy results of the surface of PAN granules with
various diameters after the final drying stage.

Analysis of these figures shows the following features of the nanoporous structure
morphology:

• with an increase in the diameter of the granule, the nanoporous surface becomes
more uniform thanks to the regular heating of the granule;

• an increase in the time for heat treatment with a slight decrease in temperature
enables to avoid the formation of several “mechanical” pores arising from the
thermal stress actions;

• the formation of a developed network of twisted nanopores occurs when the
granule is not overheated;

• with an increase in the granule polydispersity degree, the small fraction is
characterized by an uneven network of predominantly rectilinear nanopores;

• it is necessary to adjust the ratio between the drying agent’s flows and granules
(dispersed material) to reduce the temperature stress effect on the granule. Such
an optimization calculation is a task for further research.

The values of the relative porous surface of the PANgranule for different diameters
are presented in Fig. 14.
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Fig. 13 Electron microscopy results of the surface of PAN granules with various diameters after
the final drying stage: a–d = 1 mm; b–d = 2 mm; c–d = 3 mm

4 Conclusions

The obtained results indicate that the final drying stage of PAN granules provides
an increase in their quality and shelf life without loss of retentivity toward diesel
distillate.
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Fig. 14 Values of the relative porous surface of the PAN granule for different diameters: a–d =
1 mm; b–d = 2 mm; c–d = 3 mm

The introduction of this stage increases the total energy capacity of the production;
however, the use of multistage shelf dryers enables:

• to section the internal space of the device with the formation of the heat–mass
exchange steps;

• to differentiate the distribution of flows between stages;
• to provide gradual regulation for the driving force of heat–mass transfer;
• to achieve optimization of the cost ratio of interacting flows;
• to create an active hydrodynamic mode of flow interaction;
• to reduce the specific energy consumption for the intensification of the process.
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Nanoporous Organo-Mineral Fertilizers
Obtained by Using of Granule Shell
Technology

G. O. Yanovska, V. S. Vakal, A. E. Artyukhov, V. Y. Shkola, T. Y. Yarova,
and S. V. Vakal

1 Introduction

Ensuring economic growth and achieving the goals of sustainable development
requires the transition to resource-efficient economy, based on ecological balance,
responsible production and consumption, the rational use of natural resources [1,
2]. The rational use of land [3] and ensuring the productivity of agriculture simul-
taneously are achieved by intensifying innovation activity in agriculture, aimed at
increasing crop yields [4]. One of the directions of such activities is the use of new
generation mineral fertilizers that meet the concept of innovative advancement [5].
According to agrochemical science [6], the share of mineral fertilizers in ensuring
yield growth is 20–40%, and the ratio of the main nutrients of nitrogen, phosphorus
and potassium for crops should usually be 1: 1: 1 [7]. At the same time, high doses of
nitrogen fertilizers required in the initial growing season can have a negative impact
on the environment due to significant nitrogen losses: the entry of gaseous nitrogen
into the air and in the form of nitrates into the soil and groundwater. Thus, for such a
common nitrogen fertilizer as urea, with its surface application only gaseous losses
can be more than 50% [8].

In this connection, various ways are being developed to reduce the rate of nitrogen
granules dissolution in the soil. The most well-known chemical methods are imple-
mented by creating special slightly soluble fertilizers, introduction of nitrification
inhibitors into the granules, as well as the granules encapsulation with the shells of
different compositions [9–13].
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The important step in microcapsules formation is the fabrication of proper wall
materials that meets the criteria of encapsulation efficiency and the durability of
microcapsules rely on the wall material structure. This shell should act as a barrier,
storing the core material as well as protecting it against the oxygen, water and light,
or initiate a controlled diffusion in the specific media [14].

The shell, which is applied to the surface of the granule (core), should have a
porous surface, which consists mainly of curved nanopores of different depths. The
size of the pores and their structure has a significant effect on the rate of the soil
moisture penetration into the shell and after some time into the core of the granule.
Due to the presence of nanopores in the shell, as well as in the interface of the granule,
the process of dissolving the fertilizer will take place sequentially from the shell to
the core. This path is optimal for the fertilizer assimilation. Thus, it will prevent
against eco-destructive effects on the environment and loss of nutrients. In the case
of increasing the pores size and changing their shape from curved to rectilinear,
the groundwater will penetrate into the granule with greater speed and in greater
quantities. This will lead to the simultaneous dissolution of both the shell and the
core of the granule.

Nitrogen fertilizers with sulphur coating corresponding to the ecomarketing
concept [15] have already been brought to the industrial production. Some of the
promising components for encapsulation, in which there are no inert elements, are
shells based on ammonium and calcium phosphates. Such shells allow the formation
of complex NP and NPK fertilizers, in which the phosphate or phosphate-potassium
coating acts as a membrane through which the nitrogen core of the granule diffuses.
Our work showed that the dissolution rate of the nitrogen component of the fertilizer
granule depends on the density of the formation of the phosphate-containing shell
particles. It is possible to create shells with different permeability by varying the
conditions of the application process.

The most important functions and benefits of the active compounds encapsulation
are the following:

1. Increasing the stability of encapsulated materials by protecting them from
environmental factors such as heat, high and low pH values, oxygen and light;

2. Controlled release of active components in the aqueous media;
3. Conversion of liquid formulations to solid, resulting in the convenience of

handling and transportation [16].

When choosing the method of obtaining the organic-mineral fertilizers, prefer-
ence should be given to the most effective for specific encapsulation conditions.
For the production of mineral fertilizers (except for the technology of production in
granulation towers), the most common methods are using devices with a fluidized
bed and rolling machines [17–21]. Obtaining the multicomponent organic-mineral
fertilizers with a shell of nutrients can be successfully carried out in plate granulators
[22]. The coating technology on the surface of the granule in such devices allows
you to use the nutrients that are difficult to disperse as a binder (plasticizer). In this
case, the use of devices with active hydrodynamic modes (successful introduction
of such devices in the technology of obtaining granules with a nanoporous structure
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is described in [23–28]) is impractical. In combination with the main advantages of
plate granulators [29], the technology described in this article can be considered a
fairly simple and effective way in comparison with analogues [30, 31].

The performed investigations on studying the microstructure of the phosphate-
containing coating revealed the features of the porous structure of the shell itself
and the layer between the shell and the inner part of the encapsulated granule. The
obtained microphotographs make it possible to study the pore size of the phosphate-
containing shell and to determine the effect of the composition of the plasticizer on
its porosity.

2 Materials and Methods

The development of the encapsulated fertilizers experimental samples was carried
out on a model installation based on a plate granulator.

Figure 1 demonstrates the experimental stand scheme for organic-mineral fertil-
izers production process. The general view of pan granulator experimental sample
is presented on Fig. 2.

Fig. 1 Experimental stand scheme for organic-mineral fertilizers production process: 1—phosphate
bunker; 2—bunker of microelements; 3—mixer; 4—dispenser; 5—potassium-magnesium solu-
tion tank; 6—humate solution tank; 7—potassium-magnesium mixing tank with humate; 8—urea
granules feed unit; 9—nozzle; 10—pan granulator; 11—tray for granulated product
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Fig. 2 Pan granulator:
D—the diameter of the disc;
H—the height of the disc;
α—the tilt angle of the disc

The encapsulation process was carried out by applying a phosphate-containing
coating to the urea granules. The composition of the plasticizer and its effect on the
properties of the fertilizer shell were varied and studied.

The phosphate-glauconite concentrate from the Novo-Amvrosiivskyi deposit
was used as a phosphate-containing component of the shell. The indicators of the
concentrate are shown in Table 1.

The dispersed composition of phosphate-glauconite concentrate of the Novo-
Amvrosiivskyi deposit is shown in Table 2.

Ballast calcium and potassium humates and an aqueous solution of potassium
and magnesium (Kalimag) were used as a plasticizer. The choice of the first two
types of plasticizer is justified by the need to introduce into the composition of
the granule an organic component, which in addition to astringent properties has a
positive effect on the humus content in the soil. Kalimag (46% K2O) was used to
enrich the encapsulated fertilizer with nutrient potassium and magnesium. Ballast

Table 1 Chemical
composition of
phosphate-glauconite
concentrate

Indicator name and measurement
unit

The result of the analysis

Mass fraction of total phosphates in
terms of P2O5 gen (%)

15.0

Mass fraction of digestible
phosphates in terms of P2O5 dig (%)

13.1

Mass fraction of water (%) 1.27
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Table 2 Dispersed
composition of
phosphate-glauconite
concentrate

Fraction of particle size (mm) Mass fraction (%)

>0.4 0.85

>0.315 1.27

>0.28 2.54

>0.2 0.56

>0.1 37.88

>0.063 21.83

<0.063 35.07

Table 3 Chemical composition of calcium and potassium humates

Indicator name and measurement unit The result of the analysis

Calcium humate Potassium humate

pH (10% water solution) 9.0 11.65

Mass fraction of water (%) 89.5 83.4

Mass fraction of humates (in terms of dry
matter) (%)

16.9 30.8

Mass fraction of total calcium (in terms of dry
matter) (%)

6.0 –

Mass fraction of water-soluble calcium (in terms
of dry matter) (%)

0.3 –

Mass fraction of magnesium (in dry matter) (%) 0.8 5.26

Mass fraction of total potassium K2O (in dry
matter) (%)

0.05 0.61

humates of calcium and potassium were obtained from lowland peat of the Glukhiv
deposit in the Sumy region on a model homogenizer. The chemical composition of
calcium and potassium humates is shown in Table 3.

Fertilizers samples were obtained as follows. Powdered phosphate-glauconite
concentrate was fed to a plate granulator on urea granules with a size of 2–3 mm
moistened by plastisizer. The encapsulation process took place by the mechanism
of agglomeration for 5 min. Then the resulting product was sent for drying for 2 h
at a temperature of 65 °C. In order to improve the nitrogen-phosphorus nutrition of
plants, increase their stress resistance and productivity, an “Avatar” multicomponent
microelement complex in the chelated form was added to the shell composition of
the fourth test sample.

The chemical composition of the obtained encapsulated urea samples is presented
in Table 4.
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Table 4 Composition of the samples of fertilizers based on urea in the phosphate shell

Sample name Composition Plasticizer Strength of
granules (MPa)P2O5 (%) N (%) K2O (%)

Sample 1 7.20 23.8 0.31 Calcium humate 2.10

Sample 2 7.13 23.6 0.21 Potassium humate 2.07

Sample 3 7.84 21.8 0.42 Kalimag 2.09

Sample 4 with the
addition of an
“Avatar”
trace-element
complex

7.40 22.8 0.21 Calcium humate 1.71

3 Results and Discussion

The use of the phosphate-glauconite concentrate of the Novo-Amvrosiivskyi deposit
involves the development of a coating containing the phosphate and potassium
components. Plasticizers in the form of potassium and calcium humates—create
an organic-mineral composition, which involves increasing the granules nutrients
utilization. Potassium humate increases the potassium content in fertilizers, and
calcium humate was used as a plasticizer due to its low solubility and positive effect
on the formation of agronomically valuable, water-resistant soil structure.

The introduction of calcium into the fertilizer neutralizes the soil acidity and
reduces the mineral components loss of the soil. The inclusion of trace elements
in the chelate form allows to increase the agrochemical value of the fertilizer by
improving the resistance of plants to diseases and adverse environmental factors.
The introduction of the zeolites into the phosphate-containing shell involves the
reduction of gaseous and infiltrative nitrogen losses and increases the productive
moisture in the soil [7].

Carrying out of researches on an efficiency estimation of a phosphorus-containing
coating on prolongation of dissolution of a nitrogen granule core demands studying of
qualitative and quantitative characteristics of a coating and the interface between an
external and internal layer by a scanning electron microscopy with elemental micro-
analysis. Figure 3 presents a general viewof the granules for four samples: a—general
view of the granules at 100 times magnification, b—the surface of the granules at
1000 times magnification; c—general view of the cross-section of the granule at 100
times magnification; d is the slice of the granule at 1000 times magnification.

The study of the surface morphology showed that sample 1 has uniform surface,
but uneven in shell thickness. The damage of the shell is probably formed during
drying. The surface has coarse inclusions. The porous structure of the surface and the
entire shell (cross-section) is developed, and the pores are mostly curved. The shell
is not attached to the granule core due to the probable occurrence of temperature
stresses during drying (Figs. 4 and 5; Table 5).
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Fig. 3 General view of granules for samples 1–4: a general view of granule at a magnification
×100, b granule surface at a magnification ×1000; c general view of granule cross-section at a
magnification ×100; d granule cross-section at a magnification ×1000

The elemental analysis shows increasing amount of C, N elements towards the
granule core. The granule surface contains following elements: O, Al, Si, P, K, Ca,
Fe, Mg, S, Cl, Na which amount is decreased from the surface to the core. Those
elements as P, K, Fe, Mg, S, Cl, Na are absent in the core.

Sample 2 has a uniform surface, but has a non-uniform thickness of the shell.
Compared with sample 1, the thickness of the shell is more uniform. There is damage
of the shell, which probably formed during drying. The surface has fine inclusions.
The porous structure of the surface and thewhole shell (in section) is underdeveloped:
there are mostly curved pores and pores that are formed mechanically (cracks, faults,
cavities). The shell is not attached to the granule core due to the probable occurrence
of temperature stresses during drying (Table 6).

The elemental analysis shows increasing amount of C, N elements towards the
granule core. The granule surface contains following elements O, Al, Si, P, K, Ca,
Fe, Mg, S, Na. The amount O, Si, P, Mg, Na is increased in the interface between
granule and core compared with amount of elements in the shell. The amount Al, K,
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Fig. 4 Elemental composition analysis of the of the granule sample 1: a granule cross-section with
areas where the elemental composition analysis was provided, b elements distribution on the sample
cross-section surface, c the spectrum 13; d the spectrum 14; e the spectrum 15

Ca, Fe, S decreased in the direction from the surface to the core. Such elements as
Al, P, K, Fe, Mg, S, Na are absent in the internal layer.

Sample 3 has a non-uniform surface and thickness of the shell, and there are areas
without shell. Compared with samples 1 and 2, the thickness of the shell is more
uniform. The surface has fine inclusions. The porous structure of the surface and the
entire shell (in section) is developed and uniform in the form of closely spaced round
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Fig. 5 Elemental composition analysis of the of the granule sample 2: a granule cross-section with
areas where the elemental composition analysis was provided, b elements distribution on the sample
cross-section surface (spectrum 10); c spectrum 11; d spectrum 12

cavities. The shell is not attached to the granule core due to the probable occurrence
of temperature stresses during drying (Figs. 6 and 7; Table 7).

The elemental composition analysis shows the decrease of C, O, Al, Si, P, K, Ca,
Fe, Mg, S, Na amount in the direction to granule core and increase of N amount.
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Table 5 Elemental
composition of fertilizer
granule layers (Sample 1)

Sample 1 Sample 13 Sample 14 Sample 15

Element Weight (%) Weight (%) Weight (%)

C 14.84 20.30 21.59

N 13.20 36.36 46.20

O 40.37 30.32 31.83

Al 0.95 0.35 0.11

Si 4.41 1.10 0.04

P 3.12 1.58 –

K 1.22 0.44 –

Ca 17.26 7.69 0.22

Fe 3.44 1.41 –

Mg 0.55 0.16 –

S 0.38 0.20 –

Cl 0.10 0.07 –

Na 0.16 0.00 –

Table 6 Elemental
composition of fertilizer
granule layers (Sample 2)

Sample 2 Spectrum 10 Spectrum 11 Spectrum 12

Element Weight (%) Weight (%) Weight (%)

C 14.62 15.63 23.03

N 21.77 26.37 47.30

O 31.70 35.26 29.28

Al 0.37 0.35 –

Si 2.13 2.81 0.08

P 1.94 2.93 –

K 0.77 0.39 –

Ca 21.14 14.08 0.02

Fe 4.44 1.67 –

Mg 0.17 0.23 –

S 0.84 0.27 –

Na 0.11 0.00 –

Total amount 100.00 100.00 100.00

Sample 4 is uniform on the surface, but has a non-uniform thickness of the shell.
This sample has no damage of the shell during drying. The surface has coarse inclu-
sions. The porous structure of the surface and the entire shell (cros-section) is devel-
oped; the pores are mostly curved. The shell is not tightly bonded with the granule
core due to the probable occurrence of temperature stresses during drying (Table 8).

On all samples, the granule surface has various damage, which occurred during
the removal of moisture in the oven. These damages together with the formed porous
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Fig. 6 Elemental composition analysis of the granule sample 3: a granule cross-section with areas
where the elemental composition analysis was provided, b spectrum 7; c spectrum 8, d spectrum 9

structure allowmoisture to penetrate into the shell and dissolve it in the soil. However,
major damage can cause the shell to peel off the granule core during transport, as
well as premature shell dissolution in the soil due to the large amount of moisture
that enters the shell. Additional shell destruction can be caused by a loose fit of the
shell to the granule core, which, according to the presented photos, is caused by the
larger particle size of the phosphate-glauconite concentrate.

The uniformity of the granules shell thickness is not a determining factor that
affects the quality of fertilizer. The required amount of concentrate (according to the
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Fig. 7 Elemental composition analysis of the granule sample 4: a granule cross-section with areas
where the elemental composition analysis was provided, b spectrum 3; c spectrum 4, d spectrum 5

technological calculation) is applied to each granule. The main quality indicators
are:

• strength of the granule with a shell;
• the tight contact of the shell to the granule and the adhesion of the shell to the

granule surface;
• developed porous structure with a minimum amount of surface mechanical

damage caused by thermal stresses during drying.
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Table 7 Elemental
composition of fertilizer
granule layers (Sample 3)

Sample 3 Spectrum 7 Spectrum 8 Spectrum 9

Element Weight (%) Weight (%) Weight (%)

C 26.54 22.17 25.78/22.78

N – 22.83 38.26/44.26

O 37.94 38.11 29.76

Al 0.59 0.32 0.16

Si 10.52 6.10 0.66

P 2.89 1.37 0.62

K 1.53 0.75 0.33

Ca 14.86 6.45 3.42/0.42

Fe 2.72 1.07 0.48

Mg 0.33 0.15 0.09

S 0.91 0.17 0.12

Na 0.34 0.14 0.08

Cl 0.83 0.36 0.26

Total amount 100.00 100.00 100.00

Table 8 Elemental
composition of fertilizer
granule layers (Sample 4)

Sample 4 Spectrum 5 Spectrum 4 Spectrum 7

Element Weight (%) Weight (%) Weight (%)

C 15.97 29.61 27.93/22.93

N 19.76 28.32 45.42

O 42.06 31.89 30.91/28.91

Al 0.88 0.25 0.16

Si 3.32 1.32 0.99

P 2.40 0.98 0.75

S 1.45 0.30 0.30

K 0.83 0.27 0.20

Ca 10.75 5.52 4.14/0.14

Fe 2.08 1.40 0.09

Mg 0.41 0.13 0.11

W 0.10 – –

Total amount 100.00 100.00 100.00

The main mechanisms involved in the core release are diffusion, degradation, use
of solvent, pH, temperature and pressure. In practice, a combination of more than
one mechanism is used. Diffusion occurs especially when the microcapsule coating
is intact; the release rate is governed by the chemical properties of the core and the
coating material and some physical coating properties.
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The choice of the most suitable method depends on the core type, the application
for the microcapsule, the size of the particles required, the physical and chemical
properties of the core and the coating, the releasemechanism required, the production
scale and the cost [32].

Comparison of spectra 13, 10, 7 and 3 shows a slight changes in the elemental
composition of the phosphate-containing shell during encapsulation. Comparison of
spectra 14, 11, 8 and 4 shows a significant changes in the elemental composition at
the interface of the granule core and phosphate-containing shell depending on the
plasticizer, which can affect the carbamide dissolution rate. Comparison of spectra
15, 12, 9 and 5 shows that the change in the composition of the plasticizer has
a significant impact on the physicochemical processes at the interface between the
coating and the granule core.Addition of 0.3%of the “Avatar”microelement complex
in chelated form allows to increase the permeability of the coating components and
plasticizer into the granule core, which provides high-quality contact.

The dense packing of phosphate-glauconite concentrate particles, which is
presented at the spectrum 3, allows us to conclude about the diffusion uniformity of
the nitrogen solution of the granule core through the pores, which have an initial size
of about 10 microns. Diffusion of the moisture through the phosphate-containing
shell to the granule core allows to dissolve first the organic component of the shell
to create a porous layer.

4 Conclusions

1. The obtained results have shown the possibility of phosphate-containing shell
deposition on carbamide granules by agglomeration to obtain an encapsulated
fertilizer with a sufficient characteristics for their application;

2. The most effective and technological is calcium humate plasticizer, which is
modified with a trace elemental complex in chelated form;

3. The initial pore size of the phosphate-containing shell at the core–shell interface
is 10 μm.

4. Phosphate-containing shell has a developed nanoporous structure with different
pores depth and shape.

5. The phosphate-containing shell has nanoporous structure through all core
thickness up to the granule interface.

6. On the surface and inside the shell, there is a small amount of “mechanical”
pores caused by damage of the granules due to the release of moisture during
drying.

7. The encapsulation technology needs to be further improved in studying of the
control mechanisms of the nanoporous layer formation process.
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Influence of Changes in the Phase State
of the Surface and External Factors
of Laser Irradiation on the Nanocraters
Formation

L. V. Shmeleva, A. D. Suprun, S. M. Yezhov, and V. V. Datsyuk

1 Introduction

Due to their unique properties, femtosecond lasers can be used in various fields
of science, technology, and medicine. Femtosecond laser technology has attracted
significant attention from the viewpoints of fundamental and application; espe-
cially, femtosecond laser processing materials present the unique mechanism of
laser-material interaction. Under the extreme nonequilibrium conditions imposed
by femtosecond laser irradiation, many fundamental questions concerning the phys-
ical origin of the material removal process remain unanswered [1–6]. Under the
influence of powerful laser irradiation, a micro-explosion occurs on the solid surface
with the formation of a nanocrater and luminous plasma [7–14]. From the start of
the laser action process, the surface actively heated in the local area of the irradiated
substance. When the light pressure on the surface and its temperature take critical
values, a local phase transition occurs. Phase changes cause the substance ablation
and are accompanied by a glow. The substance removed from the surface is plasma
with a complex structure. Later on, the flying out from the surface solid and liquid
particles (aerosol) affects the degree of laser exposure. To assess the consequences
of such an influence, an analytical study of this process was carried out in the work.
It was assumed that the aerosol formed near the surface has a complex drops-cluster
structure.

On the basis of the inhomogeneous system of continuummechanics, the boundary
conditions were obtained [15], due to which a system of differential equations
was formulated [16], which allowed to formulate a following system of two
interconnected differential equations [17], namely:
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the equation of the dynamics of near-surface pressure:
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= (−1 + �eqϑτ
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which determines the changes in near-surface pressure on the local area surface, arise
by reason of the influence of laser radiation;

the crater dynamics equation:
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which determines of the crater form at any time of the laser pulse and after its action.
There are the parameters �, 
 in these equations. These parameters are accord-

ingly dimensionless near-surface pressure and a dimensionless function of the shape
of the crater formation. In Eq. (1), ϑτ is Heaviside stepped function and the param-
eter eq determines the ratio of the flow that enters the surface of the matter qs to the
output flow qin, i.e., in dimensionless units:

eq ≡ qs
qin

= f (x, y) exp
(−�M�η+β


)
, (3)

where the function f (x,y) determines the transverse shape of the stimulating impulse
and adds to (1) an additional dependence on x, y, M is dimensionless parameter
determined by equality

M = q0γ 2L2

2ϕ3/2
0 κ2ρ0sα1/2

,

� is the parameter determining the degree of interaction of the evaporable matter
with the incident radiation:

� = bLγ 3qin
2καϕ0

h(ω), (4)

where κ is polytropic index, α ≡ κ + 1, γ ≡ κ − 1, β ≡ α/(2κ), η ≡ 1/κ , ϕ0

is specific heat of the condensate—gas phase transition, ρ0s is the density of the
near-surface layer of solid, and L is the coefficient of heat loss. In (3):

b ≡ 2R�m2
a

3π
√

πγμad2
a kb

,
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where R� is gas constant, μa is gas molecular weight, da is molecule effective
diameter, ma is evaporated matter atom mass, and kb is Boltzmann constant. The
function h(ω) determines constant part of absorption factor, which does not depend
on pressure, but has a significant dependence on the frequency characteristics of the
gaseous medium.

2 Analytical Solution of the Gas Phase Dynamics Problem
in the One-Dimensional Approximation

Equation (1) is quite complex. To consider the problem analytically and to establish
certain patterns, following assumptions were made. Namely, the width of the stim-
ulating pulse is much larger than the depth of the crater, which is formed under the
action of this pulse, and the pulse itself has no transverse structure. That is, in the
area of the laser beam f (x, y) = 1. This will neglect the coordinate dependence in
Eqs. (1) and (2). In this approximation:

N ≡
√

1 +
(

∂


∂x

)2

+
(

∂


∂y

)2

= 1.

The parameter eq lose its dependence on coordinates and will depend only on
time due to the functions � and 
.

An ideal gas model was used here. But when irradiated from the solid evaporates
the aerosol, in which there are droplet-cluster formations. Therefore, the possibility
of deviation of the gas from the ideal was taken into account. That is, it was assumed
that the polytropicity index κ → 1 (non-point molecules), while for point molecules
κ = 5/3. The parameter eq in the case of κ → 1 can be defined as

eq = exp
(
−�M�

2



)
,

where eq ,�,
 are the average values of the corresponding functions. That is, for
κ → 1 Eq. (1) can be approximately written as follows:

d�

dθ
= (−2 + �eqϑτ

)
�2 + eqϑτ�, (5)

Due to Heaviside functions properties, Eq. (5) breaks out into two separate ones,
each of them is responsible for part of process depending on time:

1. d�1
dθ = ((−2 + �eq

)
�1 + eq

)
�1, when θ ≤ θτ ; with initial condition �1(0) =

�in, where �in is dimensionless value of the initial pressure. The equation
corresponds to the period when the pulse has not yet ended and its action still
stimulates of the surface destruction.
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2. d�2
dθ = −2�2

2, when θ > θτ .

The solution of Eq. (1) for case eq = const in view of the entry condition will be:

�1(θ) =
((

�−1
in − 2/

eq + �
)
exp

(−eqθ
) − � + 2/

eq

)−1
(6)

For the case, κ → 1 Eq. (2) is also simplified to the form: d

dθ = �. As a result,

the parameter eq can be determined as follows:

eq = exp
(
−�M�

3
1θτ /2

)
, (7)

2.1 Influence of Radiation Absorption on Pressure Dynamics
During Pulse Action

The obtained function�1(θ) in (6) describes the process corresponding to the active
removal solid to the gas phase until the action of the falling pulse on the surface
cease. In order to analyze how the absorption of radiation by the gaseous medium
affects the subsurface pressure during the action of the pulse, an averaging procedure
(6) was performed within 0 < θ < θτ . As a result, we have a transcendental equation
for �1:

�1 = 1

2e�M�
3
1θτ /2 − �

· [1 −
ln

{
e−θτ e−�M�

3
1θτ /2 + �in

(
2e�M�

3
1θτ /2 − �

)(
1 − e−θτ e−�M�

3
1θτ /2

)}

θτ e−�M�
3
1θτ /2

⎤

⎥
⎦, (8)

The interaction of radiation with the gaseous medium is characterized by the
dimensionless parameter �. The greater � the stronger the absorption. We looked
for dependence by means of (8). This equation is transcendent, so it can only be
analyzed numerically (Fig. 1).

Numerical analysis showed that at the beginning of the pulse, the values �1 near
to �in (Fig. 2). There is reason to believe that at the beginning of the pulse is the
heating of the irradiated surface [18].

As the output flux qin increases, this part of the curve �1(θτ ) narrows, i.e., the
substance begins to respond to external laser exposure at smaller destructive lengths
θτ . Then, the average pressure �1 increases rapidly and reaches its maximum.
Further, with increasing� the average value of pressure�1 decreases. This is under-
standable, because over time the range of interaction of radiation with the plasma
- gas medium expands. From (8), it is seen that the pressure �1 is approximately
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Fig. 1 �1(�) dependence for pulse length θτ = 104 which corresponds to real pulse length
τ ∼ 10 fs (a) and θτ = 1012 which corresponds to τ ∼ 100ns (b)

Fig. 2 Dependence �1(θτ )

at � = 10−10

dependent on the product �θτ . The additional dependence on θτ is significant in the
region of only small values of pulse lengths. Therefore, in the units of each specific
experimental conditions, the pressure depends on the product q3

inτ , namely

P ∼ γ L2
d

√
ακ

4ϕ5/2
0

h(ω)q3
inτ,

where Ld is the optical loss factor. Such a definition follows from the definitions of
� (4) and θτ [16].

The dependence of �1(θτ ) was also investigated, which is shown in Fig. 3, at
different values of theparameter that characterizes the interactionof radiationwith the
gaseous medium. Dependence between the absorption coefficient k of this medium
and the parameter � has the form:

Fig. 3 Dependence of on a
logarithmic scale for
different possible (estimated)
values of �
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k = qinα3/2κ1/2

2bγ 2ϕ
3/2
0

· L

Ld
��η+β ∼ 1012� sm−1.

In Fig. 3, value � = 10−10 corresponds to the real absorption coefficient k ∼
102 sm−1, the value � = 10−15—the absorption coefficient k ∼ 10−3 sm−1, and
� = 10−18 – k ∼ 10−6 sm−1. Accordingly, the radiation flux begins to be absorbed
at times t ∼ 10−12 s when k ∼ 102 sm−1, t ∼ 10−7 s when k ∼ 10−3 sm−1, and
t ∼ 10−4 s when k ∼ 10−6 sm−1.

For all the above curves (Fig. 1) with increasing length of the destructive part of
the pulse θτ , the pressure initially increases rapidly and reaches its maximum value
at t ∼ 10−13 s and then begins to decline, and the greater the value the sooner the
pressure begins to decrease according to the exponential law. This pressure behavior
is due to the fact that over time, the corrosion torch formed by the radiation takes
up more volume. This reduces the amount of flow that reaches the surface of the
solid. Mathematically, this fact tracks the effect of the factor eq , which depends on
the value of the parameter and takes into account the loss of intensity of the radiation
flux on the way to the target.

The factor depends on � exponentially (4). The pressure �in increases from the
value when θ = 0 to the value

(
2/eq − �

)−1
when → ∞. Obviously, the behavior

of the pressure varies depending on the magnitude of the flux incident on the surface
and the interaction of radiation with the gas, i.e., the dynamics of the pressure on the
surface of the substance are corrected by the values of � and eq . As eq decreases,
the maximum value of pressure decreases in Fig. 4.

The effect of the radiation flux on the substance will be stronger when the absorp-
tion capacity of the gas (plasma torch) evaporated from the irradiated substance is
minimal. A value of eq = 1 means that the flux does not suffer any losses on the way
to the substance, and this is possible only with the propagation of the laser pulse in
vacuum. The results presented here are valid if we assume that eq is constant over
time. But it is obvious that the increase in pressure and depth of the crater leads to a
decrease in the parameter eq over time.

At the end of the pulse, the pressure dynamics are described by the solution defined
by the second equation in (5). As soon as the pulse ceases, at the same time, there

Fig. 4 Qualitative form of the dependence of gas pressure on time near the surface for different
values of the parameter eq and � = 10−10 for the case when the destructive part of the pulse
θ = 100



Influence of Changes in the Phase State … 229

are significant changes, namely the pressure drops sharply by the magnitude of the
luminous flux in the pulse. Given this, the obtained piecewise continuous solution
of Eq. (5):

�1(θ) =

⎧
⎪⎪⎨

⎪⎪⎩

((
�in − 2eq + �

)
exp

(−eqθ
) − � + 2e−1

q

)−1
, θ ≤ θτ

2(θ − θτ ) +
(

�−1
in −2/eq+�

)
exp(−eqθ)−�+2/eq

1−eq�q

((
�−1

in −2/eq+�

)
exp(−eqθ)−�+2/eq

) , θ > θτ

(9)

This dependence is shown in Fig. 4.
It is obvious that the pressure always acquires the maximum value during the

action of the pulse at some point θ1, where θ1 ≤ θτ . That is, �max can be defined as
follows:

�max = �1(θ1) =
((

�−1
in − 2/

eq + �
)
exp

(−eqθ
) − � + 2/

eq

)−1
(10)

2.2 Influence of Resonant Absorption of Radiation
on Dynamics of a Torch

The parameter� (4) depends on the frequency due to the presence of a factor h(ω). To
find its explicit form, consider the absorption coefficient for this (one-dimensional)
problem in more detail. Since we are talking about the absorption of electromagnetic
radiation by gas, in the linear approximation [19], it is defined by the following
expression:

kl = ω

c

πe2

2mema
ρ

∑

m(�=1)

fml�ml

ωml(ωml − ω)2
(11)

Index l in absorption coefficient k defines that it concerns this coefficient value,
which is responsible for atom excitation from state l into any given state m, on them
summation is fulfilling; ω is electromagnetic radiation frequency; c is a velocity
of light in vacuum; e is a charge of electron; me is its mass; ωml is atom radiation
absorption proper frequency for its transition from state l into statem (it is resonance
frequency); fml—oscillator strength for transition l → m; �ml—level width. For
gases

�ml = 4πd2
a

ma
ρ

(
kbT

ma

)1/2

,
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It is common knowledge that the temperature can be determined from the state
equation through pressure and density: Then:

�ml = 4πd2
a

ma
(ρP)1/2.

If radiation emission frequency ω is close to one of resonance frequencies ωm0

(quasi-resonance system state), then in the expression for absorption coefficient kl ,
they conserve only one dominant summand, and at the same time, before excitation
atoms dwell in the fundamental state l = 0. Then taking it into account absorption
coefficient becomes:

k = ρ(ρP)1/2
2πe2d2

a

cmema

ω fm0

ωm0(ωm0 − ω)2
(12)

As we see for one dimension case frequency, parameter hm(ω) may be defined
as:

hm(ω) ≡ 2π2e2d2
a

cmema

ω fm0

ωm0(ωm0 − ω)2
, (13)

where m represents some fixed state such that the frequency ωm0 is closest to ω.
Definition (13)makes it possible to determine the dependence of�on the radiation

frequency. Substituting � in (10), we define �max as a function of the difference
between the frequency of radiation and the natural frequency of gas absorption. After
some transformations, the dependence of �max on the frequency can be reduced to
the form:

�max(ω) =
(
�−1

in e−θ1e−G + (
2eG − G

)(
1 − e−θ1e−G

))−1
. (14)

Here the following designations are introduced:

G ≡ W
ω

ωm0(ωm0 − ω)2
and W ≡ bLqin

καϕ0

π2e2d2
a fm0

cmema
.

Expression (14) also takes into account the frequency dependence of the parameter
eq . The graphical dependence �max(ω) is shown in Fig. 5.

It is seen that at the point ω = ωm0, the pressure formally becomes zero. But
in reality, its value does not reach zero due to the presence of other, nonresonant
terms, which was rejected when obtaining an explicit expression for the absorption
coefficient k as a function of frequency ω, and also, due to the fact that in reality, the
current pulse is not ideal �–form.

Consequently, the qualitative character of evaporation intensity dependence from
the incident radiation frequency is represented by Eq. (14). For all that, as we can see
from Fig. 3, pressure is dropping when frequency ω approaches to ωm0 and formally



Influence of Changes in the Phase State … 231

Fig. 5 Qualitative
dependence of maximum
pressure �max on frequency
ω for arbitrary values W and
θ1

becomes equal to zero at ω = ωm0 that is in qualitative accordance with obtained
results. Merely resonance case ω = ωm0 needs special investigation because for this
case coefficient of absorption k dependence from ρ and P acquire quite different
form, than in Eq. (12).

3 Conclusion

During laser irradiation of the solid, the surface is destroyed. The destruction of the
surface is accompanied by the removal of the substance. The substance removed
from the surface is plasma with a complex structure. Later on, the flying out from the
surface solid and liquid particles (aerosol) affects the degree of laser exposure. To
assess the consequences of such an influence, an analytical study of this process was
carried out in the work. It was assumed that the aerosol formed near the surface has
a complex drops-cluster structure. For this case, approximate piecewise continuous
solutions were obtained during the time of the pulse and after its termination. The
obtained solutions include two dimensionless parameters � and eq , which are the
characteristics of the interaction of radiation with ablative substance.

Based on these solutions, averaged expressions for pressure and crater function
were obtained. Analysis of their behavior is carried out for various values of the
parameters � and eq . The quantity � is directly proportional to the absorption coef-
ficient of radiation. The parameter eq depends exponentially on �. Both parameters
affect the value of the maximum pressure near the surface at the time of active laser
exposure.

Also � depends on the frequency of the radiation and the frequency character-
istics of the irradiated physical system. In the paper, the influence of the frequency
parameter h(ω) to the absorption coefficient is studied. The influence of this param-
eter to the maximum pressure in the process under consideration is analyzed. It is
shown that in the case of resonance, aerosol can to put up significant resistance to
the laser action and practically stops the nanostructures formation on the substance
surface.

When considering the dynamics of the surface pressure, it was found that its value
is significantly affected by the increase in the length of the plasma torch due to the
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magnitude of the interaction of radiation with the torch, which is determined by the
parameter.�.

Our analysis of the dependence of pressure on the pulse length shows that there
possibly exists a conservation law for the pulse intensity and its length product. It
was also demonstrated that pressure reaches its maximum during action of a pulse,
but this maximum do not necessarily coincides with time of the pulse termination.

The maximum pressure value �max dependence on frequency characteristics. It
is shown that it is essential over the range of resonant frequencies.
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Mechanisms of Magnetic Ordering
in Quasi-2D BEDT-TTF Conductors

Yuriy Skorenkyy, Oleksandr Kramar, and Yuriy Dovhopyatyy

1 Introduction

BEDT-TTF family of quasi-two-dimensional organic conductors exhibits a variety
of phases and transitions driven by temperature, pressure or anion doping [1–3].
Primarily, interest to (BEDT-TTF)2X compounds, where BEDT-TTF stands for
bis(ethylenedithio)tetrathiafulvalene molecule and X denotes monovalent anion (I3,
ICl2, IBr2, Cu[N(CN)2]I, Cu[N(CN)2]Cl, Cu[N(CN)2]Br, etc.), was induced by
superconductivity of these materials at low temperatures. Though the mechanism
of this superconducting phase stabilization is still unclear, other regions in phase
diagram are interesting as well [4, 5], as theymay give clues for explaining promising
properties of many anisotropic molecular conductors.

Theoretical investigation of strong electron correlation effects in BEDT-TTF
compounds based on the models for electron subsystem [6–8] in second quantization
representation made it possible to attribute the paramagnetic metal to antiferromag-
netic insulator transition to localization effects caused by electron interactions. These
studies used models, which included every aspect of spatial structure of a particular
BEDT-TTF compound [7, 9, 10] and required complex computations, however, due
to this inherent structural complexity, neglected electron interactions of lower orders
of magnitude [11] than on-site Coulomb repulsion parameter. At the same time, these
matrix elements of electron interactions not included in previous studies may play
an important role in magnetic ordering stabilization mechanism [12, 13].

Organic molecular crystals (BEDT-TTF)2X are composed of dimerized planar
BEDT-TTF molecules and conducting anion planes (Fig. 1). The lattice unit cell
contains one BEDT-TTF dimer, and electron capture by anion provides one hole
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Fig. 1 Layered structure of α-(BEDT-TTF)2I3 [17]

carrier per dimer. Application of the external pressure leads to a considerable increase
in conductance [14–16], therefore, it is to be described by the microscopical model
of choice on the same footing as electron interactions.

2 Configurational Representation of the Model
Hamiltonian

To take into account the electron interaction in the BEDT-TTF system, tight binding
Hamiltonians in terms of electron operators have been introduced [7, 18]. Such an
approach has a number of advantages. First, it allows to reduce complexity of theo-
retical description of electron transport through the molecular stacks to the problem
of electron hopping through a lattice, where each site represents the (BEDT-TTF)2
dimer. Second, it simplifies application of approaches developed for crystalline solid
conductors with strong electron correlations [19–22].

We start from Hamiltonian of the extended the Hubbard model [23]
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H = −μ
∑

iσ

a+
iσaiσ +

∑

i jσ

′ti j (n)a+
iσa jσ +

∑

i jσ

′(T (i j)a+
iσa jσnσ + h.c.

)+

+U
∑

i

ni↑ni↓ + 1

2

∑

i jσσ
′

′ J (i j)a+
iσa

+
jσ ′aiσ ′a jσ + 1

2

∑

i jσσ
′

′V (i j)niσn jσ ′ ,
(1)

where a+
iσ (aiσ ) stand for operators of electron creation (annihilation) in second quan-

tization formalism, niσ is the number operator which measures occupancy of site i
by electron of spin σ ; μ denotes chemical potential; electron hoppings in the plane
of molecules are described by the hopping integral ti j (n); T (i j) characterizes reduc-
tion of hopping amplitude due to occupation of sites (correlated hopping [22, 24]);
U is Coulomb repulsion of two electrons in the same site; J (i j) stands for integral
of direct intersite exchange interaction; V (i j) is Coulomb repulsion of electrons in
neighbouring sites.

The model Hamiltonian (1) takes into account the most important interactions
in a narrow conduction band. By the second and third sums in (1) intersite electron
hoppings are described, Coulomb repulsion of electrons on the same site is the fourth
sum,whilst interatomic exchange interaction is thefifth sumand the last one describes
interatomic Coulomb interaction. The peculiar structure of Hamiltonian (1) allows
us to take into account three distinct types of electron hopping [25–27], namely the
‘band’ hopping

∑

i jσ

′ti j (n)a+
iσa jσ (2)

the correlated hopping of the first type

∑

i jσ

′T1(i j)a+
iσa jσ (3)

and the correlated hopping of the second type

∑

i jσ

′(T (i j)a+
iσa jσnσ + h.c.

)
(4)

Using the relations [23] between the electron operators and transition (Hubbard)
X-operators [28], Hamiltonian (1) can be rewritten in the configurational represen-
tation. This representation allows use of perturbation theory based on the operators
of site transition and deriving effective Hamiltonians in which tendencies towards
electron orderings are represented by respective exchange terms.

After the transition to Hubbard X-operators, the model Hamiltonian reads as

H = H0 + H1 + H
′
1 + H2, (5)

where
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H0 = −μ
∑

i

(
X↑
i + X↓

i + 2X2
i

)
+U

∑

i

X2
i (6)

H1 =
∑

i jσ

′ti j (n)Xσ0
i X0σ

j +
∑

i jσ

′ t̃i j (n)X2σ
i Xσ2

j (7)

H
′
1 =

∑

i j

t
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i j (n)

(
X↓0
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i X↓2

j + h.c.
)

(8)

H2 = 1

2
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i jσσ
′
V (i j)

(
Xσ
i + 2X2

i

)(
Xσ

′
j + 2X2

j

)

− 1

2
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i jσ

′
J (i j)

((
Xσ
i + X2

i

)(
Xσ

j + X2
j

) + Xσσ
i Xσσ

j

)
. (9)

H0 describes an electron system in the absence of intersite hoppings and inter-
actions (the ‘atomic’ limit). Characteristic feature of ‘site’ representation of H0, in
distinction from the electron creation and annihilation operators is a diagonal form of
the on-site Coulomb repulsion term, which contains operators of |↓↑ >—state occu-
pancy. This peculiarity appears to be extremely useful for description of systems
with strong interatomic interaction. Intersite Coulomb and exchange interaction, of
lower orders of magnitude, are grouped in H2.

H1 describes translational motion of holes and doublons (doubly occupied states),
exemplified by Figs. 2 and 3.

In the considered model, in distinction from the Hubbard model [29], hopping
integrals for holes t(n) and doublons t̃(n) are different, which leads to a series of
important effects.

Application of the external pressure to the narrow-bandmaterial can be adequately
described as a hopping amplitude renormalization by the crystalline lattice strain

Fig. 2 Translational motion
of holes. Arrow indicate
transitions with operator
representation shown to the
right

Fig. 3 Translational motion
of doublons
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Fig. 4 Processes of pair
creation and annihilation of
holes and doublons

u = �V
V0

∼ p (here V 0 is the unit lattice volume). The bandwidth increases with the
strain as

2w = 2w0(1 + αu)

(
α = V0

w0
· ∂w

∂V
< 0

)
, (10)

wherew0 is the unperturbed half-bandwidth. Thus, hopping integrals in a model with
non-equivalent subbands are to be renormalized as

t → t(1 + αu), t̃ → t̃(1 + αu). (11)

Similar renormalization is to be applied to all matrix elements describing electron
hoppings.

H
′
1 describes processes of pair creation and annihilation of holes and doublons

(Fig. 4):
Expressions for H1 and H

′
1 prove that the configurational description is not only

attractive for visualizing and classifying processes but also purposeful as it incorpo-
rates the correlation effects into the internal structure of H1 andH

′
1. In the electron

representation, the intersite hopping ∼ ∑
t (i j)a+

iσa jσ does not take into account
the occupancy of sites i and j, and the processes shown in Figs. 2 and 4 are equally
probable. Within the configurational approach, the effect of intra-atomic correlation
is manifested in the structure of translational part of the Hamiltonian (5), from the
expression forH1 and H

′
1 one can see that the probability of state with spin σ electron

on site i depends on both occupation of this site and site j, which electron is hopping
from. One can also see that the hoppings corresponding to terms in H1 and H

′
1 are

not equivalent by energy cost; the processes described by H
′
1 are of ‘activation’ type

in distinction from ‘itinerant’ motion of holes and doublons described by H1. This
energy non-equivalence allows considering the activation processes as a perturbation
in the case of strong electron correlations.

3 Effective Hamiltonian of BEDT-TTF Electron Subsystem

Following themethod of effectiveHamiltonian derivation, proposed bywork [30],we
exclude hybridization processes described by H

′
1 with the canonical transformation
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H̃ = eSHe−S, (12)

where S is chosen as

S =
∑

i j

L(i j)
((

X↑0
i X↓2

j − X↓0
i X↑2

j

)
− h.c.

)
(13)

If we restrict ourselves to the quantities of the second order of magnitude (terms
in H0 are considered to be the values of the zeroth order of magnitude, S, H1 and H

′
1

of the first order), then

H̃ = H0 + H1 + H
′
1 + H2 + [SH0] + [SH1] +

[
SH

′
1

]
+ 1

2
[S[SH0]] (14)

([AB] = AB − BA). Let us exclude non-activation-type hopping processes in the
first order in |t’ij(n)|/U

H
′
1 + [SH0] = 0. (15)

When the exchange Coulomb correlation is taken into account in the mean-field
approach, then from (15) we have

L(i j) = t
′
i j (n)

�
, (16)

where

� = U − V + zV
(〈
X0
i

〉 + 〈
X2
i

〉)
(17)

is the energy of doublon-hole pair activation. Therefore, small parameter of the
considered model is |t’ij(n)|/Δ and not |t(ij)|/U as in the Hubbard model [31]. This
distinction, first, removes obstacles for transition to effective Hamiltonian, second,
eliminates direct relation between tij(n) and U.

Commutator [SH1] components have operator structure similar to H
′
1, but with

hopping integrals of the second order of magnitude. In the considered approximation
these do not contribute to H̃ . Therefore, for a case when (σ − 0)— and (↑↓ −

Fig. 5 Mechanism of superexchange (∼ |t ′i j (n)|2
U (X↑

i X
↓
j + X↓↑

i X↑↓
j )
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σ)-subbands are separated by energy gap
∣∣∣t ′
i j (n)

∣∣∣<<�, the effective Hamiltonian is

H̃ = H0 +
∑

i j

′t (n)Xσ0
i X0σ

j +
∑

i jσ

′ ∼
ti j (n)X2σ

i Xσ2
i + ∼

Hex + ∼
Ht , (18)

where

Hex = −1

2

∑

i jσ

J (i j)(Xσ
j X

∼
σ
j +Xσ

∼
σ

i Xσ
∼
σ

j ), (19)

∼
Hex = −1

2

∑

i jσ

∼
J (i j)(Xσ

i X
∼
σ
j − X

∼
σσ
i X

∼
σσ
j − X2

i X
0
i ), (20)

∼
Ht = −1

2

∑

i jkσ

′
J (i jk)

(
Xσ0
i Xσ

j X
0σ
k − Xσ0

i Xσσ
j X0σ

k

)

− 1

2

∑

i jkσ

′
J (i jk)

(
X2σ
i Xσσ

j Xσ2
k − X2σ

i Xσ
j X

σ2
k

)
.

(21)

Here, the integral of indirect exchange through the polar states is

J̃ (i j) = 2t
′
i j (n)t

′
j i (n)

�
, (22)

and the integral of indirect hopping through (σ − 0)- and (↑↓ − σ )—subbands is

J (i jk) = 2t
′
i j (n)t

′
jk(n)

�
. (23)

Exclusion of the pair annihilation and creation of neighbouring | σ > - and |σ >
-states leads to formation of three terms in the expression for effective Hamiltonian,
of which one describes indirect exchange interaction (Anderson’s kinetic superex-
change [32]), the others describe indirect electron hoppings. The superexchange
mechanism induced by virtual transition of |iσ > -states to |j↑↓ >—states stabilizes
anti-parallel alignment of spins |iσ > and |j σ > (Fig. 5). By analogy with superex-
change, the indirect hopping of |iσ > -states through |i0 > - or |i↑↓ >—states can be
termed superhopping (Fig. 6).

One may state that the transitions from the electron representation of hopping
processes to the configurational one, with the following exclusion of activation-type
hopping processes results in the effective Hamiltonian, which incorporates itinerant
motion of |i0 > and |i↑↓ > configuration, exchange interaction of homeopolar states
and indirect hopping of the polar states. At the first glance, effectiveHamiltonian (18)
appears more complex than the initial one, however, in the case of strong electron
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Fig. 6 Mechanism of superhopping (∼ t ′i j (n)t+ jk(n)

U (X↓0
i X0↑

k X↑↓
j − X↑0

i X↑0
k X↓↓

j )

correlation the mathematical treatment of such Hamiltonians simplifies considerably
and its physical interpretation becomes unambiguous.

4 Conditions for Antiferromagnetic State Stabilization

Since the pioneering work [31] the Hamiltonian of s-electrons with strong electron
interaction in the case of half-filled band is known to be transformable to the exchange
model with the effective nearest-neighbour exchange integral Jα = 2t20 /U (here t0 is
the unperturbed hopping integral of the Hubbard model) and antiferromagnetism in
Mott–Hubbard insulator is stabilized by the virtual processes of doublons and holes
pair creation and annihilation at neighbouring sites. In this case, we have clearly
defined an antiferromagnetic state with two alternating sublattices with opposite
magnetizations. Within molecular field approximation Neel temperature is given by
expression

θN = zt20 /U . (24)

Ifn �= 1 then for a consistent descriptionofmagnetic properties onehas to take into
account translationalmotion of extra electrons for n > 1 or holes for n < 1.However,
treatment of antiferromagnetism from the initialHamiltonian beyond the perturbation
theory has known deficiencies [19–22]. For two-sublattices antoferromagnet within
mean-field approximation at n = 1 one obtains the following equation for Neel
temperature

1 = 1

2N

∑

�k

U

t0
(�k

) th
t0

(�k
)

2θN
(25)

which fails in the limit of U → ∞. At large U and n = 1 only virtual hoppings

of electrons can be realized and θN ∼ 1/U ; if t0
(�k

)
= 0, then from (25) follows

θN ∼ U , which is not satisfactory.
At n= 1 in theHubbard approximation [28] forNeel temperature of two-sublattice

antiferromagnet one has
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1 = 1

2N

∑

→
k

U

�(
→
k )

.
Sh�(

→
k )/2θN

Ch�(
→
k )/2θN − Cht (

→
k )/2θN

, (26)

where

�
(�k

)
=

(
t20

(�k
)

+U 2/4
)1/2

. (27)

For small U this result is equivalent to mean-field approximation, however, in
distinction from (25), Eq. (26) does not have solutions except of θN = 0.

In the exchange model of two-sublattice antiferromagnet, the energy spectrum of
spin waves has linear momentum dependency. Studies of the spin waves on basis of
the initial Hamiltonian allow to reproduce correct momentum dependence, but also
leads to incorrect linear dependency on the hopping integral. Equation for θN then
reads as

1 = 1

N

∑

�k

1

Ch U
2θN

+ Ch
t(�k)
2θN

⎛

⎝Sh
U

2θN
+ Jα

t
(�k

) Sh
t
(�k

)

2θN

⎞

⎠. (28)

If model rectangular density of states is used, from (28) one has for Neel
temperature θN :

θN = Jα

2
·

w/2θN∫

0

Shx
x dx

Sh w
2θN

. (29)

One can see that the correct expression for θN can be obtained only at condition
w << θN . Here, the situation is analogous to the description of narrow-band ferro-
magnetism [20–22]. As was mentioned above, the exchange parameter is subject to
renormalization if the external pressure is applied. This way the phase transition at
change of interplane to intraplane coupling [33] can be reproduced.

Let us consider two alternating sublattices A and B, with opposite magnetizations
and occupancy operators

〈
X↑

p

〉 = n + m

2
,

〈
X↓

p

〉 = n − m

2
,

〈
X↑
l

〉
= n − m

2
,

〈
X↓
l

〉
= n + m

2
,

(30)

where index p marks sublattice A sites and indes l is reserved for B sublattice, m
stands for the sublattice magnetization.

Equation for single electron Green function
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G↑
pp′ (E) =

〈〈
X0↑

p

∣∣∣ X↑0
p′

〉〉

E
(31)

with taking into account the exchange interaction in the mean-field approximation
has the form

(
E − z

〈
X↓
l

〉
Ja

)
G↑

pp′ (E) = δpp′

2π

〈
X↑

p + X0
p

〉

−
∑

l

t(pl)
(〈〈(

X↑
p + X0

p

)
X0
l |X↑0

p′

〉〉
+

〈〈
X↓↑

p X0↓
l |X↑0

p′

〉〉)
.

(32)

Let us apply the projection procedure

[
X0↑

p , Ht
] =

∑

j

ε↑(pj)X0↑
j , (33)

where Ht includes all the translational processes in the effective Hamiltonian. Anti-
commuting of (33) with operators X↑0

p , X↓0
p , gives

(
X↑

p + X0
p

)
ε↑(pp) = −

∑

l

t(pl)X↓0
p X0↓

l , (34)

(
X↑
l + X0

l

)
ε↑(pl) =

((
X↑

p + X0
p

)(
X↑
l + X0

l

)
+ X↓↑

p X↑↓
l

)
t(pl), (35)

where ε↑(i j) are non-operator expressions calculated by method of works [23, 30].
In an analogous way, we process Green function

T ↑
lp(E) =

〈〈
X0↑
l |X↑0

p

〉〉

E
. (36)

After Fourier transformation, we obtain a closed set of equation for functions (31)
and (36):

(
E + μ + ε↑

p − z
〈
X↓

p

〉
Ja

)
G↑

�k (E) =
〈
X↑

p + X0
p

〉

2π
+ ε↑

(�k
)
T ↑

�k (E), (37)

(
E + μ + ε

↑
l − z

〈
X↓

p

〉
Ja

)
T ↑

�k (E) = ε̃↑
(�k

)
G↑

�k (E), (38)

where G↑
�k (E), T ↑

�k (E), ε↑(E) are Fourier transforms of G↑
pp′ (E), T ↑

pp′ (E), ε↑(pl),

respectively; ε̃↑
(�k

)
is obtained from ε↑

(�k
)
by substitution m →m.

From Eqs. (37) and (38), we obtain
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G↑
�k (E) = 1

2π
·

〈
X↑

p + X0
p

〉(
E + μ + ε

↑
l − z

〈
X↓

p

〉
Ja

)

(
E + μ + ε

↑
pl − z

〈
X↓
l

〉
Ja

)(
E + μ + ε

↑
l − z

〈
X↓

p

〉
Ja

)
− ε↑

(�k
)
ε̃↑

(�k
) .

(39)

It is important that the spin-dependent shifts εσ
p and εσ

l of the corresponding
subbands actually lead to the reduction of the indirect exchange interaction integral
for the case of a partially filled band. To make an estimation of such renormalization
let us compute εσ

i by averaging expression (34) and do the same for ε
↑
l . We obtain

ε↑
p = −2ε/(2 − n + m), ε

↑
l = −2ε/(2 − n − m), (40)

where

2ε = − 2

N

∑

l

t(pl)
〈
X↓0

p X0↓
l

〉
(41)

is the mean energy of translational motion of electrons in the lower subband.
Thus, taking into account the spin-dependent shift of the subband centres leads

to the renormalization of chemical potential

μ + zn Ja
2

− ε(2 − n)

(2 − n)2 − m2
→ μ (42)

and indirect exchange integral

Ja + 2ε

(2 − n)2 − m2
→ J̃a (43)

whereas ε < 0, one always has J̃a < Ja , which is a natural consequence of the
destabilizing role of translational motion on antiferromagnetic ordering of local-
ized magnetic moments. Therefore, the necessary (but not sufficient) condition for
antiferromagnetism is

Ja >
2|ε|

(2 − n)2
. (44)

Similar results are obtained if εσ
i is calculated within the mean-field approach.

Then, we have

ε↑(p) = w(1 − n)
(
n2 − m2

)1/2
/(2 − n + m), (45)

ε↑(l) = w(1 − n)
(
n2 − m2

)1/2
/(2 − n − m), (46)



246 Y. Skorenkyy et al.

the renormalized exchange integral is

J̃ = Ja − 2w(1 − n)
(
n2 − m2

)1/2

(2 − n)2 − m2
(47)

and instead of condition (44) one has

w(2 − n)2 > z(1 − n)nU . (48)

For calculation of averages
〈
X↑

p

〉
, we rewrite Green function (39) in the form

G↑
�k (E) =

〈
X↑

p + X0
p

〉

2π

⎛

⎝ A�k
E + μ − ω↑

(�k
) + B�k

E + μ + ω↑
(�k

)

⎞

⎠, (49)

where, in analogy to result of [34]

ω↑
(�k

)
=

(
z2m2 J̃ 2

4
+ ε↑

(�k
)
ε̃↑

(�k
))1/2

, (50)

A�k = 1

2

⎛

⎝1 + zm{ J̃
2ω↑

(�k
)

⎞

⎠, B�k = 1

2

⎛

⎝1 − zm{ J̃
2ω↑

(�k
)

⎞

⎠. (51)

The spectral densities of Green functions G↑
�k (E) are given by expressions

J↑
�k (E) =

〈
X↑

p + X0
p

〉

exp(E/θ) + 1

(
A�kδ

(
E + μ − ω↑

(�k
))

+ B�kδ
(
E + μ + ω↑

(�k
)))

.

(52)

Therefore,

〈
X↑

p

〉 = 2 − n + m

4N

∑

�k

⎛

⎜⎝
A�k

exp
(−μ+ω↑(�k)

θ

)
+ 1

+ B�k
exp

(−μ−ω↑(�k)
θ

)
+ 1

⎞

⎟⎠. (53)

Expression for
〈
X↓

p

〉
can be obtained from (53) by substitution m →− m. As a

result, we obtain the system of equations for magnetizationm and chemical potential
μ

m = 〈
X↑

p

〉 − 〈
X↓

p

〉
, (54)
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n = 〈
X↑

p

〉 + 〈
X↓

p

〉
, (55)

which may serve as a starting point for studies of effect of the lattice type (through
density of states shape [35]), carrier concentration change and the external pressure
application.

5 Spin Wave Spectrum for a Narrow-Band
Antiferromagnet

Calculation of the antiferromagnon energy directly from the Hamiltonian in electron
operators may result in dependency of the spin wave energy on the model parameter
as Ek ∼ tk instead of Ek ∼ Ja which causes inaccurate description of physical
characteristics of antiferromagnetic material. Spin wave treatment of the effective
Hamiltonian (18) does not have such deficiency. Let us introduce Green functions

Gpk(E) =
〈〈
X↑↓

p

∣∣∣ X↓↑
k

〉〉

E
, (56)

Tlp′ (E) =
〈〈
X↑↓
l

∣∣∣ X↓↑
k

〉〉

E
, (57)

where X↓↑
p is an operator of antiferromagnon creation at site p of sublattice A, X↓↑

l
is an operator of antiferromagnon creation at site l of sublattice B.

Equation for Green function for Gpk(E) with exchange interaction treated in the
mean-field approximation is

(E − zm Ja) Gpk(E) = m

2π
δpk − m

∑

l

Ja(pl)Tlk

+
∑

l

t(pl)
〈〈[
X↑↓

p , Ht
]| X↓↑

k

〉〉
,

(58)

where the result of X↑↓
p -operator commutation with the translational terms of the

Hamiltonian is

[
X↑↓

p , Ht
] =

∑

l

t
(
p

′
l
)(

X↑0
p X0↓

l − X↑0
l X0↓

p

)
. (59)

Using properties of Xkl
i —operators we may rewrite the last term as

∑

l

t
(
p

′
l
)〈〈(

X↑↓
p X0↓

p X0↓
l − X↑↓

l X↓0
l X0↓

p

)
|X↓↑

p′

〉〉
. (60)
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Let us assume that
〈〈
X↑↓

p X0↓
p X0↓

l

∣∣∣ X↓↑
p′

〉〉
≈

〈〈
X↑↓

p

∣∣∣ X↓↑
p′

〉〉〈
X0↓

p X0↓
l

〉
,

〈〈
X↑↓
l X↓0

l X0↓
p

∣∣∣ X↓↑
p′

〉〉
≈

〈〈
X↑↓
l

∣∣∣ X↓↑
p′

〉〉〈
X↓0
l X0↓

p

〉
.

(61)

For Green function (57) one obtains the following equation

(E + zm Jα)Tlp′ (E) =
∑

p

t(lp)
(
X↑0
l X0↓

p − X↑0
p X0↓

l

)
− m

∑

p

Jα(pl)Gpp′ (E),

(62)

Transformations of (62) allow obtaining the system of equations in �k-
representation.

(
E − zm{ J̃α

)
G �k(E) = m

2π
+ m J̃α

(�k
)
T�k(E),

(
E + zm{ J̃α

)
T�k(E) = −m J̃α

(�k
)
G �k(E),

(63)

where G �k(E) and T�k(E) are Fourier transforms of Green functions (56) and (57),
and J̃α is the exchange integral renormalized by taking into account electron hopping
processes.

J̃α = Jα + 1

zN

∑

i j

′
t(i j)

〈
X↑0
i X0↑

j

〉
. (64)

We obtain from (63) the Green function

G �k(E) = 1

2π
· m

E − E
(�k

) , (65)

with

E
(�k

)
= m

(
J̃ 2
α − J 2

�k
)1/2

. (66)

Having in mind that

− 1

N

∑

i j

t(i j)
〈〈
X↑0
i X0↑

j

〉〉
∼ w(1 − n) (67)

one can see that the translational motion destabilizes antiferromagntic order, as have

already been shown above; the E
(�k

)
dependence is linear and includes Hubbard

parameter U.
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6 Conclusions

Electron-operator Hamiltonian for two-dimensional BEDT-TTF compound after
transition to configurational representation and canonical transformation takes the
form convenient for description of the peculiarities of indirect exchange effects
and electron hopping. The obtained Hamiltonian can be tuned for a particular
compound of the BEDT-TTF family by choosing appropriate single-electron density
of states and model parameters. Such generalization allows one to highlight common
features of antiferromagnetic order stabilization in materials with narrow conduc-
tion bands due to indirect hopping via localized subsystem. In distinction from stan-
dard approach, in the generalized model translational parameters are determined by
the indirect exchange through sites with localized electrons. This may considerably
renormalize band hopping parameter t(i j) and favour electron localization or the
compound metallization. This way in the proposed approach both processes of band
and hybridization hopping are characterized.

The effective Hamiltonian in the case of strong electron correlation incorporates
indirect exchange in (σ − 0)- and (↑↓ − σ )-subbands, pair creation and annihilation
of doublons and holes, indirect exchange and indirect hopping between localized
magnetic moments and allows to obtain results, complimentary to both numerical
and analytical studies in more sophisticated methods for less general models [10,
34, 36]. The presence of terms describing the correlated hopping of electrons in the
Hamiltonian makes direct application of many standard theoretical methods impos-
sible [23, 24], therefore, approaches of the nonperturbative character must be used
for the energy spectrum calculation. In this method, electron processes described
by the hybridization terms in the Hamiltonian allow to obtain correct contribution,
caused by indirect (kinetic) exchange, to the energy spectrum which may contribute
to Neel temperature increase.
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Theoretical Basics of Final Drying
of Ammonium Nitrate with Nanoporous
Structure in Gravitational Shelf Dryers

N. O. Artyukhova, J. Krmela, and V. Krmelova

1 Introduction

The technology of the convection drying is one of the most efficient and widely
used technologies in chemical and food industries [1, 2]. Complemented by the
fluidization technique, thismethod allows achieving the high-quality dryable product
[3, 4].However, the fluidization technique involves high expenses for the drying agent
charge and insurance of its motion in the device at the velocity, necessary for the
formation of the fluidized system [5].

The most intensive dehydration (given the constant drying velocity) in the appa-
ratus with a fluidized bed is conducted directly close to the gas-distributing lattice,
in the so-called active zone [6]. Providing the high capacity of the apparatus, only a
part of the dryable material is located in the “active” zone. Thus, the general rate of
dehydration is lower, and it leads to the increasing volume of the drying device (the
decreasing specific capacity of the device) [7]. A solution to the permanent residence
of the dispersematerial in the “active” zone can be found through the implementation
of the multistage shelf dryers with vertical sectioning of the workspace (Fig. 1).
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Fig. 1 Multistage shelf
dryer: 1—case; 2—shelf

These devices operate in active hydrodynamic regimes with the formation of
the developed phases contact areas. The use of the active hydrodynamic regimes in
the drying [8–11] and the granulation [10, 12–15] technologies is a rather efficient
method to boost the process and to downsize the equipment. Different constructions
of the shelves (Fig. 2) enable us to control the residence time of the disperse phase
in the workspace of the dryer.

The constructions of shelf dryers can be successfully applied to obtain porous
ammonium nitrate granules (PAN) using the technology shown in Fig. 3. The final
drying stage allows obtaining a developed network of deep curvilinear nanopores and
reducing the residualmoisture content of the granules. The systemof deep curvilinear
nanopores lets reliably retain diesel distillate in the PAN granule. The low residual
moisture content of the PAN granule allows it be transported over long distances
without losing its mechanical properties (in particular, strength).
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Fig. 2 Constructions of shelves of multilevel gravitational shelf dryer: a—shelf with different gap
on height of dryer; b—sectioned shelf with variable perforation of sections; c—partitioned sections
shelfwith constant perforation and variable angle of inclination;d—shelfwith stopper; d—diameter
of hole of perforation; L—length of the shelf;H—width of device; γ i—angle of inclination of shelf
section to horizon
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Fig. 3 Scheme of PANobtaining process [16, 17]: 1—humidification of ammoniumnitrate granule;
2—granulation drying; 3—final drying; 4—cleaning of waste gas

It is necessary to solve the following tasks to successfully simulate the formation
of a nanoporous structure on the surface and near-surface layers of a PAN granule:

1. computer simulation of the hydrodynamic operating conditions for a gravita-
tional shelf dryer to find the optimal hydrodynamic regime to obtain a developed
nanoporous structure of PAN;

2. modeling the heating and dehydration kinetics to ensure optimal thermodynamic
conditions for obtaining a nanoporous PAN structure;

3. investigation of the PANnanoporous structuremorphology, obtained in different
periods of the drying process according to the classification adopted for this
process.

Given the set tasks, the following three sections present the results of solution.
A dryer with shelves with different gap on height of dryer is a prototype of those
constructions shown in Fig. 2.



Theoretical Basics of Final Drying of Ammonium Nitrate … 257

2 Hydrodynamics of Flows Motion

The multistage gravitational shelf dryer (Fig. 1):

• a type of the suspension bed—gravitational falling or cross-moving;
• a method of formation of various hydrodynamic conditions for the motion of the

disperse phase in the device—sectioning of the workspace by the perforated shelf
contacts with a varied angle of slope toward the horizon, a varied length and a
varied level of perforation.

The hydrodynamic conditions of the dispersed phase and the gas flow movement
provide a crucial impact on the operational character of the suspension bed of solid
particles and their residence time in the workspace. Particles of different diameters
under one and the same velocity of the gas flowmay remain either fixed or suspended,
or they are being removed from the device. Therefore, a velocity distribution profile
of the presented devices is to be determined.

The objective of this part of work is to show how the optimal “geometry” of
the workspace is selected as exemplified in the computer modeling of the hydrody-
namics of the gas flow movement in the devices with various configurations of the
suspension bed. The modeling is performed according to the original mathematical
model, described in the works [10, 13–15] for multistage gravitational shelf dryers,
and it is based on the Navier–Stokes equations (for instantaneous velocities) and the
Reynolds equation (for average velocities) of the gas flow movement.

The proposed algorithm allows users to perform the optimization calculation
for the main technological elements of the granulation unit at a stage of its design
avoiding expensivemultifactor experiment. The peculiarities of the software products
also enable re-adjustment of the equipment to the changes in characteristics of raw
materials and productivity of the unit.

The calculation results, for example, the following:

• minimal “hydrodynamic” residence time of the particles in the device, which will
not exceed “thermodynamic” time (minimal time of the dehydration of particles
to a standard indictor; is determined by the laws of dehydration kinetics and
thermodynamic indicators of the dehydration);

• use of various temperature and moisture potentials of the heating agent in a
separate parts of the unit;

• variations of the unit construction;
• possibility to apply recycling of the heating agent.

The calculations of the hydrodynamics of the highly turbulent flows are based
on the classical equations of hydrodynamics. Considering that these equations are
mostly nonlinear and there is no analytical solution without simplifications and
suppositions, the numerical methods (DEM—discrete element method in particular)
should be used to perform modeling. Herewith, instead of a continuous solution, a
discrete set of target values is determined in the particular place (a cell or a grid
node) of the area (given the stationary movement of flows). To achieve the maximum
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precision of the solution, one should select a way of the presentation of the discrete
values, which corresponds to the analogs of the algebraic equations for such a discrete
sampling. Thus, a mathematical solution of the system of the differential and integral
equations resolves into a solution of the system of algebraic equations.

The numerical solving of the equations of mathematical models is performed in
one pass from the inlet section of the working volume to the outlet section. The
finite volumes method with components of the finite element approach is used in the
solution. Calculations are preceded by the building of the calculation grid, where
unknown values of the velocities are found in the grid nodes.

The presented results are obtained through computer modeling of the installation,
which is built according to the research and industrial samples of the equipment and
the original analytical model, executed in the applied program.

Based on the results of the computer modeling (Figs. 4 and 5), the following
functional zones in the workspaces of the vortex granulator and the multistage
gravitational shelf dryer are separated:

• a stabilization zone for the gas flow movement;
• a separation zone;
• a drainage zone for the fine granules;
• a gas outlet zone.

The hydrodynamic characteristics of the gas flow movement in the mentioned
zones allow a user to calculate the classification process of the granules and their
separation after the outlet from the workspace.

The calculations of the hydrodynamics of the highly turbulent flows are based
on the classical equations of hydrodynamics. Considering that these equations are
mostly nonlinear and there is no analytical solution without simplifications and
suppositions, the numerical methods (DEM—discrete element method in particular)
should be used to perform modeling. Herewith, instead of a continuous solution a
discrete set of target values is determined in the particular place (a cell or a grid
node) of the area (given the stationary movement of flows). To achieve the maximum
precision of the solution, one should select a way of the presentation of the discrete
values, which corresponds to the analogs of the algebraic equations for such a discrete
sampling. Thus, a mathematical solution of the system of the differential and integral
equations resolves into a solution of the system of algebraic equations.

The numerical solving of the equations of mathematical models is performed in
one pass from the inlet section of the working volume to the outlet section. The
finite volumes method with components of the finite element approach is used in the
solution. Calculations are preceded by the building of the calculation grid, where
unknown values of the velocities are found in the grid nodes.

The presented results are obtained through computer modeling of the installation,
which is built according to the research and industrial samples of the equipment and
the original analytical model, executed in the applied program.

Based on the results of the computer modeling (Figs. 3 and 4), the following
functional zones in the workspaces of the multistage gravitational shelf dryer are
separated:
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Fig. 4 Velocity field of the
gas flow in the workspace of
the multistage gravitational
shelf dryer

• a stabilization zone for the gas flow movement;
• a separation zone;
• a drainage zone for the fine granules;
• a gas outlet zone.

The hydrodynamic characteristics of the gas flow movement in the mentioned
zones allow a user to calculate the classification process of the granules.
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Fig. 5 Velocity field of the
gas flow in the workspace of
the multistage gravitational
shelf dryer

3 Kinetics of Drying

Consider the typical diagram of the decreasing moisture of a particle from its initial
heating (area AB), on the constant velocity area (BC) till the period of the reducing
velocity of the process (CD) (Fig. 6).

The influence of one or another partial mass transfer mechanism on each stage is
different. However, the gradient nature of the moisture transferring from the central
layers of the particle into the drying agent flow may be considered as a generalized
approach to the development of the optimization model.

Consider the flow moisture characteristics on the i-stage of the dryer (Fig. 7).
The calculation scheme shows that the maximum difference of moisture contents

on the stage complies with the difference of the initial moisture of the disperse
material (or the final moisture of the material, supplied from the preceding stage)
and the initial moisture of the drying agent, that is, �xmax = xi−1 − bi . The removal
of moisture, on the other hand, is �x = xi−1 − xi on the stage of the disperse

material. �x/
�xmax

ratio characterizes the effectiveness of the moisture removal on
the i-stage Ei.

Providing that the drying curve is exponential U = exp(−Biτi ) [13], we assume
that the drying effectiveness in relation to the moisture reduction is also an exponen-
tial function (Fig. 2b). This assumption is based on the theoretical approach to the
description of other heat and mass transfer processes [10, 14] by considering that the
increase of themoisture removal intensity is proportional to the increase of the drying
effectiveness Ei . It should be mentioned that the quantity of the removed moisture
per time unit decreases when the drying time increases, and the drying effectiveness
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Fig. 6 Graphic visualization
of the drying: a—a typical
graph of the drying; b—an
exponential model of the
drying for one stage of the
dryer: 1—drying
effectiveness; 2—theoretical
reduction of moisture on the
i-stage of the dryer;
Biτ i—the kinetic
characteristics of the
process; τ i—the contact time
of the material with the
drying agent on the i-stage of
the dryer; U—current
moisture of the material;
Ufin—final moisture of the
material in the first period;
Ueq—equilibrium moisture
of the material

Ei shows its peak growth in response to the increase of the drying time τi on the
stage. When the drying time increases, �x

�xmax
→ 1 and Ei → 1.

With the current drying time, the formula is

Ei = 1 − exp(−Biτi ) (1)

To increase the difference xi−1 − xi and to reach the maximum possible value of
Ei on the stage is possible due to the increase of the drying agent consumptionGdr in

relation to the disperse material consumption Gm

(
G−1

i = Gm
/
Gdr

)
. To determine

an influence of the ratio of consumption to the drying effectiveness, put (1) to G−1
i

in the form of 1 + G−1
i (and add this value to the pre-exponential expression).

Considering the above-mentioned assumptions, the drying effectiveness on the
i-stage of the dryer is presented in the form of a ratio of differences between the
moisture contents of the disperse material before and after the drying xi−1 − xi to
the maximum possible (theoretical) difference between the moisture contents on the
stage xi−1 − bi , and also in the form of the function of the kinetic parameter of
the moisture transfer Bi , the residence time of the material on the stage τi and the
consumption ratio of the dispersed phase to the drying agent G−1

i .
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Fig. 7 Fragment of the
calculation scheme for the
multistage drying:
x—moisture of the disperse
material; b—moisture of the
drying agent

Ei = �x

�xmax
= xi−1 − xi

xi−1 − bi
= 1 − exp

[−Biτi (1 + G−1
i )

]

1 + G−1
i

(2)

It should be mentioned that at large values of Biτ i (till the maximum point—
perpetual residence time of the material on the stage), this expression will have the
numerator of 1

(
exp

[−Biτi (1 + G−1
i )

] = 0
)
, and the effectiveness threshold will

depend on the consumption ratio Gm/Gdr .
Consider the moisture values of the interacted flows on the last two stages of the

drying process with the effectiveness Ei and Ei-1.
The system of equations connecting the kinetics and the moisture mass balance

for the i − 1 stage of the dryer is
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⎧
⎪⎪⎨

⎪⎪⎩

xi−1 = xi − Eibi
1 − Ei

,

bi−1 = bi + Gm

Gdr
Ei (xi−1 − bi ).

(3)

Assume for simplicity that the drying agent (air) contains zero humidity, that is,
bi = 0, then the system will be

⎧
⎪⎪⎨

⎪⎪⎩

xi−1 = xi
1 − Ei

,

bi−1 = Gm

Gdr
Ei xi−1.

(4)

For the i − 2 stage, the system (3) is

⎧
⎪⎪⎨

⎪⎪⎩

xi−2 = xi−1 − Ei−1bi−1

1 − Ei−1
,

bi−2 = bi−1 + Gm

Gdr
Ei−1(xi−2 − bi−1)

(5)

Considering (4), the moisture of the disperse material before the i − 1 stage of
the dryer will depend on the initial humidity of the air bi and the final moisture of
the material after xi. Therefore

xi−2 =
xi

1−Ei
− Gm

Gdr
Ei−1Ei

xi
1−Ei

1 − Ei−1
= xi (1 − Gm

Gdr
Ei−1Ei )

(1 − Ei−1)(1 − Ei )
(6)

Thus, the simplest approximations of the effectiveness of two neighboring stages
of the dryer with the fixed ratio of the interacted flows consumption to the drying
agent consumption G−1

i = Gm
/
Gdr

provide the maximum moisture excess of the
material, supplied to the cascade, over the final moisture of the material xi, providing
the equal effectiveness of the stages, that is, Ei-2 = Ei-1.

Figure 8 shows the calculation results regarding the moisture field of disperse
material and drying agent at various stages of the shelf dryer.

4 Morphology of PAN Granule Structure

Physicochemical studies of the morphology of PAN samples were performed by
scanning electron microscopy with EDX analysis.

Electron microscopy data are processed using the image processing proprietary
software (Fig. 9). In the course of the analysis, the following morphological features
are determined:
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Fig. 8 Moisture field of the disperse material and drying agent

• the shape of nanopores;
• the depth of nanopores;
• the number of nanopores and the relative area of the nanoporous surface.

The results of the analysis (Fig. 10) provide the following conclusions:

• nanoporous structure is uniform over the entire surface of the shell and occupies
from 65 to 75% for different samples;

• morphology of the porous structure includes rectilinear and curved nanopores,
the depth of which ranges from 0.1 to 0.2 of the granule diameter;

• the pores create a developed structure throughout the specified thickness,
connecting at different depths (thicknesses);



Theoretical Basics of Final Drying of Ammonium Nitrate … 265

Fig. 9 Interface of the program for studying the morphology of granules
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Fig. 10 Morphology of the nanoporous structure of PAN granules: a—heating of the granule;
b—constant drying velocity mode; c—decreasing drying velocity mode

• there is a certain amount of “mechanical” pores on the surface, probably formed
during the drying of the sample; such pores require further revision of the
thermodynamic features in the drying process;

• the formation of a nanoporous structure is practically completed in the constant
drying rate mode with optimal hydrodynamic features of the flow;
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• drying in the decreasing velocity mode is necessary only to remove residual mois-
ture from the PANgranule and create a network of “empty” pores for further filling
with diesel distillate for an industrial explosive.

5 Conclusions

The computer modeling results of the hydrodynamic operating conditions regarding
the shelf dryer’s operation and theoretical modeling of themoisture content changing
in the flow ensure the optimal operational parameters of the device to produce the
PAN nanoporous structure successfully. The research results show that the final
drying stage in the general technology to obtain PAN with a nanoporous structure
makes it possible to create a developed nanoporous structure on the granule’s surface
and in the near-surface layers.

The PAN sample morphology study with a nanoporous structure shows that
nanopores formation is practically completed during the constant drying velocity; it
is inappropriate to use a dryer during a decreasing drying velocity period.
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Influence of the Preparation Method
and Magnesium Ions Substitution
on the Structure and Magnetic Properties
of Lithium-Iron Ferrites

L. S. Kaykan and J. S. Mazurenko

1 Introduction

In recent years, ferrite-spinels of the general formula (Me, Fe)3O4, whereM-divalent
cation, attract considerable attention. This is due to not only to their excellent phys-
ical and chemical properties, but also to their technological applications, including
magnetic storage devices, magnetic diagnostics, magnetic circuits, telecommunica-
tions, microwave devices, gas sensors, etc. [1–7] Each field of application requires
from ferrites special properties, which can be reached by changing its synthesis
conditions.

Ferrites have a high value of magnetization due to the imbalance of the magnetic
moments of the lattice, a high value of resistance, low dielectric loss, and high Neel
temperature [8–10]. These properties make ferrites universal materials for various
technological applications. The crystallographic, electrical, and magnetic properties
of ferrites are highly dependent on stoichiometry, as the parameters of the synthesis
process, such as temperature, atmosphere, and pressure, affect the distribution of
cations occupying tetrahedral (A) and octahedral (B) positions in the spinel lattice
[11–14]. Control over the distribution of cations and oxygen parameters is impor-
tant for the formation of physical properties that are necessary for the use of these
materials in industry.

The morphology of the synthesized material, particle size, and their structure
significantly affects their physicochemical properties. Thus, the preparation method
is decisive even for ferrites of the same composition.
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To establish the effect of the preparation method on the morphology and prop-
erties of magnesium-substituted ferrite with a spinel structure, the studied systems
were synthesized in two ways. One system was obtained by the method of sol–gel
auto combustion (system A) and the other by traditional ceramic method (system
B). The structure and electrical properties of both systems are compared, and the
influence of the method of preparation and substitution of magnesium ions on the
physicochemical properties of the studied ferrites is revealed.

2 Experimental

Magnesium-substituted lithium ferrites of system A were synthesized by the sol–
gel auto combustion method [15–17]. The production procedure was as follows:
aqueous solutions of metal nitrates were used as starting reagents (FeNO3 · 9H2O,
LiNO3 · 3H2O, MgNO3 · 3H2O), taken in the appropriate molar ratio according to
the stoichiometry of the expected compounds, as fuel used citric acid. Metal nitrates
and citric acid were mixed dropwise on a magnetic stirrer in a molar ratio of metals
to citric acid 1:1. The metal nitrate-citric acid solution slowly evaporated in the oven
to form a viscous gel. Subsequent drying was performed to completely remove the
adsorbed water at 110 °C. The resulting xerogel was placed in an oven, which was
heated to a temperature of about 200–220 °C after which the mixture ignited and the
exothermic reaction formed a product. Synthesized material was investigated using
an X-ray diffractometer DRON-3 in CuK-α radiation. Figure 1 shows the precursor
solution, the dried gel, and the product, formed after combustion.

Magnesium-substituted lithium ferrites of system B were synthesized by the
ceramic method. Synthesis procedure included [18] the following mandatory steps:

1. Grinding of raw materials;
2. Preparation of the charging material;
3. Adding a plasticizer and forming a homogenized mixture;

Fig. 1 Synthesis of
lithium-iron spinel by
sol–gel auto combustion
method: a a solution of
precursors; b dried xerogel;
c the product, formed after
the reaction
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4. Formation of products;
5. Removal of the plasticizer;
6. Annealing of molded products.

To calculate the mixture of oxides (charging material) with the required ratio of
components, we used the following procedure [19]: if the molar fraction of each of
the components is a, b, c and the molecular weight is, respectively, a′, b′, c′, the
average molecular the weight of the mixture D is equal.

D = aa′ + bb′ + cc′. The weight percentages of the components of the mixture
will be:

KA = aa′ · 100
D

; KB = bb′ · 100
D

; KC = cc′ · 100
D

In our case, the composition of the charging material was calculated to obtain
a spinel of general composition Li0.5Fe2.5-xMgxO4, where 0.0 ≤ x ≤ 1.0 with step
0.2. Starting oxides of Fe2O3 and MgO were of reagent grade (the content of the
main component 98.8 and 98%) and LiOH—54.9%. The weight amounts of starting
oxides to obtain 50 g of the substance are shown in Table 1.

The weighted portions of the starting oxides were thoroughly mixed and ground
in a ball mill with the addition of distilled water for 2 h, after which the resulting
mixture was evaporated, briquetted, air-dried at 120 °C, then pre-sintered in an oven
at 900 °C for 5 h. The briquettes cooled together with the oven were carefully ground
in amortar to obtain a fine powder. Together with the plasticizer, the obtained powder
was passed through a calibration grid with a cell size of 0.6 mm for homogenization.
A 10% aqueous solution of polyvinyl alcohol is used as a plasticizer. As a result,
we obtained a powder with an average particle size of ~0.1–0.2 μm. The obtained
mass was used to form tablets 17 mm in diameter and 4 mm in height. To remove
the plasticizer, the tablets were dried in air at a temperature of 120 °C for 8 h. The
products obtained in this way were sintered in an oven at a temperature of 1000 °C
for 5 h.

The obtained systems A and B were studied by X-ray structural, Mössbauer, and
impedance methods.

Phase and structural analysis were performed using an X-ray diffractometer
DRON-3 in CuK-α radiation. The full-profile Rietveld refinement method and the
PowderCell program were used to analyze experimental diffractograms. Mössbauer
absorption spectra of 57Fe at room temperature were obtained in themode of constant

Table 1 Amount of starting oxides, necessary to obtain spinel of general composition
Li0.5Fe2.5-xMgxO4

x 0.0 0.2 0.4 0.6 0.8 1.0

LiOH (g) 5.26471 5.34609 5.51663 5.79388 5.99472 6.20999

Fe2O3 (g) 48.78164 47.55424 44.98198 40.80041 37.77110 34.52423

MgO (g) 0.00000 1.00881 3.12297 6.55984 9.04965 11.71827
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Fig. 2 Structure of the
capacitor system for
impedance spectroscopy

accelerations on a MS1104EM spectrometer using a source of γ-quanta 57Co in a
chromium matrix. Mathematical processing of the obtained spectra was performed
using the universal computer program Univem [20].

Tomeasure the spectrum of gamma-resonant absorption, which is the dependence
of the intensity of resonant gamma radiation that has passed through the sample on
the change in energy of resonant gamma quanta, the spectrometer used the principle
of Doppler displacement of gamma quanta. To do this, the source is moved relative
to the absorber, and at each value of the energy of gamma rays, which occurs during
such a movement due to the Doppler effect, the intensity of gamma radiation passed
through the sample is recorded.

Spinels of the composition Li0.5Fe2.5-xMgxO4 (x = 0.2; 0.4; 0.6; 0.8) in powder
formwere used as an absorber. The density of the powder did not exceed 10 mg/cm2.

Graphite electrode/sample/graphite electrode capacitor systems were fabricated
for impedance studies (Fig. 2). Measurements were performed on an Autolab
PGSTAT 12/FRA-2 impedance spectrometer in the frequency range 0.01 Hz–
100 kHz.

3 Results and Discussion

3.1 Structure and Morphology of Magnesium-Substituted
Lithium Ferrite

Figure 3 shows the experimental X-ray diffraction patterns of the system of
magnesium-substituted lithium spinel, synthesized by the method of sol–gel auto
combustion (system A) and by ceramic method (system B). As can be seen from the
figure, all the obtained compounds are single-phase spinels; moreover, system with
composition Li0.5Fe2.5O4 (x = 0.0) belongs to the spatial group P4332 [JCPDS No
76-1591], the so-called superordered spinel structure, as evidenced by the presence
of superstructural peaks (110), (210), and (211). Such a superstructure arises due to
the ordered arrangement of lithium and iron ions in a ratio of 1: 3 in the crystallo-
graphic direction [110]. All other compounds Li0.5Fe2.5-xMgxO4, (x = 0.2; 0.4; 0.6;
0.8) found belonging to the spatial group Fd3m, because the presence of magnesium
ions in the octa-lattice disrupts the order in the location of iron and lithium ions.

Figure 4 shows the experimental spectra of the samples of the composition
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Fig. 3 ExperimentalX-ray diffraction patterns of systemsLi0.5Fe2.5-xMgxO4 (x= 0.0; 0.2; 0.4; 0.6;
0.8) obtained by sol–gel auto combustion method (system A) and experimental X-ray diffraction
patterns of systems Li0.5Fe2.5-xMgxO4 (x = 0.2; 0.4; 0.6; 0.8; 1.0), obtained by ceramic method
(system B)

Fig. 4 X-ray spectra of compositions Li0.5Fe2.1Mg0.4O4 and Li0.5Fe1.7Mg0.8O4 (points) and their
approximation by the full-scale Rietveld refinement method (solid line) (System B). Below is the
difference spectrum

Li0.5Fe2.1Mg0.4O4 and Li0.5Fe1.7Mg0.8O4 (points) and their approximation by the
full-profile Rietveld method (solid line). Below is the difference spectrum.

X-ray diffraction patterns of system B (samples obtained by ceramic method) for
all Mg contents showed that the obtained system is identified as a single-phase defec-
tive cubic spinel structure from the spatial group Fd3m. Experimental X-ray diffrac-
tion patterns of samples in the vicinity of 20° ≤ 2� ≤ 65° are presented in Fig. 3.
The resulting system can be represented by the General formula Li0.5Fe2.5-xMgxO4

(x = 0.2; 0.4; 0.6; 0.8; 1.0). Reflexes from the main reflecting planes (220); (311);
(400); (511); (440); and (422) are observed in all diffractograms.

Figure 5 presents the experimental spectra of decoded using the FullProf software
package.

The dependence of the constant lattice on the concentration with an accuracy of
±0.002 Å, determined by X-ray diffraction for both systems is shown in Fig. 6.
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Fig. 5 Decoded X-ray diffraction patterns from a) the original (unsubstituted) sample x = 0.0
lithium-iron spinel b) from the sample of lithium-iron spinel, x = 0.8

The lattice constant value increases with increasing x for both systems. In the case
of samples synthesized by the auto combustion method (system A), the values of the
lattice constant are slightly higher than in system B. Obviously, this dependency of
lattice constant behavior on the composition can be explained not so much by the
substitution effect (because ions of approximately equal ionic radii Fe3 + (0.64) to
Mg2 + (0.64) are replaced) but rather by the distortion of the unit cell caused by
the formation of charged vacancies. Slightly larger values of the lattice constant for
samples synthesized by ceramicmethod (systemB) can be explained by the relatively
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Fig. 6 Dependence of the lattice constant on the content of magnesium ions system A and system
B

small size of the crystallites and, consequently, the influence of the surface. These
results correlate well with the results obtained in [21].

For the system B, a small increase in the lattice constant a (Fig. 6) is associated
with the formation of cationic and anionic vacancies, which occurs in nonstoichio-
metric substitutions and, according to [22], leads to an increase in the latter. And it
should be noted the difference for both systems. For samples obtained by the ceramic
method, the lattice undergoes changes at low levels of substitution, and in the case of
auto combustion—at large. This difference is due to the fact that nonstoichiometric
substitution in system B is accompanied by the formation of vacancies, which espe-
cially distort the lattice with small substitutions. With increasing magnesium content
for such systems, the number of vacancies remains largely unchanged, as well as
the magnitude of internal stresses increasing markedly with small substitutions, with
increasing magnesium content remains almost the same. For samples obtained by
auto combustion method (System A), the main reason for the increase in the lattice
constant is the decrease in particle size observed during substitution.

The cationic distribution obtained from the analysis of experimental X-ray
diffraction patterns using the full-profile Rietveld refinement method is shown in
Table 2.

Table 2 shows that Li+ cations occupy only the B position, while Fe2+ and Mg2+

ions occupy both A- and B-sublattice. Iron ions are redistributed on the A and B

Table 2 Distribution of cations by sublattices of systems Li0.5Fe2.5-xMgxO4 (x = 0.2; 0.4; 0.6;
0.8) obtained by the method of sol–gel auto combustion

x A-site B-site a (Å) �a (Å)

0.0 Fe1.0 Li0.5Fe1.41 8.330 ±0.002

0.2 Mg0.16Fe0.92 Li0.5Fe1.38Mg0.04 8.334 ±0.002

0.4 Mg0.32Fe0.84 Li0.5Fe1.26Mg0.08 8.335 ±0.002

0.6 Mg0.48Fe0.76 Li0.5Fe1.14Mg0.12 8.355 ±0.002

0.8 Mg0.64Fe0.68 Li0.5Fe1.02Mg0.16 8.361 ±0.002
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Table 3 Distribution of elements by sublattices system B

x Cationic distribution and phase composition Spinel phase lattice parameters

0.0 (Fe1.00)(Fe1.59Li0.41)O4±δ 8.3197 ± 0.0013

0.2 (Li0.17Fe0.76Mg0.06)(Fe1.146Li0.46 Mg0.08)O4±δ 8.3272 ± 0.0013

0.4 (Li0.16Fe0.74Mg0.09)(Fe1.57Li0.33 Mg0.10)O4±δ 8.3490 ± 0.0013

0.6 (Li0.14Fe0.66Mg0.19)(Fe1.33Li0.31 Mg0.36)O4±δ 8.3581 ± 0.0013

0.8 (Li0.19Fe0.50Mg0.31)(Fe0.94Li0.41 Mg0.65)O4±δ 8.3564 ± 0.0013

1.0 (Li0.22Fe0.35Mg0.44)(Fe0.68Li0.44 Mg0.88)O4±δ 8.3571 ± 0.0013

sublattices in a ratio of approximately 4:6 and magnesium ions 8:2, respectively.
According to the results of X-ray diffractometry, the advantages of the B position of
the above ions are as follows: Li+ > Fe3+Mg2+.

For samples of system B, the calculation of the cation distribution was carried
out taking into account the ionic radii of each position (rA and rB) for different
compositions. The results of calculations for all systems are presented in Table 3.
In the unsubstituted lithium-iron spinel of stoichiometric composition Li0.5Fe2.5O4,
obtained under equilibrium synthesis conditions, all lithium atoms are localized in
the octa-lattice, while iron ions are placed in tetra- and octa-positions (the case of
the inverted spinel). Since one subsystem contains elements whose valence differs
by 2 (in our case Li+ and Fe3+) at a low rate of synthetic cooling, the formation
of a superstructure is possible [23], i.e., the process of atomic 1:3 ordering in the
octa-sublattice, resulting in three Fe3+ ions and one Li+ ion all are naturally located
along the crystallographic directions <110> . In other words, as a result of a phase
transition of the ordering type, a spatial group O7

h − Fd3m decreases to O7 − P4, 3.
The diffraction pattern of the slowly cooled stoichiometric unsubstituted sample
revealed the corresponding superstructural reflexes (110), (210), (211) (Fig. 6),which
are absent on the diffractograms of the other samples: nonstoichiometric doping leads
to the destruction of the superordination in the octa-sublattice.

Sintering of spinel at high temperatures and its subsequent cooling is accompanied
by the following processes: redistribution of ions between the sublattices; ordering of
ionswithin individual lattices, annihilation or association of point defectswith cluster
formation, spinel phase decay, aswell as loss of volatile cations (Li+) andoxygen [24].
Oxygen leaving the lattice at high temperatures comes from the atmosphere during
cooling and is introduced into the structure, restoring the anionic sublattice. This
oxygen can occupy both regular and irregular positions, causing minor tetragonal
distortions [25]. Lack and excess of oxygen, as well as its presence in irregular
positions causes significant changes in the structure and electrical properties of the
studied materials.

Table 3 shows the distribution of system components by tetrahedral and octahedral
positions of the spinel. A gradual decrease in the iron content in both sublattices and
a simultaneous increase in magnesium indicates an almost uniform entry of Mg2+

ions in both sublattices in a ratio close to 1:2. Lithium ions are also redistributed in
both sublattices almost evenly.
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In general, according to system B, the substitution of Fe3+ ions for Mg2+ ions
leads to a violation of electroneutrality, which increases with increasing magnesium
content. In these systems, it is unlikely to provide a charge balance by increasing the
valence of iron to the state of Fe4+. Therefore, we can assume that electroneutrality
is provided mainly by lithium vacancies and the introduction of cations in irregular
positions, which, according to [26] leads to the formation of F-centers (the presence
of a charged ion in the irregular position or the absence of the latter in the regular),
strongly affects the processes of charge transfer in such systems.

The values of the sizes of the coherent scattering regions (CSR) for the samples
of system A were calculated by the Selyakov-Scherrer formula.

〈D〉 = λ

β 1
2
cos θ

,

where λ—X-ray wavelength, θ-diffraction angle, and β1/2—half-width of reflec-
tion. Also, by the Williamson-Hall interpolation method, according to which the
dependence of βcosθ on the sinθ equation

β cos θ = λ

D
+ 4ε sin θ

was constructed (if the approximation was performed by Lorentz or Cauchy
functions) or equation

β2 cos2 θ =
(

λ

D

)2

+ (4ε sin θ)2

(if the approximationwas carried out by theGaussian function). Ifwe linearly approx-
imate the obtained dependence, the angle of inclination of the linewill be proportional
to the magnitude of microstrains (ε or ε2), and the intersection of the line with the
y-axis is a quantity inversely proportional to the size of the CSR (D or D2).

Figure 7 shows the Williamson-Hall dependence for the sample of Li0.5Fe2.5O4

composition, and Table 4—calculated the CSR values for all synthesized systems by
both the Scherrer method and the Williamson-Hall method.

The data in Table 4 indicate that all the synthesized samples are nanoscale, and
larger values of the experimental constant lattice compared to the theoretical caused
by the influence of the surface due to the small size of the crystallites. Slightly
larger values of CSR in the Selyakov-Scherrer method are due to the fact that only
one peak of intensity (the third) was taken into account, and the Williamson-Hall
method takes into account all reflexes. It is known that with increasing the angle
of reflection, the half-width of the peak increases, so taking into account, all the
reflexes can give an average value, which may be slightly less than for one randomly
selected reflex. Also, when determining the value of β1/2 was taken into account the
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Fig. 7 Williamson-Hall
dependence for the system
Li0.5Fe2.5O4

Table 4 Size of the coherent scattering (CSR) regions of the systems Li0.5Fe2.5-iMgxO4 (x = 0.0;
0.2; 0.4; 0.6; 0.8) obtained by the method of sol–gel auto combustion, determined by the methods
of Selyakov-Scherrer and Williamson-Hall

Concentration, x CSR (nm) Selyakov-Scherrer method CSR (nm) Williamson-Hall method

0.0 42.0 40.0

0.2 17.0 16.8

0.4 24.0 23.6

0.6 16.0 15.4

0.8 15.0 14.4

instrumental broadening caused by the discrepancy of the X-ray beam and the width
of the limiting slits, which was determined using a reference sample. This sample
was a well-annealed sample of lithium-iron spinel obtained by ceramic method.

3.2 Mössbauer Studies of Mg-Substituted Lithium-Iron
Spinels

The spectrum of the unsubstituted sample (x = 0.0) consists only of magnetically
ordered components. Of these, sextets with a magnetic field value of 507.78 and
496.87kOe can be attributed to iron ions in the octahedral and tetrahedral lattices,
and a sextet with H = 455.53kOe can obviously be attributed to iron ions in the
surface state, i.e., at the grain boundaries (Fig. 8).

With substitution on the spectra, a paramagnetic doublet appears, the intensity of
which increases with increasing magnesium content.
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Fig. 8 Presents the Mössbauer spectra of 57Fe at room temperature of the system A
Li0.5Fe2.5-xMgxO4 (x = 0.0; 0.2; 0.4; 0.6; 0.8).



280 L. S. Kaykan and J. S. Mazurenko

The parameters for decoding the Mössbauer spectra of all synthesized systems
are given in Table 5.

Mössbauer spectra from 57Fe, system B, obtained at room temperature for all
samples, revealed an asymmetric Zeeman magnetic picture (Fig. 9). This magnetic
sextet coexists with two paramagnetic doublets. The asymmetry of magnetically
ordered components assumes the presence of two different superfine magnetic
sextets, one of which can be attributed to the tetrahedral and the other to the octa-
hedral environment of oxygen in the spinel lattice. However, when the content of
magnesium ions in the structure increases, a central quadrupole doublet is observed
along with the broadening of the magnetic sextet.

The intensity of this doublet increases with increasing concentration ofMg2+ ions,
which for all systems coexists with the magnetically ordered phase, which remains
pronounced at high concentrations of embedded magnesium. The observed general
broadening of the Mössbauer lines for A- and B-sextets can be caused by a change
in the chemical environment around different iron ions in the same sublattice. The
value of the isomeric shift corresponding to the coordination of Fe3+ did not change
significantly with increasing concentration of Mg2+ ions at room temperature. This
fact indicates that the charge of s-electrons, which is distributed on Fe3+ ions, is
almost independent of the content of substituted Mg2+ ions. The isomeric shift of
the octahedral positions was found to be slightly less positive than for the tetrahedral
ones (Table 6), which may be due to the slight sp3 covalence that occurs for ions at
the B positions.

The parameters of the Mössbauer spectra of system B, calculated using the
computer programMossWin (Table 6), give the characteristics of Fe3+ ions occupying
tetrahedral (A) and octahedral (B) positions of the spinel structure.

The widths of the lines corresponding to the tetrahedral and octahedral environ-
ment of Fe3+ increase with increasing content of Mg2+ ions (Table 6), and accord-
ingly, the superfine magnetic fields decrease (Fig. 9), which indicates the entry of
magnesium ions into both octa- and tetrahedral positions.

Table 7 compares the data on the cationic distribution of iron obtained from
Mössbauer and X-ray experiments.

The distribution of iron ions on the sublattice for X-ray data is taken from the
proposed cationic distribution and expressed as a percentage relative to the total
iron content in the sample. For Mössbauer data, the content of this distribution was
calculated from the total area of sextets responsible for the tetra and octa, and the
intensity of paramagnetic doublets was taken into account.

As can be seen from Table 7, the distribution of iron on octa- and tetra-sublattices
calculated from Mössbauer data taking into account the intensity of paramagnetic
doublets and X-ray diffraction patterns (Tables 5 and 6) generally coincides, which
indicates the correctness of the results. Slight differences in the ratios can obviously
be explained by the limitations of each of the methods and the disregard for the
probability of the Mössbauer exit from different sublattices.

Mg2+ ions are known to have a weak advantage in the octahedral positions, as do
Li+ ions, which also tend to occupy octahedral positions. According to Neel’s molec-
ular field theory [27], in spinels, the A-B-super-exchange interaction dominates the
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Fig. 9 Experimental 57Fe Mössbauer spectra of synthesized systems B, measured at room
temperature

intra-sublattice A-A and B-B interactions, and the internal superfine magnetic fields
of the octa- and tetra-environment decrease with increasing Mg2+ substitution. In
the unsubstituted sample, all lithium ions are concentrated in the octa-sublattice, and
when substituted with magnesium, the latter displaces lithium in the tetra-sublattice.
However, due to the weak advantage to the octa-positions, magnesium enters both
sublattices, reducing the magnetic fields on the nuclei in both subsystems.

A paramagnetic doublet with a quadrupole close to 2.5 can be considered a sign of
the presence of divalent iron, the concentration of which in the octahedral subsystem
is quite small. The presence of Fe2+ in the tetra-sublattice is unlikely, due to its large
ionic radius (0.83 nm). The second paramagnetic doublet, the intensity of which
increases with increasing Mg2+ ion content, can be attributed to the manifestation of
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Table 7 Cationic distribution of iron obtained from Mössbauer and X-ray experiments

X X-ray analysis Mössbauer analysis

Feokt (%) Fetetr (%) Feokt
/
Fetetr Feokt (%) Fetetr (%) Feokt

/
Fetetr

0.2 60.0 37.5 1.6 61.9 38.1 1.6

0.4 65.9 34.1 1.9 65.9 34.1 1.9

0.6 66.0 34.0 1.9 67.5 32.5 2.0

0.8 66.1 33.9 1.9 65.9 34.1 1.9

1.0 69.4 30.6 2.3 70.1 29.9 2.3

Error ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.1

superparamagnetism, which is typical for the replacement of ferrites by nonmagnetic
ions, for example, in Li–Zn ferrites [28], CoFe2-xAlxO4 [29], and a number of others.

The presence of a central quadrupole doublet together with a widened magnetic
sextet was observed in [28–30], and it was given various explanations. The possibility
of a central doublet as a consequence of the presence of a paramagnetic impurity is
incomplete, as the results of X-ray diffraction indicated the presence of only one pure
spinel phase. Some samples were re-fabricated, but they did not show any changes in
the presence of the center line. Moreover, it was found (Table 6) that the intensity of
the doublet increaseswith increasing concentration ofMg2+ ions. It is known [29] that
with increasing number of diamagnetic ions, some Fe3+ ions are isolated from other
magnetic ions and have a short-term magnetic order. This promotes the growth of
magnetic clusters of different sizes, knownas superparamagnetic clusters,whichhave
very little magnetic interaction with the environment, but which can have any type of
magnetic arrangement within the cluster. Small clusters are characterized by a faster
degree of relaxation, which causes the growth of the paramagnetic doublet. In such
systems, magnetically ordered clusters are separated from others by nonmagnetic
ions. A similar picture of the coexistence of magnetically ordered systems and a
paramagnetic cluster (with a small quadrupole)was observed in [10] and explained on
the basis of two relaxation mechanisms: spin–spin relaxation and relaxation between
the possible direction of the spin slope in relation to “spin glass.” In [31], the growth of
the central doublet based on the Zeemanmagnetic pattern in ferriteswith diamagnetic
substitution is explained by the formation and development of clusterswith a decrease
in magnetic A–B bonds. It was noted that when discrete subspectra, including the
central component, were used to approximate the picture, Fe3+ ions did not have an
advantage to any particular position.

A similar phenomenon of superimposition on the magnetic picture of the central
paramagnetic line was observed in the study of the ZnCrxGa2-xO4, 0.2 ≤ x ≤ 2
system in [27]. However, in this case, the phenomenon is related to the existence of
a dependence similar to spin glass, and the results are explained using the concept of
two spin clusters. In other works, such as [10, 30], the presence of a central doublet
was explained on the basis of the assumption of the presence of entropic clusters
rather than superparamagnetic.
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As the content of nonmagnetic Mg2+ ions increases both in the octa- and in the
tetra-sublattices, there is a “break” of super-exchange bonds of type AB between
the two sublattices, and as a consequence, there is an increase in the intensity of
the quadrupole doublet with decreasing magnetic fields on the nuclei also in both
subsystems, as observed in this work.

3.3 Frequency Behavior of Conductive and Dielectric
Properties of Mg-Substituted Li0.5Fe2.5O4 Spinels

Impedance spectroscopy is an effective method for studying the reproducibility of
a cathode substance and the peculiarities of charge transfer processes in it. Experi-
mental studies of complex impedance were used to study the properties of solid elec-
trolytes [22] and ceramic oxides [23], and data analysis is based on the possibility of
model representation of the test substance by an equivalent scheme. The determined
parameters of such a scheme are compared with the corresponding values that char-
acterize the conductive and dielectric properties of the components of the studied
systems.

In this work, the influence of the conditions of synthesis and nonstoichiometric
substitution of iron in the Li0.5Fe2.5O4 matrix by divalent magnesium ions on the
frequency behavior of the conductive and dielectric properties of the material was
investigated by impedance spectroscopy methods.

System B is characterized by the presence of an ionic component of conductivity,
as evidenced by hodographs (Fig. 10) in the form of a semicircle and a pronounced
polarization branch, which goes to infinity with decreasing frequency [21] (Fig. 11).

The equivalent circuit (Fig. 12) is a series-connected two RC-elements, the resis-
tance, and capacitance of which characterize the grain and intergranular regions and
the area of the circle containing the Warburg element. The value of the Warburg
element W is due to the diffusion transfer of lithium in the structure:

Fig. 10 Nyquist diagrams
for specific values of real and
imaginary part of resistance
od system B
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Fig. 11 Experimental (points) and frequency dependences calculated according to equivalent
schemes (solid lines) of real and imaginary part of resistance

Fig. 12 Equivalent circuit

W = RT

n2F2cLi
√
2D

where cLi—volume concentration of lithium at a given electrode potential; D—
diffusion coefficient; F—Faraday constant; T—absolute temperature.

However, in the nonstoichiometric systemLi0.5Fe2.5-xMgxO4, the degree of substi-
tutionof ironbymagnesiumdetermines different contributions to the specific conduc-
tivity of the ionic and electronic components, and the hodograph curves cannot be
modeled in semicircles even for deposits with low values x. Therefore, the simula-
tion should be performed taking into account the deformation of the circuits along
the axis, which is expressed in the replacement of the capacitor by a constant phase
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Table 8 Parameters of model representation of impedance measurements of magnesium-
substituted lithium-iron spinels, which were slowly cooled by the synthesis temperature

x R1 (k�) R2 (k�) R3 (k�) C1 (pF) C2 (μF) W

0.1 70.1 768.1 208.4 77.5 8.6 0.2

0.3 46.1 442.2 225.1 125.3 9.6 0.2

0.6 34.6 484.5 294.1 113.9 1.8 0.2

0.8 43.5 235.1 85.6 123.6 9.8 0.3

1.0 21.7 327.4 79.4 85.3 19.1 0.8

Error ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.1

element [31], the physical meaning of which is that the frequency impedance disper-
sion becomes similar to an inhomogeneous transmission line. Thus, the simulation of
impedance hodographs should be performed taking into account both the multi-stage
RC-system and themass–charge transfer system. Table 8 shows the calculated values
of the components, expressed by the electrical elements of the sections of equivalent
circuits for sample of system B. In Table 8, the resistance R1 corresponds to the resis-
tance of the electrodes and contacts, and the resistances R2 and R3—the resistance
of the crystallites and intercrystalline gaps. Since these systems are single-phase,
the impedance hodograph is satisfactorily modeled by two sections, one of which
expresses the electrophysical properties of the crystallites, and the other—the inter-
crystalline gaps. This partition, carried out on the basis ofWagner-Koops theory [32],
is valid, as these structural components are characterized by strong differences in the
values of the calculated parameters. The need to introduce the Warburg diffusion
coefficient into an equivalent scheme was determined by the presence of a clearly
expressed polarization branch in the Nyquist experimental diagrams, which indicates
the presence of diffusion processes (Figs. 10 and 11).

In the study of electrical conductivity [33, 34], it is suggested that the electrons
involved in the formation of electric current are localized mainly in the locations of

(a) (b)

Fig. 13 Dependence of the real part (a) and imaginary part (b) of the resistivity on the frequency
(system B)
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Fig. 14 Frequency dependence of real and imaginary parts of resistivity at different temperatures
system A

ions. Based on the assumption of the localization of the states of 3d-electrons, we
can imagine the process of electric current as a process of jumping electrons from
one ion to another. Thus, it is considered that the corresponding valence states of the
ions themselves migrate along the crystal, and at a sufficiently high concentration
of ions with variable valence, the electrical conductivity is of high value and is
characterized by low activation energy. In the presence of variable valence ions in
the structure, in our case ions of ferrous and trivalent iron, 3d—the electron of the
Fe2+ ion, overcoming the energy barrier, can jump to the Fe3+ ion, resulting in a
process:

Fe2+ + Fe3+ ↔ Fe3+ + Fe2+.

This process can occur in the absence of an external electric field. In this case, the
system is in a state of dynamic equilibrium, in which the charge transfer is chaotic
without a selected direction, so that the total current through an arbitrary cross section
is zero. The situation changes in the case of applying an external electric field. The
statistical distribution of electron jumps changes, their relative frequency increases
in a certain direction, and there is a directed drift of electrons, so that the resulting
current becomes different from zero.

Based on the hopping mechanism, the electrical conductivity of these systems
largely depends on the content of divalent ions. The value of conductivity is directly
dependent on the concentration of Fe2+ ions in the compound,which, in turn, depends
on the composition of the initial oxides and the synthesis conditions. As can be seen
from the results of Mössbauer analysis, almost every sample of system 2 includes
iron in the divalent state. As shown by the results of the frequency dependence of
conductivity, in the case of system B, the conductivity is greater than in system
A. Thus, the amount of iron in the divalent state is responsible for the value of
conductivity in the system.

Frequency dependences of the loss tangent (tan(δ)), for spinels of the composition
Li0.5Fe2.5-xMgxO4, where x = 0.0; 0.1; 0.3; 0.6; 0.8; 1.0 measured for the frequency
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Fig. 15 Frequency dependences of the loss tangent (tan(δ)) of system B; dependence of
the dielectric loss tangent (tan(δ)) on frequency of Li0.5Fe2.1Mg0.4O4, Li0.5Fe1.9Mg0.6O4, and
Li0.5Fe1.7Mg0.8, synthesized by the method of sol–gel auto combustion

range from 10–2 to 105 Hz. The change in tan(δ) with frequency at room temperature
is shown in Fig. 15.

The figure shows that the dependence of the loss tangent on the frequency for
systems Li0.5Fe2.1Mg0.4O4 and Li0.5Fe1.7Mg0.8 characterized by the presence of a
peak (for the system Li0.5Fe2.1Mg0.4O4 two of them, with vertices in the frequency
range of 10 and 1000Hz), indicating the resonant nature of the polarization processes
in these systems. The maximum in tanδ(f ) can be observed when the jump frequency
is approximately equal to the frequency of the external applied field. The conditions
for observing the maximum in tanδ(f ) are given by the relation [35]:

ω′τ ≈ 1

where ω′ = 2π fmax and f max is proportional to the probability of a jump, τ—
relaxation time.

Another explanation for the occurrence of the peak in the change of the tangent of
losses with frequency can bemade taking into account the dispersion of the dielectric
constant. The presence of such a maximum can be explained by the fact that the rate
of decrease of the real part of the dielectric constant in the frequency range f <
f max increases and at f > f max decreases, as shown in Fig. 15, which may cause a
peak in tan(δ) versus frequency. The double peak in the frequency dependence of
the loss tangent for the system is obviously associated with both the processes of
electron jump and the polarization of grain boundaries, which in fine materials make
a significant contribution to both conduction and polarization processes due to the
accumulation of defects and various kinds of inhomogeneities.
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4 Conclusions

It is found that all magnesium-substituted systems are single-phase spinels of the
spatial group Fd3m; the unsubstituted sample of the composition Li0.5Fe2.5O4 (x =
0.0) belongs to the spatial group P4332 [JCPDS No 76-1591], the so-called super-
ordered spinel structure. The obtained systems belong to the nanometer range with
CSR sizes of ~20–40 nm. As the concentration of magnesium (x) increases, the
tetrahedral radii gradually increase, while the octahedral ones decrease. Total ionic
radius r (r = rA+rB

2 ) increases more slowly, which is reflected in the increase of the
lattice constant. Thus, it is possible to note that substitution in a tetrahedral position
plays a dominant role depending on change of a constant lattice on structure. It is
shown that Li+ cations occupy only B positions, while Fe3+ and Mg2+ ions occupy
both A- and B-lattice. Iron ions are redistributed on the A and B sublattices in a ratio
of approximately 4:6 and magnesium ions 8:2, respectively. According to the results
of X-ray diffractometry, the advantages of the B position of the above ions are as
follows: Li+ > Fe3+ > Mg2+.

X-ray density decreases with increasing x. This is due to the fact that the atomic
weight of Mg2+ (24.31) is less than that of Fe3+ (55.8). Calculation of bond lengths
between cations (b, c, d, e, f) (Me-Me) and between cation and anion (p, q, r, s)
(Me-O), calculated on the basis of experimental values of the constant lattice and
oxygen parameter (u), showed that both parameters increase with substitution, which
leads to a weakening of the magnetic interaction in the system.

Studies of the conductive and dielectric properties of magnesium-substituted
lithium-iron spinels based on impedance spectroscopy have shown: (1) the studied
systems are characterized by the presence of two conduction mechanisms: elec-
tronic and ionic; (2) electronic conductivity is based on the jumping mechanism due
to the presence of ferrous ions and is realized mainly by the volume of grains in the
octa-lattice of spinel; (3) diffusion transfer of lithium ions is carried out at intergran-
ular boundaries and point defects (vacancies), the number of which increases as the
system deviates from stoichiometry; (4) with increasing number of ions of embedded
magnesium system B, the value of conductivity at direct current does not change due
to participation in the jumpingmechanism of stable complexes

[
Li+tetraFe

3+
octa

]
, formed

during substitution; (5) the sharp increase in conductivity for system B is determined
by the high content of ferrous ions, which is due to the use of high temperatures and
long heat treatment times during synthesis; (6) the samples of system A are charac-
terized by a decrease in conductivity with an increase in the content of embedded
magnesium ions,which is due to a decrease in the number of Fe2+ ions; (7) the samples
of system A and system B are characterized by different nature of the decrease in
the real part of the dielectric constant, which is obviously due to differences in the
microstructure. Moreover, the samples of system A show a significant dependence
of the loss tangent on the composition; (8) polarization processes for system B are
characterized by a constant relaxation time, and for system A, the relaxation time
depends on the composition, which, obviously, is also determined by differences in
the microstructure.
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Thus, the study of the influence of synthesis conditions on the properties of
magnesium-substituted lithium ferrites showed that in the case of synthesis by sol–
gel auto combustion, there is a decrease in the size of synthesized particles by almost
10 times, which indicates high dispersion of Li-Mg ferrite system and increased 20
times the specific surface area of the substance.

Sol–gel synthesis results in nano disperse particles with higher porosity, higher
lattice value, and degree of lithium stoichiometry, while remaining single-phase
systems as in ceramic synthesis, but the samples obtained by sol–gel method have a
more perfect structure and are high stoichiometry.

The obtained results showed the expediency of using the sol–gel method of
auto combustion for the synthesis of high-quality nanosized ferrites with improved
technological characteristics.
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All-Angled Perfect Transmission
of the Ultra-relativistic Quasiparticles
Through the Graphene QuantumWell

A. M. Korol, N. V. Medvid, A. I. Sokolenko, and O. Shevchenko

1 Introduction

Recently, much attention in the study of physical processes in modern nano-objects
is paid to the so-called Dirac materials [1]. As graphene is the most-studied and very
promising material in terms of practical applications among the Dirac materials,
much attention has been paid to the study of graphene as well as of the various
graphene-based structures in recent years. This is, in particular, due to non-trivial
properties of graphene such as a linear dispersion relation for the quasiparticles,
unusual quantum Hall effect, the property of chirality, the Klein tunneling, high
mobility and ballistic transport (see, e.g., [2, 3]). And it should also be borne in mind
that graphene is a promising material for modern electronics. One of the priority
directions is to study the various possibilities of controlling the energy spectrum of
the graphene-based structures. Thekeyvalue that characterizes the dispersion relation
of the Dirac quasiparticles is the Fermi velocity. Therefore, it is clear that significant
efforts have been made to be able to control this value and also to use this control in
practice [4–15]. For this purpose, a number of different methods were proposed and
experimentally tested. The Fermi velocity of charge carriers in various structures is
made to vary in space by some special techniques, e.g., by the appropriate doping,
placing a grounded metal plane close to graphene sheet (which makes electron–
electron interactions weaker and thereby modifies the Fermi velocity), stretching
a small region of a graphene sheet and others. The electron wave propagation in
the graphene-based structures with the tunable Fermi velocity was investigated in
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[4–15] including the effect of the magnetic and the electric field. Immediately after
graphene was fabricated, special attention was drawn to the fact that it can serve
as a good energy filter for quasiparticles. The domain sub-barrier energies were
more often meant in the relevant publications. At the same time, it was shown in
the paper [3] that this statement applies equally to above-barrier energies. In this
paper, we also investigate the region of above-barrier energies and focus on the fact
that the transmission of quasi-electrons significantly depends on the values of the
Fermi velocity in different regions of the structure under consideration. The main
purpose of our investigation is to demonstrate the manifestation of the all-angled
perfect transmission of the relativistic quasi-electrons in the graphene structure.

2 Model and Formulae

Consider the square well in graphene created by the external electrostatic potential.
The massless quasiparticles low-energy spectrum can be described by the following
Dirac-type equation [2]:

i��σ∇
[√

�ν(�r)φ(�r)
]√

�ν(�r) = (E −U )φ(�r) (1)

where �σ = (
σx , σy

)
are the two-dimension Pauli matrices, φ(�r) =[

φA(�r), φB(�r)]T—the two-component spinor consisting of the eigen functions for
the A and B graphene sub-lattices, T—transposition symbol, v—the Fermi velocity
which depends on the space coordinate r,U—the external electrostatic barrier height.

As in [3] we consider here those solutions of (1) which relates to standingwaves in
the quantum well and also to the propagating waves referring to free quasi-electrons.
The first of them may be presented as follows:

ψw =
(

a2 cos(kx) + b2 sin(kx)

a2
[
iky
E cos(kx) + ik

E sin(kx)
]

+ b2
[
iky
E sin(kx) − ik

E cos(kx)
]
)

(2)

−d

2
< x <

d

2
; k =

√
E2 − k2y; ky = Esinφ;

φ is the angle of incidence of the quasi-electrons on the well; the axes 0× and 0y are
directed across the well and along the well, respectively; the eigen functions in the
left and in the right barriers with respect to the well are as follows:

ψbl = a1

(
eqx

i(ky−q)β
E−U eqx

)
; x < −d

2
;
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ψbr = a1

(
e−qx

i(ky+q)β
E−U e−qx

)
; x >

d

2
;

q =
√
k2y − (E −U )2

β2
;β = υFb

υFw
,

υFb, υFw are Fermi velocities in the barrier and the well regions, respectively.
For the propagating waves, we have:

for the well area

ψl(x, y) =
(

1
f −

)
ei(kx x+ky y) + r

(
1
f +

)
ei(−kx x+ky y)

ψr (x, y) = t

(
1
f −

)
ei(kx x+ky y) (3)

for the barrier area

ψb(x, y) = c

(
1
g+

)
ei(qx x+ky y) + d

(
1
g−

)
ei(−qx x+ky y) (4)

g∓ = ∓iqx + ky
(E −U )β−1

; f ∓ = ∓ikx + ky
E

;

The corresponding states may interfere with each other resulting in the resonant
tunneling spectra. Matching the eigen functions at the interfaces gives the expression
for the transmission rates T:

t = (s+ − s−)(z+ − z−)e−iqx

(s+ − s−)(z+ − z−)e2ik − (s+ − z−)(s− − z+)
(5)

s± = ky ± iqx
E

; z± =
(
ky ± ik

)
β

E −U
; qx =

√
(E −U )2

β2
− k2y;

T = |t |2.

3 Results and Discussion

Figure 1 exposes the graph of the dependence of the transmission rates on the quasi-
particle energy (transmission spectra) for the following set of the parameters: U =
0.3, w = 0.5, φ = 0.1 for all lines, β =0.3, 0.5, 0.7, 1.3 for the solid (red online),
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Fig. 1 Dependence of the
transmission rates T on the
quasi-electron energy E

dotted (blue), dashed (brown) and dashed-dotted (magenta) lines, respectively. Thus,
the depicted curves relate to different values of β.

Themain feature of these spectra is that, for a certain energy, the transmission rate
T acquires the maximum value, namely it is equal to one. Lines with different beta
values are very different from each other. The maxima with T = 1 are formed only
for β values 0.5 and 0.7. This is explained as follows. As shown in [1], physically
correct solutions of this problem are possible only in a certain range of energies (or
quasi-momentums). For the given parameters in Fig. 1, in particular for β = 0.3,
there are no such solutions in the region E < 1 (because of this, we start counting
the energy on the corresponding axis not from zero). For β = 1.3, the resonance is
observed at larger energy (see Fig. 4) than depicted in Fig. 1. Note that due to the
above function T (E) in Fig. 1, for a given energy interval, it is decreasing for small
β values and increasing for large β values. The maximum at the point of resonant
energy has the important feature that it is realized for any values of the incidence
angle φ. This is evidenced, in particular, by Fig. 2, which shows the dependence of
the transmission coefficient on the incidence angle of φ for such parameters: for all
lines E = 1, w = 2, and U = 0.3 for the solid, dotted, dashed-dotted lines, U = 0.1
for the dashed line, β = 0.5 for the dotted and dashed lines, β = 0.7 for the solid
line, β = 0.3 for the dashed-dotted line.

The straight line with T (E)= 1 corresponds to the energy E = 1, for which we see
the maximum of the function of T (E) in Fig. 1 for the same parameters. Therefore, in
fact, the maximum value of T = 1 does not depend on the incidence angle of φ. Thus,
in this structure there is a phenomenon of the perfect transmission independent of the
incidence angle direction. A similar effect is known to occur in structures based on
the dice lattice and on the topological insulators (see, e.g., [11, 12]). Here we show
for the first time that an ideal transmission, regardless of the angles of incidence, is
also possible in the graphene-based structures.

Figure 3 depicts the transmission spectra for another value of the barrier height
U, namely for U = 0.5. It is seen that an increase in U led to the appearance of a
resonance with T = 1 for β = 0.3 in the given energy interval. Parameters are as
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Fig. 2 Dependence of the
transmission rates T on the
incidence angle φ

Fig. 3 Dependence of the
transmission rates T on
energy E for larger than in
Fig. 1 U value

follows: U = 0.5, w = 3, φ = 0.1 for all lines, β =0.5, 0.4, 0.3, 2 for the solid (red
online), dotted (blue), dashed (brown), dashed-dotted (magenta) lines, respectively.
Figures 1, 2 and 3 show that the all-angled transmission resonances are sensitive to
changes in the quantities of U and β.

Figure 4 presents the graph of T (E) in another larger-energy range. The parameter
values are as follows: U = 2, φ = 0.5 for all curves, and β = 0.3 for the dotted line,
β = 0.4 for the dashed line β = 0.5 for the solid line. Here, too, the same as earlier
phenomenon is observed: for resonant energies T = 1 for all angles of incidence.
Analysis of the above formulas shows that the resonant energies Es are subjected to
the following expression:

Es = U

1 − β
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Fig. 4 Dependence of the
transmission rates T vs E for
larger, than in Figs. 1 and 3,
energies

Thus, these energies significantly depend on the potential barrier height and the
difference in the Fermi velocities.

Figure 5 presents the T versus φ dependence for the following parameters: E =
1,U = 0.5, w = 3, for all lines, β =0.5, 0.3, 0.4, 0.2 for the solid (red online), dotted
(blue), dashed (brown), dashed-dotted (magenta) lines, respectively.

If the value of β is far enough away from that at which the phenomenon of
omnidirectional transmission takes place, then an increase in the value of β leads
to a significant decrease in the transmission coefficient. If the β values are close to
those that give resonance, then the removal of β values from them in the direction
of decrease or increase leads to a decrease in T in the whole range of the incidence
angles. Also the range of allowable β values is also significantly reduced in this case.
It should also be noted that the specific interaction of solutions in the quantum well

Fig. 5 Dependence of the
transmission rates on the
incidence angle for another,
than in Fig. 2, set of the
parameters values
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and outside it suppressed the Klein tunneling in the considered system. (It is known
that the presence of Klein tunneling is an obstacle to the creation of transistor-type
devices based on graphene.) This significantly distinguishes this structure from that
considered in [11, 12], where there is a Klein tunneling and the omnidirectional
tunneling as well.

4 Conclusion

We consider the modern graphene-based nanostructure that can be used to regulate
the energy spectrum of the quasi-electrons. Namely the structure of a graphene single
quantum well with a rectangular cross section is studied. It is believed that the ultra-
relativistic quasi-electrons whose motion obeys the Dirac-type equation can fall on a
well at different angles. Based on this equation, the wave functions inside and outside
the well are obtained within the continuum approach. We focus on the solution of
the equation that is the interference of the confined states in the quantum well and
of the states which propagate across the well. By matching the wave functions at
the interfaces, the transmission coefficient of the quasi-electrons through a given
structure T is determined. It is taken into account that the Fermi velocity can acquire
different values in the region of the well and outside it.

The transmission spectra of quasi-electrons through a given structure, that is, the
dependence of the transmission coefficient T on the charge carrier’s energy E, are
marked by a resonant nature. Themost interesting feature of the studied spectra is the
presence of the all-angled perfect transmission, that is, for a given set of parameter
values, the transmission coefficient ismaximum (equal to one) regardless of the angle
of incidence of the quasi-electrons on the structure. The energy value for which this
effect is realized depends essentially on the Fermi velocity values in different areas
of the structure. This means that the transmission spectra can be flexibly adjusted by
changing of the Fermi velocity. The dependence of the spectra on the direction of
propagation of the electron wave and on the barrier height is also analyzed. Based on
the results of this work, we can conclude that the structure considered in it can serve
as an original energy filter, which passes quasi-electrons with the required energy
from all directions of their incidence. This structure may be useful in the designing
of the modern graphene-based nano-electronics.
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Structure, Thermophysical Properties
and Thermodynamics of Formation
of Nanocomposites Based on Epoxy Resin
and Carbon Nanotubes

Valery Korskanov, O. M. Fesenko, Tamara Tsebriinko,
Andriy Yaremkevych, and Volodimir Dolgoshey

1 Introduction

Carbon nanotubes (CNT), due to their high mechanical properties, unique geomet-
rical parameters (significant length-to-diameter ratio), high specific surface, thermal
and electrical conductivity, are effective fillers for obtaining polymer nanocompos-
ites (NC) with predetermined high-performance properties [1, 2]. In the twenty-first
century, such NCs use broad applications in the field of biomedical science [3], as
anode material for sodium and lithium-ion batteries [4], in high-performance super-
capacitors [5], conductive aerospace adhesives [6], for advancing next-generation
electronics [7], etc.

Epoxy resins (ER), which are characterized by high thermal stability, significant
adhesion to various materials (metals, glass, ceramics, etc.), are widely used as
adhesives, anti-corrosion coating or sealants, and promising as a polymer matrix
for production NC [8, 9].

Therefore, nanocomposites based on ER and CNT which combine the beneficial
properties of each of the components are of great interest to researchers [10, 11]. It
is shown in the literature that the properties of such nanocomposites are determined
by the properties of each of their components [12–15].

The purpose of this work was to study the thermodynamic of interaction between
ER and CNT to determine the optimal conditions for the formation of NC on their
basis.
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2 Experimental

The Samples Preparation

The basis for the formation of NCs was an epoxydiane oligomer (EDO) based on
bisphenol A, with a density of ρ = 1150 kg/m3 at 293 K (trademark DER 321 from
DOW Chemical). Polypox H354 (manufacturer UPPC (Germany)) was used as a
hardener for EDO.

Carbon nanotubes with a density of 2100 kg/m3, an outer diameter of 20 nm, and
a specific surface of 196,000 m2/kg were used as a nanofiller for the preparation of
NCs [16].

The neat epoxy polymer was obtained by mixing EDO with Polypox H354 in
a ratio of 100: 52 parts by weight, respectively. The mixture was kept for 24 h at
room temperature according to the manufacturer’s technological requirements (NC-
I). Further, thermal postcuring was carried out for 4 h at a temperature of 473 K
(NC-II).

A schematic diagram of the preparation process of the NC is presented in Fig. 1.
In general, themethod for preparation of the epoxy compositematerial comprising

a plurality of steps: ultrasonic dispersed of the carbon nanotubes in a EDO to form a
homogeneous dispersion and for functionalization all high specific surface of CNT;
adding a curing agent to the dispersion; stirring in a mechanical stirrer for 15 min
until a homogeneous three-component mixture; curing during 24 h at temperature
293 K (NC-I); postcuring within 4 h at a temperature of 473 K (NC-II).

Fig. 1 Diagram of the
preparation process of the
NC
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Fig. 2 Samples for research

Disk-like samples of pure ER and NC were prepared with CNT weight content
(w) of 0.1, 0.05, 0.08, 0.2, 0.3, 0.4, 0.5, and 1.0% (Fig. 2).

Characterization of the Samples

Small-angle X-ray scattering (SAXS) curves were obtained in a Kratki-type vacuum
chamber, in radiation from a copper anode monochromated by a nickel filter. The
measurementswere carried out in themode ofmultiple-step scanning in the scattering
range 2θ from 0.0124 to 12.0. The wavelength of the X-ray radiations is λ = 0.154.

The density ρ of the samples was determined by hydrostatic weighing in the
reference isooctane.

DSC thermogramswere obtained in the temperature range 203–443K at a heating
rate of 5 K/min with the Q2000 calorimeter (TA Instrument (USA).

Thermodynamic functions were calculated from DSC thermograms in the
temperature range 253–373 K.

The change in enthalpy of samples �H during isobaric heating from temperature
T1 to T2was calculated from the values of heat capacity at constant pressure Cp [17]:

�H(T1 → T2) (P = const) =
T2∫

T1

Cp(T )dT (1)
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Entropy at each temperature Ti (T1 ≤ Ti ≤ T2) was found as [18]:

�STi = �HTi /�Ti . (2)

The change in free energy or Gibbs energy (�G) was determined as follows [19]:

�GTi = �HTi − Ti · �STi . (3)

3 Results and Discussions

Figure 3 shows (SAXS) curves thatwere obtained forER-II,CNT,NC-II+0.1%CNT,
and NC-II +1.0%CNT.

The curve of pure EP-II (see Fig. 3) is characterized by a low level of X-ray
scattering and a shape typical of amorphous systems. In contrast, the curve X-ray
scattering from CNT has a high level of scattering and corresponds to the model of
“defective balls” with an average size of about 7.17 nm (curve 2 on Fig. 3) [20]. For
sample NC-II +0.1% CNT the SAXS curve is also typical of amorphous systems,
but scattering intensity higher than for NC-II. On the scattering curve for NC-II +
1.0%CNT, we can see the plateau with characteristic average size of about 2.16 nm
(curve 4 on Fig. 3). In our opinion, this plateau together with high level of scattering
corresponds to the pores in the structure of the sample.
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Fig. 3 SAXS curves for ER-II (1), CNT (2), NC-II +0.1%CNT (3), and NC-II +1.0%CNT (4)
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Fig. 4 Concentration dependences of the density of nanocomposites

Figure 4 shows that the concentration dependences of the density of nanocom-
posites are given.

The higher density of NC-II samples relative to NC-I is the effect of thermal
postcuring of the samples. In the concentration rangew<0.5, theNCdensity increases
with an increase in the CNT content according to linear relationships (see dashed
lines in the figure):

ρNC - I = 1117 + 11.9 w,

ρNC - II = 1167 + 12.0 w.

The deviation from the linear concentration dependence ρ = f (w) at w ≥ 0.5
indicates a change in the morphology of the nanocomposites. In our opinion, at this
concentration, saturation of bonds between EDO and CNT (see Fig. 1) occurs due
to the very high specific surface of carbon nanotubes, mentioned above. As a result,
at w > 0.5, a porous structure of the samples is formed.

Figure 5 presents the evolution of the ER formation.
After further thermal annealing of EP-II at temperatures above 473 K, the DSC

thermograms did not change. Therefore, we assumed that EP-II is a fully cured
system.

The resulting valueTg = 305.7K for ER-I significantly exceeds the corresponding
value for the uncrosslinked ER-0 (Tg0 = 242.0 K), and the jump in heat capacity
�Cp = 0.547 kJ/(kg K) is much less than �Cp0 = 0.951 kJ/(kg K)—for ER-0
(Fig. 5). For the postcured sample (ER-II), these values are Tg = 348.0 K and �Cp

= 0.382 kJ/(kg K), respectively.
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Fig. 5 Thermograms of the evolution of the ER formation. ER-0 is an uncured mixture EDO +
CNT + Polypox; ER-I—after annealing for 24 h at 293 K, ER-II—after annealing for 4 h at 473 K

The degree of crosslinking of the studied polymers was estimated using the
DiBenedetto equation which previously shown suitability for many network polymer
systems, including epoxy-based polymer networks [21, 22]:

α =
[

�Cp

�Cp0
· Tg∞ − Tg
Tg − Tg0

+ 1

]−1

, (4)

where Tg0,�Cp0—is the glass transition temperature and a jump of heat capacity
at glass transition of unhardened ER; Tg,�Cp—corresponding values for the test
sample; Tg∞—glass transition of fully hardened sample.

Substituting the corresponding values of thermophysical properties into Eq. 4,
we obtain α = 0.724 for ER-I and α = 1.000 for ER-II. This means that the value
α is numerically reflecting the effect of crosslinking of nanocomposites based on
crosslinked polymers.

Comparative DSC thermograms for all studied samples are shown in Fig. 6.
The DSC thermogram for ER-I clearly shows a jump in heat capacity at the glass

transition temperature Tg, which is superimposed on the endothermic relaxation
effect in the temperature range 317–334 K (see Fig. 6). In a heat-treated sample
(ER-II), the endothermic effect disappears, and the Tg increases significantly. On the
thermograms of NC samples of the ER-I series, with an increase in the content of
CNT, the endothermic effect becomes much less, and the jump in the heat capacity
during glass transition �Cp decreases. In the samples of the EP-II series, both Tg

and �Cp with an increase in w show a tendency to decrease (Fig. 6).
The thermophysical characteristics of all studied samples are collected in

Table 1.
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Fig. 6 DSC thermograms for all studied samples. Opened symbols are the samples from series
ER-I, filled symbols are symbols of the samples from series ER-II. ThermogramsNo 2–No 5 shifted
down on 0.3 kJ/(kg K). 1–ER, 2–ER + 0.05% CNT, 3–ER + 0.10% CNT, 4–ER + 0. 50% CNT,
5–ER + 1.00% CNT

Table 1 Thermophysical characteristics of the studied samples

No. Sample Tg, K �Tg, K �Cp, J/(kg K) ρ, kg/m3 α

1 ER-I 305.7 39.4 0.547 1166.0 0.724

2 NC-I + 0.05%CNT 306.6 45.2 0.530 1166.5 0.737

3 NC-I + 0.08%CNT 307.5 47.0 0.445 1167.0 0.776

4 NC-I + 0.1%CNT 309.3 48.6 0.408 1167.2 0.802

5 NC-I + 0.2%CNT 308.5 39.0 0.371 1168.0 0.812

6 NC-I + 0.3%CNT 308.8 39.6 0.358 1169.5 0.819

7 NC-I + 0.4%CNT 308.6 39.2 0.305 1170.5 0.840

8 NC-I + 0.5%CNT 308.7 39.4 0.291 1170.0 0.847

9 NC-I + 1.0%CNT 308.7 39.4 0.263 1168.0 0.912

10 ER-II 348.0 26.2 0.382 1167.0 1.000

11 NC-II + 0.05%CNT 346.5 25.3 0.454 1167.5 0.993

12 NC-II + 0.08%CNT 346.2 25.4 0.510 1168.0 0.991

13 NC-II + 0.1%CNT 345.5 25.3 0.530 1168.0 0.987

14 NC-II + 0.2%CNT 344.5 27.5 0.424 1169.0 0.985

15 NC-II + 0.3%CNT 342.0 30.2 0.420 1170.0 0.974

16 NC-II + 0.4%CNT 338.1 36.4 0.414 1171.0 0.957

17 NC-II + 0.5%CNT 336.0 40.4 0.410 1172.0 0.948

18 NC-II + 1.0%CNT 333.2 48.3 0.339 1168.2 0.945
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Further, discussion of the obtained resultswas carried out by analyzing the concen-
tration dependences of thermophysical properties according to the results of Table
1.

An increase in the glass transition temperature of samples Tg of the ER-I series,
together with a corresponding expansion of the glass transition temperature range
�Tg and a significant decrease in �Cp with an increase in the content of CNT to w
= 0.1%, indicates that in this region of compositions nanofiller acts as a reinforcing
agent for the EP and leads to an increase in NC heterogeneity due to an increase in
the total specific surface area of CNT.

This leads to the fact that the degree of NC crosslinking in this composition region
increases with an increase in the CNT content (Table 1); i.e., the nanofiller acts as
a crosslinking initiator for nanocomposites. This leads to the fact that the degree
of NC crosslinking α in this region of the composition increases with an increase
in the CNT content; i.e., the nanofiller acts as an initiator for the crosslinking of
nanocomposites. Obviously, this is the result of ultrasonic dispersion of EDO with
CNT at the initial stage of the formation of nanocomposites (Fig. 1).

With a further increase of w, the values of Tg and �Tg pass through a maximum
atw = 0.1− 0.2% and remain approximately the same at higherw. In our opinion, at
w = 0.1 − 0.2%, the thermodynamic state of ER-I remains constant, and a decrease
in �Cp occurs due to an increase in the number of polymer–nanofiller contacts due
to an increase in the total specific surface area of the CNT.

For samples of the ER-II series, the glass transition temperature in the entire
range of compositions decreases with increasing w. This indicates that in nanocom-
posites CNT forms steric obstacles to the formation of a polymer network. The glass
transition interval �Tg, passing through a minimum at 0.2% ≥ w ≥ 0.1%, remains
approximately constant. The value of the jump in heat capacity�Cp grows when the
CNT content is w < 0.1%, passes through its maximum 0.530 and tends to decrease
at w > 0.1%.

The discussion of the results of the effect of thermal annealing on the ther-
mophysical properties of NC will be carried out by analyzing the components of
Eq. (4).

The temperature difference (Tg − Tg0) formally reflects the general effect of NC
crosslinking. A decrease in the values (Tg − Tg0) in the samples from series ER-II
with an increase in w indicates the effect of CNT as steric obstacles to the formation
of a network of bonds.

The value δTg = Tg∞ − Tg in Eq. (4) can be a measure of the completion of
the crosslinking process (Table 1). At w ≤ 0.1 in the ER-I, the value δTg decreases
and remains approximately constant with a further increase in w. For samples of
the ER-II series, the δTg value was taken as the effect of thermal annealing of the
samples.

Since after heat treatment NC-I remains slightly uncured compared to NC-II, a
decrease in the difference TgER-II∞ − TgNC-II∞ (where TgER-II∞ is the glass transition
temperature of fully formed ER-II, TgNC-II∞ is the glass transition temperature of
fully formed NC-II) should be taken as a decrease in the crosslink density as a result
of steric restrictions when increasing the content of CNT. The combination of these



Structure, Thermophysical Properties and Thermodynamics … 309

components of Eq. (4) fully reflects the nature of the dependence of the degree of
completeness of the crosslinking reaction in NC with a change in the composition
(Table 1).

The analysis of the process of thermal crosslinking of EP and NC will be carried
out within the framework of classical thermodynamics [5].

According to classical thermodynamics, for the transition of a substance from state
I to state II, it is necessary to spend enthalpy (heat) δHI-II = (HII–HI ). In NC with
a change in the ratio of the components, the interaction energy of the polymer filler
can be calculated as (δHI-II )NC-CNT = (δHI–II )NC − (δHI–II )ER (Fig. 7). According to
thermodynamics [5], an increase in (δHI-II )NC-CNT should be regarded as an increase
in the energy required for the formation of NC with increasing w.

The total enthalpy of interaction of epoxy resin with CNT in each of the
nanocomposites was calculated from Fig. 7 as follows:

δHER−CNT =
373K∑
253k

(δHI−I I ).

The concentration dependence of the contribution of the interaction energy of the
epoxy resin with the nanofiller to the total energy of NC formation is shown in Fig. 8.

If the degree of completion of the reaction changes by during thermal crosslinking
of NC δαNC = αII − αI and the total energy loss was δHI,II , then the total energy of
formation of the thermodynamic system is equal to δH∞ = δHI,II /(αII − αI ). The
energy that should be lost for thermal postcuring of NC is equal to δHNC = δHER ·
(δαNC /δαER). The contribution from the interaction of ER and CNT is calculated as
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Fig. 7 Temperature dependence of the enthalpy of interaction of components in nanocomposites.
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Fig. 8 Concentration dependence of the contribution of the epoxy resin–nanofiller interaction
energy to the total energy of formation of NC

the difference between the energies that were spent on the formation of ER and NC,
that is, δHER-CNT = δHNC − δHER.

Figure 8 shows that the maximum polymer–nanofiller interaction energy is
achieved atw from 0.1 to 0.4. Obviously, this is one of themain factors that ensure the
achievement of optimal conduction properties of the investigated nanocomposites.

4 Conclusions

As a result of the studies carried out, it was found that with an increase in the
content of CNT, a decrease in the glass transition temperature, an expansion of the
glass transition temperature range in NC in relation to ER-II, and a reduced degree
of completion of the crosslinking reaction of ER. It has been established that the
maximum specific energy of the ER-CNT interaction is achieved at a mass content of
nanofiller from 0.1% to 0.4%. Obviously, the position of this maximum corresponds
to the saturation of the CNT bonds with the epoxy matrix.
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11. Aslan A, Salur E, Düzcükoğlu H, Sinan Şahin Ö, Ekrem M (2021) The effects of harsh aging
environments on the properties of neat and MWCNT reinforced epoxy resins. Constr Build
Mater 22:1211929. https://doi.org/10.1016/j.conbuildmat.2020.121929

12. Luo H, Qiu J (2019) Carbon nanotubes/epoxy resin metacomposites with adjustable radio-
frequency negative permittivity and low dielectric loss. Ceram Int 45(1):843–848. https://doi.
org/10.1016/j.ceramint.2018.09.253

13. Roy D, Tiwari N, Mukhopadhyay K, Kumar Saxena A (2014) The effect of a doubly modified
carbon nanotube derivative on the microstructure of epoxy resin. Polymer 55(2):583–593.
https://doi.org/10.1016/j.polymer.2013.12.012

https://doi.org/10.1016/j.matpr.2020.02.006
https://doi.org/10.1016/j.msea.2007.08.078
https://doi.org/10.1016/j.sintl.2020.100003
https://doi.org/10.1016/j.cej.2020.125054
https://doi.org/10.1016/j.micromeso.2020.110300
https://doi.org/10.1016/j.compositesb.2014.09.022
https://doi.org/10.1016/j.nantod.2020.100992
https://doi.org/10.1016/j.polymer.2020.123233
https://doi.org/10.1016/j.reactfunctpolym.2020.104741
https://doi.org/10.1016/j.rinp.2020.103246
https://doi.org/10.1016/j.conbuildmat.2020.121929
https://doi.org/10.1016/j.ceramint.2018.09.253
https://doi.org/10.1016/j.polymer.2013.12.012


312 V. Korskanov et al.

14. Bui K, Brian Grady P, Dimitrios G, Papavassiliou V (2011) Heat transfer in high volume
fraction CNT nanocomposites: effects of inter-nanotube thermal resistance. Chem Phys Lett
508(4–6):248–251. https://doi.org/10.1016/j.cplett.2011.04.005

15. Kharitonov AP, Simbirtseva GV, Tkachev AG, Blohin AN, Dyachkova TP, Maksimkin AA,
ChukovDI (2015)Reinforcement of epoxy resin compositeswith fluorinated carbon nanotubes.
Compos Sci Technol 107:162–168. https://doi.org/10.1016/j.compscitech.2014.12.002

16. Olenchuk MV, Gnatyuk OP, Dovbeshko G, Karakhim S (2019) Do carbon nanotubes inhibit
or promote amyloid fibrils formation?. Biophys Bull 42:49–60. https://doi.org/10.26565/2075-
3810-2019-42-04

17. Bejan A (2018) Thermodynamics today. Energy. 160:1208–1219. https://doi.org/10.1016/j.ene
rgy.2018.07.092

18. Greiner W, Neise L, Stocher H (1995) Thermodynamics and statistical mechanics. Springer
464

19. Rao Y (2004) An introduction to thermodynamics. Sangam Books Ltd. 479
20. Kim MK, Chirikjian GS, Jernigan RL (2002) Elastic models of conformational transitions

in macromolecules. J Mol Graphics Model 21(2):151–160. https://doi.org/10.1016/S1093-326
3(02)00143-2

21. Montserrat S (1995) Effect of crosslinking density on �Cp (Tg) in an epoxy network. Polymer
36(2):435–436. https://doi.org/10.1016/0032-3861(95)91337-7

22. Lee A, McKenna GB (1988) Effect of crosslink density on physical ageing of epoxy networks.
Polymer 29(10):1812–1817. https://doi.org/10.1016/0032-3861(88)90396-5

https://doi.org/10.1016/j.cplett.2011.04.005
https://doi.org/10.1016/j.compscitech.2014.12.002
https://doi.org/10.26565/2075-3810-2019-42-04
https://doi.org/10.1016/j.energy.2018.07.092
https://doi.org/10.1016/S1093-3263(02)00143-2
https://doi.org/10.1016/0032-3861(95)91337-7
https://doi.org/10.1016/0032-3861(88)90396-5


Nanostructure Surfaces



Dispersion Kinetics of Thin Double
Niobium-Nickel Films Deposited
onto Oxide Ceramic Materials
and Annealed in Vacuum

I. I. Gab, T. V. Stetsyuk, O. M. Fesenko, and D. B. Shakhnin

1 Introduction

Joining ceramic materials with each other and with metals is carried out by two main
methods:

(1) Brazing with molten metallic solders;
(2) Solid-phase pressure welding.

Since ceramic materials, particularly oxide ones, are usually poorly wetted by
molten metals, metal coatings are often used applied in various ways (electron beam
sputtering, magnetron sputtering, chemical deposition etc.). Adhesive-active metals
such as titanium, chromium, niobium and others are the most commonly used to
make such coatings. Then, thus metallized ceramic parts are brazed in vacuum or
an inert medium (argon, helium etc.) by molten metallic solders on the basis of tin,
silver, copper, nickel etc. In this case, the thickness of the solder seam is from 50 to
100 µm up to several millimeters. Sometimes, multilayer metal coatings are used,
but the thickness of the layers and brazed seams remains high [1–9].

At the same time, there is information that the reduction in the thickness of the
brazed seam leads to a significant increase in the strength of the brazed joint [10–
12]. Obtaining brazed or welded joints of metallized ceramics is possible through
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reducing the thickness of both the metallization coating on the ceramics and the
brazing layer by itself. This can be achieved if the soldering metal or alloy is also
applied in the form of a rather thin film, the thickness of which does not exceed
several µm. In addition, a thin soldering seam allows you to obtain precision welded
or brazed ceramic and ceramic–metal units which can be used in microelectronics,
radio engineering, microwave engineering etc.

This objective can be achieved by application onto the ceramic surfaces of double
metal films, one of which is 100–200 nm thick and consists of an adhesion-active
metal such as Ti, Cr etc., and the other is slightly thicker (2–3 µm) and serves as a
solder, e.g. Cu, Ag etc., which will ensure joining of metallized ceramic materials
during brazing or welding with fine (2–4 µm thick) solder seam.

The structure of such two- or multiphase coatings, determination of the optimal
ratio of the thickness of each layer, processes of interaction at the phases interface,
and behavior of these double films during annealing of them, is also an important
area of research.

The study of dispersion kinetics two-layer niobium-nickel coatings (films) on
oxide materials during annealing in vacuum and the creation of brazed and welded
oxide ceramics joints based on them with super-thin brazed seam, the thickness of
which does not exceed 5 µm, is the main task of the present work.

2 Materials and Experimental Methods

In this paper an electron-beam method for sputtering of metal (Nb, Ni) thin films
was used.

The thickness of the deposited films was measured by two methods:

(1) The metal of the given weight (calculated for films of the required thickness) is
completely evaporated, then the thickness of the film can be easily calculated
according to the law of Lambert [13, 14];

(2) With the help of a special quartz sensor located in the vacuum sputtering
chamber near the sample on which the film is deposited.

Solid non-metallic substrates were made of sapphire, alumina and zirconia
ceramics as small thin plates 4 × 3 × 2 mm in size. One of the flat surfaces of each
specimen was well polished to a roughness Rz = 0.03 ÷ 0.05 µm. After polishing,
all specimens were thoroughly defatted and burned in air at 1100 °C for one hour.

As a metal deposited directly onto non-metallic surfaces, niobium was used.
Metallized samples were then coated by nickel films serving as a solder when joining
the samples.

The quality of all applied thin filmswas controlled using a XJL-17metallographic
microscope.

The specimens with deposited onto them metal films were annealed in a vacuum
chamber for various periods of time (from 5 up to 20 min) and at different
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temperatures (from 900 °C up to 1100 °C) in the vacuum not less than 2 × 10–3

Pa.
Annealed specimens were investigated using SEM and ASM microscopy with

microphotographs storing. Using these microphotographs, the areas of metal islets
on the surface of non-metallic samples were determined by the planimetric method
[10]. The experimental data obtained were processed in the form of graphs showing
the dependence of the surface area of the samples covered with metal thin films on
the annealing parameters (temperature, time).

3 Results and Discussion

The thickness of the niobium metallization layer on the leucosapphire, alumina, and
zirconium dioxide ceramics substrates was 150 nm, and the thickness of the nickel
layer reached 1.5 µm.

The original niobium-nickel films on all three oxides were continuous and
remained the same after five minutes of annealing at 1000 °C. Noticeable changes in
the films appeared only after tenminutes at 1000 °C, but the films integritywas almost
not violated as well. Only after twenty minutes of annealing at 1000 °C, the surface
of the films has changed significantly, and even cracks appeared which are especially
noticeable for films at the leuco sapphire surface (Fig. 1). The annealing temperature
increase up to 1100 °C has of course accelerated the changes in the morphology
of the films occurred after five minutes of annealing; these changes became more
noticeable after ten minutes of annealing, but they did not violate the integrity of the
films as well. Only after twenty minutes at 1100 °C, the films show cracks and tears
(Fig. 2), but the film covers still about 90% of the substrate surface. The annealing
of the films at 1200 °C further accelerated the process of their dispersion which is
noticeable after five, and especially after ten, minutes (Fig. 3).

At high magnification under an atomic force microscope, niobium-nickel double
films at the leuco sapphire surface showclearly that the filmbegan to swell intensively

(a) (b) (c)

Fig. 1 SEM image of double niobium-nickel film deposited onto oxide materials and further
annealed at 1000 °C during 20 min in vacuum, ×3000: a alumina ceramics; b leucosapphire;
c zirconia ceramics
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(a)                          (b) (c)            

Fig. 2 SEM image of double niobium-nickel film deposited onto oxide materials and further
annealed at 1100 °C during 20 min in vacuum, ×3000: a alumina ceramics; b leucosapphire;
c zirconia ceramics

(a) (b)                              (c) 

Fig. 3 SEM image of double niobium-nickel film deposited onto oxide materials and further
annealed at 1200 °C during 10 min in vacuum, ×3000: a alumina ceramics; b leucosapphire;
c zirconia ceramics

and to disintegrate after a ten-minute annealing at 1200 °C.Theheight of the swellings
reached almost 200 nm.

Twenty-minute annealing at 1200 °C led not only to a significant dispersion of
the films, but also to the interaction of nickel with niobium metallization layer at the
oxide substrates because there is a eutectic in the Nb-Ni system at 1175 °C (Fig. 4).

Figure 5 shows the AFM image of a niobium-nickel double film at the zirconia

(a) (b) (c)

Fig. 4 SEM image of double niobium-nickel film deposited onto oxide materials and further
annealed at 1200 °C during 20 min in vacuum, ×3000: a alumina ceramics; b leucosapphire;
c zirconia ceramics



Dispersion Kinetics of Thin Double Niobium-Nickel Films … 319

Fig. 5 Three-dimensional
AFM image thin double
niobium-nickel film
deposited onto zirconia
ceramics and further
annealed at 1200 °C during
20 min in vacuum

ceramics surface annealed in vacuum at 1200 °C for 20 min. The photo shows that
the interaction between niobium and nickel began in the film leading to a significant
change in the primary relief of the film, and the height of the swelling of the film
reached 350 nm.

Figure 6 shows the kinetic curves of dispersion of double niobium-nickel films
at the oxide surfaces depending on annealing temperature and time, from which it
follows that these films can be used to connect the studied oxides by pressure welding
at temperatures up to 1100 °C without limiting the connection process time.

Using a double niobium-nickel film, a joint of zirconia ceramics was obtained by
pressure welding at a temperature of 1150 °C under a pressure of 25 MPa (Fig. 7).
The thickness of the seam was about 2,5 µm, and the shear strength of the joint
reached 140 MPa.

(a) (b) (c)     

Fig. 6 Dependence of oxide materials area covered by double niobium-nickel film on annealing
time at various temperatures (1000–1200 °C): a alumina ceramics; b leucosapphire; c zirconia
ceramics
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Fig. 7 Soldered joint of
zirconia ceramics through
double niobium-nickel film,
with an ultrathin seam, ×400

4 Conclusions

The kinetics of decomposition of double niobium-nickel films deposited onto leuco
sapphire, alumina, and zirconium dioxide ceramics was studied during vacuum
annealing. Annealing was performed in vacuum not worse than 2 × 10–3 Pa at
temperatures up to 1200 °C with different exposition times at each temperature
(from 5 up to 20 min). The behavior of the films at the all three oxide surfaces during
annealing was almost identical. It was found that the first slight changes in the films
appear only after twenty minutes of annealing at 1000 °C. A further increase in the
annealing temperature significantly accelerates the process of dispersing the films,
especially with increasing annealing time. In particular, after a twenty-minute expo-
sure at 1100 °C, the films already have a lot of cracks. At 1200 °C, the film disperses
significantly after a five-minute exposure, and the interaction of nickel with niobium
metallization layer at the oxide surfaces appears in it.

According to the research results, the kinetic curves of film dispersion are built,
using which it is possible to select the optimal parameters (temperature, time) of
the processes of metallized ceramics joining. Based on these graphs, the parameters
of the joining of metallized dioxide-zirconium ceramics by pressure welding were
selected, according to which the joints themselves weremade with an ultra-thin seam
about 2.5 µm thick, the shear strength of which reached 140 MPa.
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Stripping Voltammetry of Nanoscale
Films of Cu–Zn, Cu–Sn, Zn–Ni Alloys

A. Maizelis

1 Introduction

Coatings of Cu–Zn, Cu–Sn and Zn–Ni alloys have a number of functional properties
that determine a wide range of their use. They are used in mechanical engineering
for anti-corrosion and mechanical protection of steel surfaces. They are used in
the form of a thick coating and a thinner sublayer under other coatings, as well as a
replacement of other coatings, e.g. allergenic nickel, poisonous cadmium, chromium
deposited using toxic compounds of Cr(VI). The properties of alloys directly depend
on their chemical and phase composition. Therefore, analysis of the composition of
alloy coatings is of great importance both in the development of new methods for
their deposition and existing processes. Additionally, XRDmethod, which is mainly
used to analyze the phase composition of classical electroplated coatings with a
thickness of the order of 10 μm, has limitations both with a decrease in the thickness
to nanoscale films and with the identification of amorphous phases and phases in the
alloy in a low concentration.

The method of stripping voltammetry is a promising analysis method of alloy
chemical and phase composition at the same time, especially in the analysis of
nanoscale films that form multilayer coatings. It is based on the analysis of peaks
on anodic voltammograms of dissolution of alloy thin films deposited on an inert
substrate. Anodic branches of cyclic voltammograms are used for quick qualitative
analysis. However, in this case, the entire spectrum of alloys deposited in a wide
range of potentials of the cathode branch is analyzed, rather than alloys obtained at
specific values of the current density or potential. Additionally, the analysis of the
anodic voltammograms of the dissolution of alloys in the electrolyte, from which
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they were obtained under galvanostatic or potentiostatic conditions, is often compli-
cated by the contact exchange of a surface containing an electronegative metal with
an electrolyte, which contains ions of a less active metal.

The anodic peaks of the dissolution of copper-rich components of the Cu–Zn alloy
were qualitatively recorded by cyclic voltammograms in alkaline electrolytes based
on sorbitol [1], as well as under the conditions of anodic voltammetry of the obtained
films in ammonium nitrate solution [2]. In [3], an attempt was made to stipping
voltammetry in an ammonium nitrate solution of alloy films more enriched in zinc.
The conclusion about the reliability and practicality of theALSVmethod for the rapid
determination of both the composition and the phase structure of electrodeposited
brass was made as a result of a detailed comparative analysis of samples of coatings
with Cu–Zn alloy and those obtained by metallurgy, XRD methods and stripping
voltammetry in a solution of 0.3 mol dm-3 Na2SO4 [4], as well as in an alkaline
electrolyte based on mannitol [5].

Separate dissolution of tin- and copper-rich phases was observed under cyclic
voltammetry in non-aqueous electrolytes [6], a sulfate [7], ethylenediaminetetraac-
etate [8], methanesulfonate [9], pyrophosphate [10], alkali [11] et al. Stripping
voltammetry of single-phase alloys Cu6Sn5 and Cu3Sn in dilute sulfuric acid made it
possible to identify the dissolution peaks of these phases on anodic voltammograms
[12].

The anode response of CV for analysis of Zn–Ni is used for sulfate [13–15],
ammonia electrolytes [16], and chloride [17, 18] electrolytes, in electrolytes with
acetates [19], sulfamic acid [20], as well as in complex electrolytes based on
citrate [21], pyrophosphate [22], amines [23], glycine, and ammonia [24]. The alloy
dissolves more selectively in complex electrolytes that do not contain metal ions [25,
26]. In our previous studies [27–29], the examples of quantitative analysis of anodic
voltammograms of Zn-Ni alloy films obtained in a polyligand ammonia-glycinate
electrolyte are presented.

The purpose of this work is to make a quantitative analyze the change in the
composition of nanoscale Cu–Zn, Cu–Sn, Zn–Ni films with the current density and
deposition time by stripping voltammetry.

2 Experimental

The Cu–Zn alloy films of 100–150 nm thicknesses, Cu–Sn alloy films of 50–380 nm
thicknesses and Zn–Ni alloy films of 50–100 nm thicknesses were deposited from
polyligand electrolytes (Table 1). Alloys were anodically dissolved under poten-
tiodynamic conditions in different solutions. Cu–Zn alloy films were dissolved in
0.3 mol L−1 Na2SO4 [4]. Cu-Sn alloy films were dissolved in 0.6 mol L−1 H2SO4

[12]. Zn-Ni alloy films were dissolved in dissolution contained 0.5 mol L−1 glycine
and 0.5 mol L−1 NH4Cl (pH 10.5) [27].

Cyclic voltammograms (CV) and anodic linear sweep voltammograms (ALSV)
were obtained usingElins P-45Xpotentiostat. Platesmade of Ptwere used asworking
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Table 1 Electrolyte composition

Electrolyte composition Electrolyte

“CuZn1” “CuZn2” “CuSn” “ZnNi”

CuSO4·5H2O, mol L−1 0.08 0.04 0.08 –

ZnSO4·7H2O, mol L−1 0.17 0.18 – 0.04

SnSO4, mol L−1 – – 0.4 –

NiSO4·7H2O, mol L−1 – – – 0.1

K4P2O7, mol L−1 0.5 0.22 1.4 –

K3C6H5O7, mol L−1 0.13 0.66 – –

EDTA, mol L−1 – – 0.4 –

NH3(NH4
+), mol L−1 – – – 0.66

Glycine, mol L−1 – – – 0.25

KCl, mol L−1 – – – 0.7

Hydroquinone, g dm−3 – – 10 –

Animal glue, g dm−3 – – 0.4 –

electrode (surface area of 1 cm2) and as a counter electrode (surface area of 5 cm2).
Saturated silver-silver chloride reference electrode was connected to the electrolyte
by a salt bridge. All the potentials are presented vs. this reference electrode.

3 Experimental Results and Discussion

Stripping voltammetry of Cu–Zn alloy films. Figure 1 shows the cyclic current–
voltage dependences (CV) on platinum in polyligand pyrophosphate-citrate elec-
trolytes (“CuZn1” electrolyte, Table 1) for the deposition of Cu–Zn alloy films (curve

Fig. 1 CVs on Pt in
electrolyte with
([Cu2+]:[Zn2+]):[Cit3–]:P2O7

4–]:
1—(1:2):0.5:2.0;
2—(1:0):0.5:2.0. Potential
scan rate is 50 mV s−1
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1), as well as copper (curve 2). Two anode waves of copper dissolution correspond
to two cathode waves of copper compounds reduction (curve 2). Scanning potentials
in the cathode direction from the stationary potential leads to appearance of 3 peaks
(I-III) of reduction of Cu–Zn alloys of different chemical and phase composition
(curve 1). The anode branch of CV begins at −0.75 V with the dissolution of the
phase enriched in zinc (inset in Fig. 1). The main dissolution peak of the copper-
enriched phase appears at a potential of 0.0 V. Its potential almost coincides with
copper dissolution peak (curve 2). The limiting current on the anode branch after
the peak (this potentials region corresponds to the passive state of the surface) is not
reduced until the region of oxygen evolution potentials not allowing to quantitatively
dissolve all the deposit obtained during the cathode period CV.

The entire deposit is dissolved anodically, e.g. in a sulfate electrolyte that does not
contain metal ions [4]. Anode voltammogram of dissolution of Cu–Zn alloy films
obtained at different current density (Fig. 2) in the pyrophosphate-citrate electrolyte
have peaks of dissolution of zinc-enriched phases and peaks of copper-enriched
phases dissolution (at more positive potentials). It can be concluded that increase in
current density of film deposition leads to increases the contribution of zinc-enriched
phases, as the height of the group of peaks in the potential range −0.6…−0.4 V
increase. Corresponding to the peak of copper dissolution (curve 1) peaks of copper-
enriched dissolution phases are shifted to the left and decrease in height, first signifi-
cantly (Fig. 2a), then insignificant with increase in current density of film deposition.
The area of the peak at –0.05 V is stabilized (Fig. 2b) and decrease again (Fig. 2c).

After deconvolution of the anode voltammograms, the peaks were identified
according to [4]. Alloys deposited in the region of potentials of wave I of CVA
(Fig. 1), e.g. at a current density of 3 mA cm−2 (Fig. 2a, curve 2), are α-phase (solid
solution of zinc in copper) and dissolve at one peak in the region of copper films
dissolution potentials. Anodic voltammetry of dissolution of the alloy film, deposited
at 5 mA cm−2 (Fig. 3a, curve 1), show the appearance of intermetallics in the deposit
(γ - and β-phases), accompanied by significant decrease in the contribution of α-
phase (Fig. 2a, curve 2). Increasing the deposition current density up to 10 mA cm−2

(Fig. 3a, curve 2) leads to the appearance of the epsilon phase dissolution peak on
the anode voltammograms of the alloy film dissolution, the contribution of which
increases with increase in current density (Fig. 3b).

It should be noted that the voltammograms of dissolution of films deposited on
a platinum electrode until equal amount of electricity Qk = 0.4 C cm−2 is reached,
reflect the change in cathode current efficiency during deposition, as they allow to
calculate the charge for their dissolution and to correlate it with the films deposition
charge. Based on data from Fig. 2, the dependence of the current efficiency on the
current density of the deposition of alloy films is presented in Fig. 4a. In the first
part of this dependence, decrease in contribution of the α-phase of the alloy leads
to decrease in current efficiency. Then increase in current efficiency corresponds to
the current densities when γ-phase content in alloy increases. The drop in current
efficiency at the last section of the dependence is probably due to an increase in
content of ε-phase and hydrogen evolution rate increase.
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Fig. 2 Anodic CVs of Cu (1) and Cu–Zn (2–9) alloy films in 0.3 mol L−1 Na2SO4. Potential scan
rate is 5 mV s−1, and the films are deposited on Pt from “CuZn1” electrolyte (Table 1). Current
density of films deposition, mA cm−2: 1, 2–3; 3–5; 4–10; 5–15; 6–20; 7–30; 8–40; 9–80. The
deposition charge is 0.4 C cm−2
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(a) (b)

Fig. 3 Fragments of deconvoluted anodic polarization curves from a Fig. 2a and b Fig. 2c

Fig. 4 a cathodic current efficiency of alloys films deposition and b and specific dissolution
discharges α–(1), ε–(2), β–(3) i γ -phase (4)
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The distribution of the specific charge for the dissolution of the phases in the
films of Cu–Zn alloy deposited in a wide range of current densities is presented
in Fig. 4b. It quantitatively reflects the decrease in the contribution of the α-phase
(curve 1), sharper in the area of the first wave of polarization curve (Fig. 1, curve 1),
the stabilization of the β-phase (Fig. 4b, curve 3), the growth of ε-phase (curve 2),
and the extremum dependence of γ -phase content on the current density of films
deposition (curve 5).

Increase in the ratio of metal ions concentrations in the direction of zinc ions
(electrolyte “CuZn2”, Table 1), the anode branch at CV (Fig. 5a) begins at more
negative potentials than curve 1 in Fig. 1, and the peak of dissolution of the zinc-
enriched phases is much higher than in Fig. 1. It should be noted that the cathode
deposit does not dissolve completely in the peaks of the anode branch in this case of
zinc-enriched deposit too.

The film deposited at a potential of −1.1 V (this potential corresponds to the
region of potentials when Cu and Zn code position begins) contains zinc-enriched
intermetallics besides α-phase (peak at −0.6 V, curve 1, Fig. 5b). With significant
increase in polarization (Fig. 5b, curve 2) zinc content in the alloy film increases, and
peak of ε-phase dissolution appears (it is approximately equal to the peak of α-phase
dissolution).

Stripping voltammetry of Cu-Sn alloy films. CV on platinum in the “CuSn”
electrolyte has 2 peaks of Cu-Sn alloys reduction. First peak corresponds to copper-
enriched alloy, second peak corresponds to tin-enriched alloys (Fig. 6). On the anode
branch of CV, we observe only 2 peaks of dissolution of free tin with the subsequent
region of passivation of the copper-enriched deposit remaining on platinumelectrode.

In 0.6 mol dm−3 H2SO4 solution (it is recommended for selective dissolution
of Cu-Sn alloy components [12]), the tin component of the alloy (Fig. 7, curve

Fig. 5 a CV on Pt in the “CuZn2” electrolyte and b anodic voltammograms of Cu–Zn alloy films
dissolution in the electrolyte of 0.3 mol dm−3 Na2SO4. Deposition potentials are: −1.1 V (1) and
−1.5 V (2). Cathodic charge is 0.4 C cm−2. Potential scan rate, mV s−1: a 10, b 5
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Fig. 6 CV on Pt in “1Cu5,3Sn” polyligand electrolyte. The potential scan rate is 50 mV s−1

Fig. 7 Anode voltammograms of dissolution of films Sn (1), Cu (3) and Cu–Sn alloy (2), deposited
on Pt from “CuSn” polyligand electrolyte (Table 1) at a potential of –1.15 V. Solution for dissolution
is 0.6mol dm−3 H2SO4. The deposition charge,C cm−2: 1–0.2; 2–0.4; 3–0.6; 4–0.8; 5–1.0. Potential
scan rate, mV s−1: 1–20; 2–10; 3–6.6; 4–5; 5–4

2) dissolves at the peak in the region of tin dissolution potentials (curve1), and
copper-enriched phase dissolves in the region of dissolution potentials of copper
(curve 3).

Anode voltammograms of dissolution of alloy films of different thickness indicate
a change in the composition of films with thickness, as they were obtained with
constant product of the deposition charge and potential scan rate (Fig. 8) for correct
comparison.
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Fig. 8 Anode
voltammograms of
dissolution of Cu–Sn alloy
films deposited on Pt from
“CuSn” polyligand
electrolyte (Table 1) at
potential −0.9 V. Curves are
deconvoluted into peaks of
α-, ε-, and η-phases. Solution
for dissolution is
0.6 mol dm−3 H2SO4. The
deposition charge, C cm−2:
1–0.2; 2–0.4; 3–0.6; 4–0.8;
5–1.0. Potential scan rate,
mV s−1: 1–20; 2–10; 3–6.6;
4–5; 5–4

All voltammograms of dissolution of films deposited at the potential of the first
wave of CV (Fig. 6) have 3 peaks, which, according to [12], correspond to the
dissolution of α-, ε- and η-phases. Increase in film deposition time leads to increase in
α-phase dissolution peak and decrease in the dissolution peak of the ε-phase. Increase
in the deposition charge to 0.6 C cm−2 (curve 3) leads to significant inhibition of
film dissolution due to the increase in the content of the η-phase. Further increase in
the film thickness leads to decrease in η-phase content.

The results of calculating the composition of the films are shown in Fig. 9. The
content of α-phase in films increases with thickness increase (curve 1, Fig. 9a). The
content of ε-phase (Cu3Sn) in the films is reduced by more than a half. The film with
a thickness of 265 nm has the highest content of η-phase (Fig. 3). The dependence
of the total tin content in the films on their thickness (curve 6, Fig. 9b) suggests a
tendency to decrease the total tin content in the films with thickness increase more.
The current efficiency dependences have a maximum value of ~ 90% at a thickness
of 350 nm (curve 5, Fig. 9b).

Stripping voltammetry of Zn-Ni alloy films. For stripping voltammetry of thin
films of Zn-Ni alloy, an alkaline ammonia-glycinate electrolyte [27] is proposed. In
this electrolyte, the dissolution potentials of zinc and nickel differ by almost 1 V, and
all components of the Zn-Ni alloy dissolve selectively (Fig. 10).
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Fig. 9 Dependences of a specific charge of α- (1), ε- (2) and η-phases (3) dissolution, and b current
efficiency (5) and the total tin content (6) on the thickness of alloy films deposited at potential of
−0.9 V

Fig. 10 Anode voltammograms of Zn (1), Zn-Ni (2), and Ni (3) films dissolution in solution of
0.5 mol L−1 glycine and 0.5 mol L−1 NH4Cl (pH 10.5)

The Zn-Ni alloy films were deposited onto a Pt electrode from “ZnNi” ammonia-
glycinate electrolyte (Table 1). Figure 11 shows series of anodic polarization curves
in ammonia-glycinate electrolyte (0.5 mol L−1 glycine and 0.5 mol L−1 NH4Cl, pH
10.5). Increase in the cathode current density leads to increase in their stationary
potential in alkaline ammonia-glycine solution. It indicates increase in the content of
more electropositive nickel. The height of the peaks increase approximately equally,
therefore increase in cathodic current density increase with current density increase
up to 20 mA cm2.
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Fig. 11 Anodic
voltammograms of Zn-Ni
alloy films in alkaline
ammonia-glycinate
electrolyte. Zn-Ni alloys are
deposited at current density,
mA cm−2: 1–7.3; 2–11.4;
3–14.5; 4–20; 5–25; 6–30

Deconvolution of anode voltammograms allow more accurate determination of
area of picks (Fig. 12 a) of zinc dissolution from the γ 1-phase (peak I) (with formation
of β-phase), zinc from the γ 2-phase (peak II) (with formation of α-phase) and nickel-
enriched phase (peak III), which consists of residues of β-phase and α-phase, and
also from initial β-phase [27].

Deconvolution of anode voltammograms allow more accurate determination of
area of picks (Fig. 12a) of zinc dissolution from the γ 1-phase (peak I) (with formation
of β-phase), zinc from the γ 2-phase (peak II) (with formation of α-phase) and nickel-
enriched phase (peak III), which consists of residues of β-phase and α-phase, and
also from initial β-phase [27].

Quantitative analysis of data from Fig. 12a shows reduce in the fraction of charge
for γ 1-phase (curve 2) and increase in charge for zinc dissolution from γ 2-phase
(curve 1) with increase in current density. Increase in current density leads to increase
in the nickel content in the films above the stoichiometric γ -phase (curve 3). It is
due to increase in the proportion of electricity spent on the dissolution of the β-phase
(curve 4).

4 Conclusions

The chemical and phase composition of thin films (~50…300 nm) of Cu–Zn, Cu–Sn
and Zn–Ni alloys were analyzed by stripping voltammetry.

Analysis in solution of sodium sulfate revealed that increase in current deposi-
tion of Cu–Zn alloy films from polyligand pyrophosphate-citrate electrolyte leads to
decrease in the α-phase content, and stabilization of the β-phase content. There is an
extremum on the dependence of γ -phase content on current density of deposition.

Stripping voltammetry of Cu–Sn alloy films (deposited in polyligand
pyrophosphate-trilonate electrolyte) in a solution of sulfuric acid revealed that
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(a)

(b)

Fig. 12 A anodic voltammetry of alloys Zn-Ni in ammonia-glycinate electrolyte, and (b) fraction
of charge q for dissolution of γ 2-phase (1), γ 1-phase (2), the initial β-phase (4) and whole Ni in
the alloy (3). Current density for deposition, mA cm−2: 1–7.3; 2–11.4; 3–14.5; 4–20; 5–25; 6–30

increase in deposition time leads to increase in α-phase content, decrease in ε-phase.
Dependences of ε-phase content and whole tin content have maximum at thickness
of 350 nm.

Stripping voltammetry in alkaline ammonia-glycinate solution revealed that
increase in current density ofZn–Ni alloyfilms deposition frompolyligand ammonia-
glycine electrolyte leads to decrease in γ 1-phase content and increases in γ 2-phase
content. Increasing in total nickel content is due to increase of β-phase content in
films.

Therefore, it is shown that the method allows estimation of the content of both
crystalline and amorphous phases, including films with their small content in the
alloy.
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The Stability Analysis of Stationary
Modes of the Ice Surface Softening
During the Friction Process

O. V. Yushchenko, A. Yu. Badalian, and O. V. Khomenko

1 Introduction

At present [1], ice and snow are often used in everyday life, nature, sports, and
industry. The friction kinetics of ice is determined by processes such as frictional
heating, creep and fracture, surface and melting pressure, and adhesion. Recently,
experimenters and theorists have become interested in the process of boundary
friction that occurs in nanoscale tribological systems [2–6].

In the tribological system, the main processes occur during the friction of
contacting bodies. The question of the temperature or yield strength of ice during
friction is still a matter of debate [7–11]. It was initially thought [1] that the cause
of the friction decrease was an aqueous film that appeared on the ice surface due
to frictional heating. Some researchers have developed this idea [1, 7–11], because
understanding the conditions of formation of the water film is necessary for practical
application. The film layer is formed with fluctuation domains of liquid water and
solid ice, and it resembles a defective structure [11–13]. Studies have focused on
the effect of thermal conductivity, which begins to decrease with increasing sliding
speed [14].

Consider some concepts of theoretical models with quantitative estimates. It is
generally accepted that the melting of the ice surface does not always occur during
friction due to perfect mechanical heating. The results explained this feature by
thermodynamic arguments. The dependences of the coefficient of friction on ice on
the sliding speed, melting point, ambient temperature, and thermal conductivity of
the slider have also been described for mild steel, copper, and organic glass. It was
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found [14–18] that increased softening of ice at temperatures above −2 °C leads to
significant wear. The study made it possible to extend the theory of Evans and others
[1] to the case of hydrodynamic lubrication. Two regions with different dependences
of the coefficient of friction on velocity were identified. In the first area, there is no
melting of ice; while in the second due to frictional heating, a film of water is formed
on the contact area. The idea of themechanismof thermoregulation during ice friction
was confirmed in [17]. This study describes the softening of ice in a material where
there is a hydrodynamic friction and removal of the lubricating film. This approach
allowed to obtain expressions for layer thickness, coefficient of friction, and wear,
taking into account both hydrodynamic friction and surface roughness. Kolbek [16]
believed that the kinetic friction on snow is regulated by the components:

(1) the dependence of the thickness of the water film on the temperature for
perfectly insulated and aluminum sliders;

(2) the coefficient of lubricating friction from the speed at different temperatures;
(3) the dependence of the thickness of the water film on the distance along the

lubrication zone for plastic and aluminum sliders at different temperatures;
(4) total friction along the aluminum slider at different temperatures.

These calculations show that the friction force that affects the slider varies over
a wide range of speeds and temperatures. This theory is limited to the assumption
that friction does not depend on the stress, and special attention is paid to the friction
of water and an approximate estimate of the heat flow to the slider. But for the full
disclosure of the processes occurring in the described system, it is necessary to take
into account the effect of self-organization, to consider the equilibrium states and
kinetics of the system [19–21].

2 Theoretical Model of the Ice Melting Process

Atomicmodels of ice friction have recently emerged. If we use the Ginzburg–Landau
free energy in the first-order phase transition and themolecular dynamicsmethod, we
see that the film on the melted ice surface will previously consist of some molecular
layers, and its thickness will increase with stress and temperature. This leads to a
decrease in friction due to an increase in the lubricant layer due to the weakening
of the hydrogen bonds between the ice molecules. The dependence of the friction
force on the speed increases linearly due to the viscous component of the stress that
occurs in the liquid film on the ice surface during shear.

Over time, there is a relaxation of the shear stress component.
Let us take as a basis the parameter from the hydrodynamic theory [5, 6]

τ = η

G
, (1)

where η is the dynamic shear viscosity and G is the shear modulus.
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There is an assumption that while the liquid freezes, η (the viscosity) becomes a
modulus ofG. But this situation is opposite to the usual second-order phase transition,
where an infinite increase in τ at the critical point is also observed. If we move from
a viscoelastic fluid to the general case, the expression (1) takes the form

τ = χ

γ
,

where χ is the generalized susceptibility and γ is the kinetic coefficient.
During the phase transition, an infinite increase in the susceptibility χ is observed,

while the kinetic coefficient γ has no singularity. This is equivalent to the shear
modulus G, which goes to zero at a finite viscosity η in Eq. (1).

The basis of our study is the softening of ice during friction, which is provided
on the one hand by self-organization of stress components σ and deformation ε

and on the other by temperature T. We know [22] the relationship between stress
components σ and deformation ε; the Kelvin-Voigt model describes the simplest
case, and the temperature effect is caused by critical increase of the shear modulus
G(T ) at the reduced temperature: G = 0 for water and G �= 0 for ice.

3 Main Equations

The model we take as a basis [22] consists of two planes: It is the friction of ice with
some material, or the friction of ice against the surface of ice, which are separated
by a lubricating softened layer of ice.

The kinetic equation for temperature T is obtained using the relation of the theory
of elasticity. As a result, the mathematical model of the melting process is given by
a system of differential equations

ε̇ = − ε

τε

+ σ

ηε

, (2)

τσ σ̇ = −σ + G(T )ε, (3)

CpṪ = k∇2T − σ
ε

τε

+ σ 2

ηε

. (4)

In Eq. (2), τ ε is the Debye relaxation time, ηε is the effective shear viscosity
coefficient. The second term of the right part describes the flow of viscous fluid due
to the shear component of the· stress σ .

In Eq. (3), the first term of the right-hand side describes the relaxation with time
τ σ ≡ η/(G (T )). Note that the effective viscosity ηε ≡ τ εGε and the modulus Gε

≡ ηε/τ ε do not coincide with the real viscosity η and the modulus G(T ). This is due
to the different physical meaning of the Landau-Khalatnikov equations (3) and the
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Kelvin-Voigt equations (2) [7, 13, 14]. The values of Gε, η, ηε weakly depend on
the temperature of the surface layer of ice T, and the shear modulusG(T ) disappears
at low temperatures to Tc, and then the approximations Gε(T ), η(T ) are used for
temperature dependences, ηε(T ) = const. Thus, we have

G(T ) = G0

(
T

Tc − 1

)
. (5)

In (4), Cp is the heat capacity; k is the thermal conductivity. The last term in
the right part is responsible for the dissipative heating of the viscous fluid under the
action of stress σ . On the other hand, single-mode approximation allows you to write

k∇2T ≈ k

l2
(τT Q0 − T ), (6)

where l is the thermal conductivity scale, τ T ≡ (l2Cp)/k is the thermal conductivity
time.

Next, consider the thermal influence of friction surfaces, the value of which is not
reduced to the Onsager component and is fixed by external conditions

Q = Q0 + σ 2

Cpεη
, (7)

where Q0 is the heat of the environment from the solid to the surface layer. The
quadratic stress contribution can be included in the friction temperature of the
surface Te = τ TQ. This complicates the analysis, which can be interpreted as a
renormalization of values.

The above formulas are overloaded with many constants. Therefore, for further
solution, we will use dimensionless variables, for which the main parameters of the
system ε, σ , T, t are divided into scales, which we will define below.

εs =
(

τ 2
ε CpTs
ηετT

)1/2

, σs =
(
CpTs
τT

)1/2

, Ts = Tc, ts = τε

Then the basic Eqs. (2), (3), and (4) to describe the behavior of a viscoelastic
medium in dimensionless form will be

dε

dt
= −ε + σ, (8)

α
dσ

dt
= −σ + g(T − 1)ε, (9)

β
dT

dt
= (Te − T ) − σε, (10)
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where the dimensionless constants are introduced

α ≡ τσ

τε

, g = G0εs

σs
, β = τT

τε

, Te = τT Q.

We omitted the strokes for reduction. It is constant here g = G0/Gε.
The system (8)–(10) is qualitative and can describe various features of the

boundary mode. It has a form similar to the Lorentz scheme [16], which allows
us to denote the thermodynamic phase and kinetic transitions.

4 Steady States of the System

To determine the stable states of the system in terms of the phase plane method, it
is necessary to find the coordinates of the singular points [23], solving the system of
equations

⎧⎪⎨
⎪⎩
0 = −ε + σ,

0 = 1
α
[−σ + g(T − 1)ε],

0 = 1
β
[(Te − T ) − σε].

(11)

Substitute σ = 0 in all Eqs. (11), then the stationary values of the corresponding
parameters will be:

σ = 0, ε = 0, T = Te(pointC).

When the value of σ = 0, the surfaces do notmove and the boundary state hardens.
This has been confirmed both theoretically and experimentally [22].

For the case g(T − 1) = 1, coordinates of two points (A and B) depend on the
initial conditions:

ε = ±
√
Te − 1 − 1

g
, σ = ±

√
Te − 1 − 1

g
, Te = 1 + 1

g
.

To determine the regions of existence of singular points and their types of stability,
we construct the phase diagram of the system. For this, we use the condition for the
existence of points A andB. Then using the Lyapunov substitution for the dimension-
less systemof equations (11),wefind the condition for the equality of the discriminant
of the cubic equation to zero for determining the Lyapunov exponents [23]. In addi-
tion, we consider the condition of complexity and loss of stability of the Lyapunov
exponents. As a result, the phase diagram of various modes of realization of stable
states of the system has the form shown in Fig. 1.

For the point C, we obtain the Lyapunov exponents in the form
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Fig. 1 Phase diagram of the system

λ1 = − 1

β
, λ2,3 = −(1 + α) ±

√
(1 + α)2 − 4α[1 + gε(1 − Tε)]

2α
.

It should be noted that the root λ1 is always negative. If we look at the complex-
conjugate roots λ2,3, we see that the real part is also negative, and it will always be.
The type of stability of a stationary point depends on these roots.

The corresponding analysis of point C is shown in Table 1.
For point A, the coordinates are determined by the equations

ε0 = +
√
Tε − 1 − 1

g
, σ0 = +

√
Tε − 1 − 1

g
, T0 = 1 + 1

g

The corresponding calculations are shown in Table 2.

Table 1 Values of coordinates and indicators of Lyapunov for point C, parameters g, Te meet the
relevant regions of the phase diagram; α = 4, β = 5

Regions of the
phase diagram

1 2 3 4 5

Parameters g 0.27 0.8 0.88 0.4 0.4

Te 5 0,1 20 10 2

Coordinates σ 1 0 0 0 0 0

ε1 0 0 0 0 0

T1 5 0,1 20 10 2

Lyapunov
indicators

λ11 −0.2 −0.2 −0.2 −0.2 −0.2

λ12 0.0158 −0.625 +
0.19i

1.4536 0.3951 −0.1344

λ13 – 1.2658 −0.625–0.19i −2.7036 −1.6451 −1.1155

Type of stability Saddle-stable
knot

Stable
knot-focus

Saddle-stable
knot

Saddle-stable
knot

Stable knot
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Table 2 Values of coordinates and indicators of Lyapunov for point A, parameters g, Te meet the
relevant regions of the phase diagram; α = 4, β = 5

Regions of the
phase diagram

1 2 3 4 5

Parameters g 0.27 0.8 0.88 0.4 0.4

Te 5 0,1 20 10 2

Coordinates σ 2 0.5443 – 4.2265 2.5495 –

ε2 0.5443 – 4.2265 2.5495 –

T2 4.7037 2.25 2.1363 3.5 3.5

Lyapunov
indicators

λ21 −1.2523 −1.1911 −1.4718 −1.3114 −1.2319

λ22 −0.1571 −0.5309 0.0109 + 1.0334i −0.069 + 0,439i −0.3552

λ23 −0.0407 0.2720 0.0109 – 1.0334i −0.069 − 0,439i 0.1371

Types of stability Stable knot – Focus of complex
architecture

Stable knot-focus –

Point B is symmetric about the origin to point A, so the coordinate values are

ε0 = −
√
Tε − 1 − 1

g
, σ0 = −

√
Tε − 1 − 1

g
, T0 = 1 + 1

g
.

To find the coefficients, it is necessary to perform actions similar to the analysis
for point A. The corresponding results are presented in Table 3.

Table 3 Values of coordinates and indicators of Lyapunov for point B, parameters g, Te meet the
relevant regions of the phase diagram; α = 4, β = 5

Regions of the
phase diagram

1 2 3 4 5

Parameters g 0.27 0.8 0.88 0.4 0.4

Te 5 0.1 20 10 2

Coordinates σ 3 −0.5443 – −4.2265 −2.5495 –

ε3 −0.5443 – −4.2265 −2.5495 –

T3 4.7037 2.25 2.1363 3.5 3.5

Lyapunov
indicators

λ31 −1.2523 −1.1911 −1.4718 −1.3114 −1.2319

λ32 −0.1571 −0.5309 0.0109 + 1.0334i −0.069 + 0.439i −0.3552

λ33 −0.0407 0.2720 0.0109 – 1.0334i −0.069 – 0.439i 0.1371

Types of stability Stable knot – Focus of complex
architecture

Stable knot-focus –
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5 Phase Portraits

Let us build phase portraits for all sets of parameters. For this purpose, we use the
Runge–Kutta method [22, 23]. For the corresponding regions (see Tables 1, 2 and
3), we have phase portraits in Figs. 2, 3, 4, 5, and 6.

As can be seen from the tables and phase portraits, this mathematical model is
characterized by the presence of five areas that differ in the implementation of the
number of special points or in different types of their stability. In the second and
fifth regions, only one point is realized, or only one stable state is possible for our
physical system—the solid state of a thin layer of ice between the friction surfaces.
In the last area, the type of stability of this state corresponds to a stable node and in
the second area is somewhat more complex—a stable node-focus.

The first, third, and fourth regions are characterized by the implementation of
three singular points. But symmetrical about the origin of points A and B, which

Fig. 2 Phase portraits for the 1st region for α = 4, β = 5, g = 0.27, Te = 5

Fig. 3 Phase portraits for the 2nd region for α = 4, β = 5, g = 0.8, Te = 0.1
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Fig. 4 Phase portraits for the 3rd region for α = 4, β = 5, g = 0.88, Te = 20

Fig. 5 Phase portraits for the 4th region for α = 4, β = 5, g = 0.4, Te = 10

Fig. 6 Phase portraits for the 5th region for α = 4, β = 5, g = 0.8, Te = 0.1
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correspond to different modes of deformation and characterize the state of softening
or melting of a thin layer of ice, in the third region are unstable. In contrast to the
previous cases, the first and fourth regions are characterized by three stable points.
This indicates the coexistence of solid and liquid ice states, which is characteristic
of the intermittent friction regime, which is often observed in the experiment. In
the first region, the liquid state corresponds to the usual stable node, and the set of
parameters of the third region gives complex kinetics, resembling a strange Lorentz
attractor.

6 Conclusion

The paper considers a mathematical model of the process of melting an ultra-thin
layer of ice between two solid smooth surfaces. This was thought that this layer
may melt due to heat and shear deformation. The latter was described by the Voigt-
Kelvin equation for a viscoelastic medium. For the control parameter—tempera-
ture—the relaxation equation of thermal conductivity was used, for the conjugate
quantity—stress—the equation of Landau-Khalatnikov type. The result is a system
of three differential equations, the analysis of which was performed by the phase
plane method. The coordinates of the steady states of the system and the corre-
sponding Lyapunov indices for all possible modes of realization of the solid and
softened state of a thin layer of ice were determined. For each of these modes, the
kinetics of the melting process of ice depending on external parameters was analyzed
based on phase portraits.
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PALS Approach to Study
of Water–Adsorption Processes
in Nanostructured MgAl2O3 Ceramics:
From Three- to Four-Component Fitting
Procedures

H. Klym

1 Introduction

A long time nanostructuredMgAl2O4 ceramics are interestingmaterials for humidity
sensors due to their inner nanoporous structure and surface porosity, which promotes
effective cooperative adsorption of water molecular [1–4]. The humidity-sensing
application of these ceramics is known to be determinant of chemical and physical
water–adsorption processes occurring within inner pores in ceramics bulk [5–7]. The
presence of open porosity permits greater conductivity due to the enhancement of the
specific surface area available for water–adsorption [8–10]. Recently, it was shown
that amount of adsorbed water in these ceramics affects not only their electrical
conductivity, but also other physical–chemical parameters [10, 11]. Such parame-
ters can be the positron trapping modes of free volumes (or nanovoids) studied by
positron annihilation lifetime spectroscopy (PALS)—one of the most informative
experimental methods for studying of structurally intrinsic nanovoids in solids such
as ceramics [12–15], thick films based on ceramics [15–17], and nanocomposites
[18, 19] in the form of different modifications (clusters, agglomerates, nanopores,
etc.) [20, 21].

We have achieved significant success in the study of spinel MgAl2O4 ceramics by
the PALS method [8, 10, 11, 21]. It was shown that positrons injected in the studied
MgAl2O4 ceramics can undergo two different processes such as positron trapping
and ortho-positronium o-Ps decaying. The latter process (so-called “pick-off” anni-
hilation) resulting from Ps interaction with electron from environment (including
annihilation in liquidwater) is ended by emission of twoγ-quanta [20, 22]. In general,
these two channels of positron annihilation are independent. However, if trapping
sites will appear in a vicinity of grain boundaries neighboring with free-volume
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pores, these positron-positronium traps become mutually interconnected resulting in
a significant complication of PALS data.

We have developed several approaches to the analysis of PALS spectra for the
humidity-sensitive MgAl2O4 ceramics using different numbers of fitting parameters
and algorithms to justify the obtained results [21, 23–25]. The goal of this work
is to generalize in one work the previously presented approaches to the analysis of
the PALS spectra of nanostructured spinel-type MgAl2O4 ceramics at adsorption of
water. The trapping of PALS spectra is presented at the analysis on three and four
components and also at the fixed values of some positron trapping parameters.

2 Sample Preparation and Experimental

The studied spinel-typeMgAl2O4 ceramicswere sintered fromfine-dispersiveAl2O3

andMgO powders using a special regime with maximal temperatures Ts of 1400 °C,
the total duration being 2 h [21, 23]. In a result, the humidity-sensitive ceramics
with a so-called trimodal pore size distribution and character values of pore radiuses
centered near ~0.003, 0.09 and 0.4 μm were obtained [21]. The phase composition
of ceramics obtained with X-ray diffraction [21, 23] was established that the studied
ceramics contained the main spinel phase and small quantity of MgO phase (1.5%).

PALSmeasurements were performed using anORTEC spectrometer [20, 26]. The
22Na isotope was used as positron source, placed between two identical samples. The
obtained PALS spectra were decomposed by LT computer program of Kansy [27].
In this work, three experimental and analysis approaches were presented to study of
water–adsorption processes in the nanostructured MgAl2O4 ceramics using PALS
method.

The first approach: analysis of PALS spectra by three-component fitting proce-
dure in MgAl2O4 ceramics before and after water–adsorption. PALS measurements
were performed at 20 °C and ~35% relative humidity [21]. We used three measured
PALS spectra for each investigated pair of samples, the best results being chosen
by comparing statistically weighted least-squares deviations between experimental
points and theoretical curve. In order to change interrelation between positron trap-
ping and Ps decay modes in the deconvoluted PALS spectra, we placed the samples
into distillated water for 12 h. Then, the PALS measurements were repeated once
more with water-immersed MgAl2O4 ceramics at the same conditions. We used
three-component fitting of PALS spectra and obtained fitting parameters (positron
lifetimes τ 1, τ 2, τ 3 and corresponding unity-normalized intensities I1, I2, I3). Typical
PALS spectra decomposed on three components using LT program (with τ 1, τ 2 and
τ 3 lifetimes as well as I1, I2, and I3 intensities) are shown in Fig. 1.

The second approach: analysis of PALS spectra by three-component fitting proce-
dure in the MgAl2O4 ceramics at fixation of the lifetimes of the first and the second
PALS components within row of relative humidity (RH). PALS measurements were
performed at 20 °C. The selection of corresponding values for measuring chamber
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Fig. 1 Fitting of PALS spectra for MgAl2O4 ceramics on three components using LT computer
program [28]

permit to investigation of samples at constant values of relative humidity in the range
of 25–60% and 25–98% [24, 28].

Special testing procedure with a set of standard thermally treated non-defected
Ni and Al probes was performed to correctly account for source input and other
positron trapping channels in the measured lifetime spectra. The obtained data were
mathematically treated at three-component fitting procedure with the fixed positron
lifetimes of the first and second PALS components (τ 1 and τ 2). Only results with
FIT (short abbreviation originated from “fitting”) values close to 1.0 [24] were left
for further consideration.

The third approach: analysis of PALS spectra by four-component fitting procedure
in MgAl2O4 ceramics before and after water–adsorption [23]. The PALS measure-
ments were performed at 22 °C and relative humidity RH= 35% after drying (initial
samples) and after 7 days of water exposure (water vapor in desiccator at RH =
100%). Each PALS spectrum was collected within 6.15 ps channel width to analyze
short and intermediate PALS components. To obtain data on longest-lived PALS
components, the same ceramics were studied within a channel width of 61.5 ps as in
[23, 29, 30]. At high-statistical measurements (more than ten millions of counts), the
best results were obtained with four-term decomposition procedure. Such approach
allows us to study nanopores of different sizes, responsible for o-Ps decaying. Each
PALS spectrum was processed multiply owing to slight changes in the number of
final channels, annihilation background, and time shift of the 0-th channel. In such a
manner, we obtained fitting parameters (positron lifetimes τ 1, τ 2, τ 3, τ 4 and corre-
sponding unity-normalized intensities I1, I2, I3, I4), which correspond to annihilation
of positrons in the samples of interest.

In the all three approaches with using a well-developed formalism for two-state
positron trapping model [21, 31, 32], the following parameters describing positron
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lifetime spectra can be calculated according to Eqs. (1–3):

κd = I2
I1

(
1

τb
− 1

τ2

)
, (1)

τb = I1 + I2
I1
τ1

+ I2
τ2

, (2)

τav. = τ1 I1 + τ2 I2
I1 + I2

, (3)

where κd is positron trapping rate in defect, τ b—positron lifetime in defect-free
bulk, and τ av.—average positron lifetime. In addition, the difference (τ 2− τ b) can
be accepted as a size measure of extended defects where positrons are trapped in
terms of equivalent number of monovacancies, as well as the τ 2/τ b ratio represents
the nature of these defects.

3 Results and Discussion

3.1 Water–adsorption Processes in Nanostructured MgAl2O3
Ceramics Studied by Three-Component Fitting Procedure

The obtained PALS characteristics for the MgAl2O4 ceramics sintered at different
Ts before and after water-immersion have a peak and region of smooth fading of
coincidence counts in time (Fig. 2). Mathematically such curves describe by sum of
exponential functions with different indexes (inversed to lifetimes).

As has been shown [21, 28], at three-component fitting procedure, the shortest
(lifetime τ 1 and intensity I1) and middle (lifetime τ 2 and intensity I2) PALS compo-
nents were ascribed to positron trapping modes. By accepting two-state positron
trapping model [32], the longer τ 2 lifetime can be treated as defect-related one; these
positron trapping defects being located near grain boundaries [33].

Obtained fitting parameters and positron trapping modes for initial and water-
immersed MgAl2O4 ceramics are shown in Tables 1 and 2, respectively. The radii
R3 of spherical nanopores (given in Table 2) were calculated using of o-Ps-related
τ 3 lifetime in known Tao-Eldrup model [34, 35]:

τo−Ps =
[
2

(
1 − R

R + �R
+ 1

2π
sin

(
2πR

R + �R

))
+ 0.007

]−1

(4)

where ΔR is empirically derived parameter (ΔR ≈ 0.1656 nm for polymers [18]),
which describes effective thickness of the electron layer responsible for the “pick-off”
annihilation of o-Ps in a hole.
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Fig. 2 Positron lifetime spectra for initial and water-immersed MgAl2O4 ceramics sintered at
different Ts [28]

Table 1 Fitting parameters for initial and water-immersed MgAl2O4 ceramics mathematically
treated within three-component procedure [21]

Ts, oC Sample pre-history τ 1,
ns

I1,
a.u

τ 2,
ns

I2,
a.u

τ 3,
ns

I3,
a.u

1100 Initial 0.24 0.68 0.50 0.30 2.59 0.02

Water-immersed 0.24 0.56 0.50 0.29 1.88 0.15

1200 Initial 0.23 0.70 0.47 0.28 2.39 0.02

Water-immersed 0.22 0.54 0.45 0.34 1.87 0.12

1300 Initial 0.22 0.72 0.44 0.26 2.19 0.02

Water-immersed 0.22 0.54 0.46 0.32 1.88 0.15

1400 Initial 0.19 0.76 0.36 0.22 1.90 0.02

Water-immersed 0.21 0.56 0.43 0.32 1.94 0.12

As has been shown early [21–24] and above, the first component of PALS spectra
with lifetime τ 1 and intensity I1 as well as the second component with lifetime τ 2 and
intensity I2 are related to positron trapping modes. The lifetime τ 2 reflects positron
trapping on defects located near grain boundaries on ceramic materials.

In initial ceramic samples obtained at different Ts, the shortest τ 1 and middle τ 2

positron lifetimes and intensities I1 and I2 reducedwith rises of sintering temperature
(see Table 1 and Fig. 3). In spate of structural distinction of ceramics sintered at
different Ts, positrons are trapped in defects with the same rate of κd = 0.60 ns−1

(Table 2). The radii R3 of spherical nanopores (given in Fig. 3) were calculated using
τ 3 lifetimes in Tao-Eldrup model.
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Table 2 Positron trapping modes for initial and water-immersed MgAl2O4 ceramics
mathematically treated within three-component procedure [21]

Ts, oC Sample pre-history τ av.,
ns

τ b,
ns

κd ,
ns−1

τ 2- τ b,
ns

τ 2/τ b R3,
nm

1100 Initial 0.32 0.28 0.60 0.21 1.7 0.338

Water-immersed 0.33 0.29 0.70 0.21 1.7 0.276

1200 Initial 0.30 0.27 0.60 0.20 1.7 0.322

Water-immersed 0.31 0.27 0.90 0.18 1.7 0.275

1300 Initial 0.27 0.25 0.60 0.19 1.7 0.305

Water-immersed 0.31 0.27 0.90 0.19 1.7 0.276

1400 Initial 0.24 0.21 0.60 0.15 1.7 0.278

Water-immersed 0.29 0.26 0.90 0.17 1.7 0.282
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Fig. 3 Nanopore radii R3 in MgAl2O4 ceramics sintered at 1100–1400 °C changed in water–
adsorption cycles

The third PALS component with lifetime τ 3 is related with o-Ps decaying. In
initial ceramic samples, this lifetime reduces from 2.6 to 1.9 ns with Ts, but intensity
I3 is closed to 0.02. Inwater-adsorbed ceramics, lifetime τ 3 is closed to 1,84 ns, while
τ 3 ~ 1.88 ns is related to o-Ps “pick-off” decaying in water at 20 °C. In all cases,
intensity I3 rises from 2% to 0.12–0.15 a.u. testifying large amount of adsorbedwater
in ceramic samples. This change is accompanied by reduced in parameters of the first
PALS component, but parameters of the second component are without changes.
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Fig. 4 Changes in lifetime
components in dependence
on sintering temperature of
MgAl2O4 ceramics [28]

3.2 Water–Adsorption Processes in Nanostructured MgAl2O3
Ceramics Studied by Three-Component Fitting
Procedure with Fixation of the Lifetimes

To study more considerable changes in positron trapping in the MgAl2O4 ceramics
caused by absorbed water, the new algorithm is needed to treatment of PALS data
[24]. This task can be permitted due to fixation of τ 1 and τ 2 parameters because
adsorbed water not changes structure of spinel ceramics.

As was described above, the lifetime τ 2 is related to extended defects near
grain boundaries in ceramic materials. Positrons are trapped in the same defects
in MgAl2O4 ceramics independent on amount of adsorbed water by their nanopores.
So, the first and second positron lifetimes (τ 1 and τ 2) can be considered near constant.
Therefore, all changes in fitting parameters of these components will be reflected in
intensities I1 and I2. The third lifetime τ 3 is non-fixed (see Table 3). Treatment of
experimental PALS data was carried out at fixed lifetimes (τ 1 = 0.17–0.2 ns and τ 2

= 0.36–0.38 ns). At that, the best FIT parameters were obtained at constant lifetimes
τ 1 = 0.17 ns and τ 2 = 0.37 ns [24].

The I1 and I2 intensities are changed dependently from amount of adsorbed water
in MgAl2O4 ceramics. Thus, rising of RH from 25 to 98% results in reducing of
intensity I1 and increasing of intensity I2. The changes of RH from 98 to 25% reflect
inverse to previously described transformation in I1 and I2 intensities (Table 3). The
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Table 3 PALS characteristics for MgAl2O4 ceramics sintered at 1300 °C (RH= 25%–60%–98%–
60%–25%)

RH,
%

Fitting prameters Positron trapping modes

τ 1,
ns

I1,
a.u

τ 2,
ns

I2,
a.u

τ 3,
ns

I3,
a.u

τ av.,
ns

τ b,
ns

κd ,
ns−1

τ 2-τ b,
ns

τ 2/τ b

25 0.18 0.79 0.38 0.20 2.37 0.01 0.22 0.20 0.59 0.18 1.89

60 0.18 0.78 0.38 0.21 2.55 0.01 0.22 0.20 0.62 0.18 1.87

98 0.18 0.76 0.38 0.23 2.27 0.01 0.22 0.20 0.67 0.18 1.86

60 0.18 0.77 0.38 0.22 2.26 0.01 0.22 0.20 0.64 0.18 1.87

25 0.18 0.78 0.38 0.21 2.21 0.01 0.22 0.20 0.61 0.18 1.88

positron trapping in water-immersed defects related to the second component is more
intensive. The lifetimes τ 3 are near 2.3–2.8 ns. The input of this component is not
changed, and intensity is near 1% [36].

In contrast, most significant changes in positron trapping in MgAl2O4 ceramics
caused by water-sorption reflect in positron trapping rate in defect κd (Fig. 5). Thus,
the water-sorption effect in the studied spinel ceramics is accumulated in non-direct
trapping κd parameter [24].

Fig. 5 Dependences of positron intensity I2 and positron trapping rate κd on relative humidity in
adsorption–desorption cycles for the MgAl2O4 ceramics sintered at different Ts [28]
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3.3 Water–Adsorption Processes in Nanostructured MgAl2O3
Ceramics Studied by Four-Component Fitting Procedure

Fitting parameters obtained within four-component treatment of the reconstructed
PALS spectra of initial andwater vaporMgAl2O4 ceramics sintered at 1100–1400 °C
are gathered inTable 4. It is established that τ 1 lifetime in the dried ceramics decreases
with Ts, while I1 intensity increases in respect to amount of main spinel phase like
in [32]. Positrons are trapped more strongly in ceramics prepared at lower Ts, as
reflected in the values of the second component of the reconstructed PALS spectra.
As it follows from Table 4, the numerical values of this component (τ 2 and I2)
decrease with Ts.

As it follows from Table 5, the calculated values of positron trapping modes in

Table 4 Fitting parameters for MgAl2O4 ceramics sintered at different Ts obtained at four-
component decomposition procedure [23]

Ts, oC Sample
pre-history

τ 1,
ns

I1,
a.u

τ 2,
ns

I2,
a.u

τ 3,
ns

I3,
a.u

τ 4,
ns

I4,
a.u

1100 Initial 0.169 0.68 0.462 0.28 2.240 0.017 70.14 0.025

Water vapor 0.170 0.66 0.483 0.28 1.820 0.044 53.05 0.009

1200 Initial 0.164 0.73 0.443 0.24 2.347 0.011 70.51 0.020

Water vapor 0.160 0.64 0.426 0.31 2.047 0.038 58.67 0.004

1300 Initial 0.155 0.82 0.414 0.16 2.426 0.008 68.74 0.014

Water vapor 0.161 0.76 0.400 0.21 2.619 0.018 58.33 0.007

1400 Initial 0.152 0.88 0.388 0.11 2.504 0.007 62.32 0.008

Water vapor 0.160 0.77 0.409 0.20 2.562 0.022 57.35 0.006

Table 5 Positron trapping modes and radii of nanopores determined from four-component fitting
procedure for MgAl2O4 ceramics sintered at different Ts [23]

Ts, oC Sample pre-history Positron trapping modes Radii of
nanopores

τ av.,
ns

τ b,
ns

κd ,
ns−1

τ 2– τ b,
ns

τ 2/τ b R3,
nm

R4,
nm

1100 Initial 0.289 0.215 1.260 0.349 2.627 0.309 1.844

Water vapor 0.333 0.225 1.442 0.440 2.953 0.271 1.539

1200 Initial 0.257 0.199 1.074 0.327 2.643 0.319 1.852

Water vapor 0.321 0.224 1.525 0.379 2.691 0.293 1.636

1300 Initial 0.176 0.764 0.334 2.901 0.176 0.325 1.818

Water vapor 0.193 1.032 0.382 2.978 0.193 0.340 1.630

1400 Initial 0.195 0.166 0.544 0.349 3.108 0.331 1.701

Water vapor 0.263 0.192 1.039 0.430 3.241 0.335 1.613
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MgAl2O4 ceramics (average positron lifetime τ av., bulk positron lifetimes in defect-
free samples τ b and positron trapping rates in defects κd) are decreasedwith sintering
temperature Ts. These parameters are in good agreements with amount of additional
MgO and Al2O3 phases in the ceramics [32].

At the same time, the principal water–vapor sorption processes in the studied
MgAl2O4 ceramics sintered at 1100–1400 °C occur to be mostly determined by o-
Ps related components in the PALS spectra reconstructed through four-term fitting
procedure. As it was shown earlier [24, 29], the corresponding long-lived lifetimes
τ 3 and τ 4 reflect sizes of nanopores, and their intensities I3 and I4 are directly related
to the number of these nanopores.

So, in the initial MgAl2O4 ceramics sintered at 1100–1400 °C, the lifetime τ 3

increases with Ts, while intensity I3 decreases (Table 4). These changes are due
to the increase in the size of small nanopores with radius R3, and their reduction
is caused by increasing contact between grains. The lifetime τ 4 and intensity I4
naturally decrease with Ts, indicating reduction in size and number of nanopores
with radius R4. The radii R3 and R4 of spherical nanopores (given in Table 5) were
calculated using τ 3 and τ 4 lifetimes in Tao-Eldrup model. It is shown that radius of
nanopores R3 increases from 0.309 to 0.331 nm, and R4 remains nearly at the same
level (~1.8 nm) in the initially dried ceramics sintered at 1100–1400 °C (Fig. 6).

Preferential decreasing of the lifetime τ 2 in water vapor MgAl2O4 ceramics and
increasing of their intensity I2 demonstrate intensification of positron trapping in
defects near grain boundaries filled with water. Thus, the water–adsorption processes
in MgAl2O4 ceramics are accompanied by fragmentation of positron trapping sites
near grain boundaries [23].

Water–vapor sorption processes in the studied ceramics result in essential evolu-
tion of third and fourth o-Ps-related components. The intensity I3 increases in all
initial samples after water–vapor exposure, thus confirming o-Ps annihilation in
water-filled nanopores through a “bubble” mechanism (with corresponding o-Ps
lifetime close to 1.8 ns) [37–39]. At the same time, the lifetime τ 3 decreases in
more defective ceramics sintered at 1100 and 1200 °C, but increases in more perfect
ceramics sintered at 1300 °C and 1400 °C.

Othermechanismofwater–vapor sorptionprocesses similar to one reported in [40]
is realized in the studied MgAl2O4 ceramics through fourth component of the PAL
spectra. Unlike the third component, the intensity I4 decreases in water–vapor expo-
sure ceramics samples. Since this intensity does not drop to zero being within 0.4–
0.9% domain, it should be assumed that there exists a fraction of closed nanopores,
where o-Ps are trapped [29].

4 Conclusions

Peculiarities of water–adsorption processes in nanostructured humidity-sensitive
MgAl2O4 ceramics studied by positron annihilation lifetime at three- and four-
component fitting procedures were generalized. The mathematical treatment of
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experimental PALS data at constant values of reduced bulk and defect-related life-
times allows to refine the most significant changes caused by absorbed water in the
functional ceramics.

It is shown that positrons are trapped more strongly in the ceramics obtained at
lower Ts, which was reflected in the second component of the four-term decomposed
PALS spectra. The positron trapping in defects occurs more efficiently in water-
immersed ceramics due to increase in positron trapping rate of extended defects.
The more perfect structure of ceramics, the more considerable changes occur in the
water-absorbing pores.

The third and fourth longest-lived components in PALS spectra are due to annihi-
lation of o-Ps atoms in the nanopores, the corresponding radii being calculated from
τ 3 and τ 4 lifetimes using known Tao-Eldrupmodel. The Ps annihilation in nanopores
with adsorbed water vapor is shown to occur via two mechanisms: o-Ps decaying in
nanopores including “pick-off” annihilation in the “bubbles” of liquid water and o-Ps
trapping in free volume of nanopores with physisorbed water molecules at the pore
walls. The water vapor modifies defects in ceramics located near grain boundaries,
and this process accompanied by void fragmentation at water–adsorption.

The fixation of all water-dependent positron trapping inputs allows to refine the
most significant changes in positron trapping rate of extended defects located near
grain boundaries. The water–adsorption processes in MgAl2O4 ceramics leads to
corresponding increase in positron trapping rates of extended defects located near
grain boundaries.

Acknowledgements H.K. thanks to Ministry of Education and Science of Ukraine for support,
Prof. O. Shpotyuk for discussion, Dr. I. Hadzaman for sample preparation and Dr. A. Ingram for
assistance in PALS experiment.
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Abbreviations

LED Light emitting diode
PLD Pulsed laser deposition
RE Rare earth
SC Spin coating
SE Solution evaporation
SEM Scanning electron microscopy
UV Ultraviolet
XRD X-ray diffraction.

1 Introduction

Luminescent oxide films are widely used for optical material science needs, in partic-
ular, as luminescent converters for adaptation of incident solar light to spectral sensi-
tivity of silicon solar cells and for conversion of violet and blue LED radiation into
white light [1–5]. All the noted applications require development of compounds
with enhanced light harvesting from ultraviolet (UV) and violet spectral range (300–
450 nm). Oxide materials are characterized by high radiation and thermal stability
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that are important properties for such applications. Luminescent emission of the
oxide compound can be related with electronic transitions in their own molecular
oxyanions as well as with impure ions, especially RE ions.

Rowof the orthovanadate compounds is one of the best oxidematrices for lumines-
cent RE ions. A lot of compositions were synthesized over the world and considered
for the noted purposes for the last years. There were bismuth, cerium and lanthanum
orthovanadates, magnesium, copper, argentum and strontium vanadates and many
others [6–9]. Up to now, mainly extensive approach to new compositions develop-
ment was applied. We propose to develop common models predicting changes of
characteristics of vanadate films by modification of their compositions.

Our own studies have also shown that some of developed oxide compositions in
the form of micro/nanoparticles are able to demonstrate promising optical and struc-
tural characteristics [10–12]. In particular, we have developed vanadate nanoparticles
with enhanced light harvesting from violet spectral range and intensive luminescence
emission [13–15]. The next important task is to save the obtained high optical charac-
teristics of oxide nanoparticles under their incorporation of the synthesized vanadate
nanoparticles into composite film coatings. Noted that requirements to the proper-
ties of the films can be different for various practical tasks, and therefore, various
methods of film application should be used in order to find the most suitable one for
each practical application.

Thin films of oxide phosphors can be prepared by various methods such as chem-
ical vapor, sol-gel, pulsed laser deposition, spin-coating, reactive sputtering, molec-
ular beam and liquid phase epitaxy. [16–21]. Various methods are characterized by
their advantages and disadvantages. Some of the notedmethods require filmmatrices
for dispersion of nanoparticles like a polymeric (silicon)matrix for theYAG:Ce parti-
cles used currently in commercial white LEDs. Liquid phase epitaxy methods use
heavy metal solvents that lead to undesirable effects on optical properties of the
films. Chemical vapor deposition and pulsed laser deposition methods use vacuum
cameras that make process of deposition expensive. And all these factors can effect
on luminescent efficiency of the RE-activated nanoparticles.

The present work is devoted to investigation of morphology and optical character-
istics of the films obtained by various methods from the same initial nanoparticles.
The methods applied here for deposition of the vanadate films were spin-coating,
solution evaporation and pulsed laser deposition (PLD). Advantages and disadvan-
tages of the noted methods for growth of luminescent films from vanadate nanopar-
ticles for various applications are studied and discussed. All the films are applied on
glass substrates. The choice of type of substrates is done taking into account possible
application of luminescent vanadate films as light converting covering materials for
the white LEDs.
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2 Methods of the Vanadate Nanoparticles Synthesis
and Their Deposition

2.1 Synthesis of the Nanoparticles

As methods those could be successfully used for synthesis of the orthovana-
date nanoparticles, several authors have reported solid state, co-precipitation,
hydrothermal, solution combustion and sol-gel synthesis [22–26]. We used in this
work sol-gel synthesis of nanoparticles because these methods allowed to obtain
particles with high luminescence efficiency of the RE activators [12, 15, 27].

Stoichiometric calculated amounts of La(NO3)3, Sm(NO3)3, NH4VO3, Ca(NO3)2
were taken as a starting reagents in the used sol-gel method. The necessary quantities
of the reagents were gradually mixed in a 250 ml beaker. The solution system was
homogenized using amagnetic stirrer. The content ofmetal ions in their solutionswas
estimated by trilonometric method: Solution of calcium nitrate was established by
direct titration with murexide; the concentration of rare-earth ions in their respective
nitrate solutions was established by direct titration with xylenol orange. At the next
stage, a complexing agent was added to prevent the sedimentation process from the
reaction mixture of a similar composition using the deposition method. Then, 5 g of
citric acid were dissolved in a 100 ml distilled water, which was heated and added
to the reagents solution. Such a mixture was poured into a graphite cup and placed
on a sand bath. The solution gradually evaporated and turned into a gel and then a
powder. The fine-grained powder was calcined for 5 h at a step-by-step heating with
100 °C steps up to 680 °C temperature (Fig. 1).

Fig. 1 Scheme of the sol-gel process of synthesis of the initial La1-xSmxVO4:Ca nanoparticles
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Fig. 2 Scheme of the SE deposition of the films

2.2 Solution Evaporation Method

In the solution evaporation (SE) method, the initial nanoparticles were dissolved in
alcohol and placed in the ultrasonic dispergator for 20min. Some of the samples were
prepared using also film bindingmaterial (silicon gel). Then, the prepared suspension
was deposited by 20 μg droplets on substrates. The deposited droplets were spread
and then evaporated at 40 °C in air conditions for 24 h. Scheme of the SE process is
presented in Fig. 2.

2.3 Spin-Coating Deposition of the Films

In the spin-coating (SC) method, the initial nanoparticles were dissolved in alcohol
together with film binding material (silicon gel) and placed in the ultrasonic disper-
gator for 20 min. Then, prepared suspense was deposited on substrates by 20 μg
droplets. The substrates containing suspension for the SC method were placed in a
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Fig. 3 Scheme of the SC deposition of the films

center of rotating disk and spin coated at 2700 or 4500 rpm for 5 min using MX-20
centrifuge. Scheme of the SC process is presented in Fig. 3.

2.4 Pulsed Laser Deposition

In the pulsed laser deposition (PLD) method, the initial nanoparticles were pressed
into tablets of 15 mm diameter and 2–3 mm thickness. These tablets were used as
targets for deposition of the films. Deposition was carried out in vacuum camera
using KrF excimer laser with λgen = 248 nm, 10 Hz pulse repetition and 2000 J/cm2

power. The substrates were heated to 300 °C.
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Fig. 4 Standard scheme of the PLD setup [28]

The used scheme of the PLD process is typical and similar to the described before
in [28]. It is shown in Fig. 4.

3 Crystal Structure and Morphology of the Initial
Nanoparticles

Knowledge about crystal structure and morphology of the initial nanoparticles is
necessary for the correct analysis of the thin film characteristics.

Phase compositions of the initial nanoparticles were investigated at Shimadzu
LabX XRD-6000 (CuKα-radiation) diffractometer in 10 < 2� < 90° angle range with
a 2°/min step. It was found that La0.9Sm0.05Ca0.05VO4 is crystallized in monoclinic
structure and the space group is P21/n. This result is well matched with a stan-
dard card of monoclinic LaVO4 (JCPDS PDF2 50-0367). Increasing concentrations
of the Sm3+ and Ca2+ impurities leads to formation of the monoclinic and tetrag-
onal phases mixture. The latter is matched with standard card of tetragonal LaVO4

(JCPDS PDF2 32–0504). Content of the tetragonal phase in the samples increases
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with samarium concentration increase. The nanoparticles used for the films depo-
sition have the La0.8Sm0.1Ca0.1VO4 and La0.7Sm0.15Ca0.15VO4 compositions with
two-phase crystal structure, because just the same compositions doped with the Eu3+

ions have demonstrated the best luminescence characteristics before [12, 15, 27].
Themicrostructure of the initial nanoparticleswas studied using scanning electron

microscope (SEM) INCAX-max System from Oxford Instruments with 20 nm elec-
tronic beam diameter. The powder samples consist of nanoparticles that are densely
agglomerated in solid grains with sizes about 1–3 microns. Agglomerates contain a
lot of interspaces between nanoparticles. Sizes of nanoparticles are varied in a range
from 50 to 200 nm. Nanoparticles were of round or polyhedral forms. Polyhedral
particles are characterized by various proportions: Some of particles are near to cubic
forms, whereas some of the particles are stretched along one of the axes (Fig. 5).

4 Morphology of the Films Obtained by Different Methods

Morphology of the obtained films is studied in comparison with SEM images of
nanoparticles synthesized by co-precipitation and sol-gel methods. The SEM images
of the film samples were obtained from JEOL JSM-7000F microscope. SEM images
of the films in Figs. 2, 3 and 4 show as large areas up to ~2 × 2 μm for general view
of samples as well as small separated areas up to ~0.8 × 0.8 μ.

4.1 Morphology of the SE Films

The SE films prepared without film binding material (pure films) consist of nanopar-
ticles that are grouped in big agglomerateswith dimensions up to 10μ. Besides, small
agglomerates with dimensions up to 1 μ and agglomerates of few nanoparticles with
dimensions of 400–700 nm and lesser can be found in the SEM images of the synthe-
sized films. Distribution of nanoparticles in these films is very inhomogenous (Fig. 6,
left).

The SE films prepared with adding of the film binding material contain areas of
very thin layers of silicon and mainly single nanoparticles or their small groups from
few particles. Distribution of nanoparticles in these films is homogenous. No big
agglomerates of nanoparticles were observed (Fig. 6, right).

The nanoparticles in the SE films both pure and grown with silicon (Fig. 6) are
characterized by the shapes similar with ones observed for the initial nanoparticles
(Fig. 5). Density of the particles in such films if much lower than for the films grown
with silicon. Visually presence of silicon gel makes the film opaque, whereas the
films prepared without silicon gel are semitransparent and homogenous.
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Fig. 5 SEM images of the La0.8Sm0.1Ca0.1VO4 (left) and La0.7Sm0.15Ca0.15VO4 (right) nanopar-
ticles

4.2 Morphology of the SC Films

The most of the SC films are prepared with film binding materials in order to achieve
better interaction of the films with substrate during spinning of the samples. Various
spin rates were applied in order to study effects of growth conditions on properties
of the films. Figure 7 presents comparison of SEM images of the SC films deposited
with 2700 and 4500 rpm.

Microscopy of the SC films has shown that they aremore homogenous and thinner
than the SE films. Their SEM images contain many very small point inclusions and
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Fig. 6 SEM images of the La0.8Sm0.1Ca0.1VO4 SE films pure (left) and prepared with silicon
(right)

some filled areas. Point inclusions are formed by single nanoparticles or by small
groups of nanoparticles that are encapsulated inside the silicon film. Some filled
areas are formed by agglomerates of nanoparticles with dimensions up to 5 microns
and by smaller groups of nanoparticles homogenously distributed between the noted
agglomerates.

Increase of spin rate of deposition from2700 to 4500 rpmhas a great impact onfilm
morphology (compare left and right images in Fig. 7): Distribution of nanoparticles
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Fig. 7 SEM images of the La0.8Sm0.1Ca0.1VO4 SC films obtained with 2700 (left) and 4500 (right)
rpm rates

in the films deposited with 4500 rpm rate is more homogenous, silicon layers are
thinner, and agglomerates of nanoparticles are much more smaller. Obviously, the
noted effects are achieved by better spreading of the nanoparticles in the film due to
higher spin rate.
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4.3 Morphology of the PLD Films

All the PLD films are prepared without adding any additional materials. Various
number of pulses were used in order to study effects of growth conditions on prop-
erties of the films. Figure 8 presents comparison of SEM images of the PLD films
deposited with 1000 and 2000 laser pulses. The La0.8Sm0.1Ca0.1VO4 PLD films
deposited with 1000 and 2000 pulses on glass substrates have view of very light

Fig. 8 SEM images of the La0.8Sm0.1Ca0.1VO4 PLD films deposited with 1000 (left) and 2000
laser pulses
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and simply light gray homogenous smoke on the glass, respectively. In despite of
the homogenous smoke view of the films at usual observation conditions, the SEM
images of the samples have shown that the films contain the separated particles and
their small agglomerates that are spread on the glass surface (Fig. 4). The detailed
views prove that the applied particles and small agglomerates by their sizes and
forms are related with the nanoparticles used for the PLD. Comparing morphology
of the films deposited with different number of pulses (1000 or 2000), we have not
observed essential differences in character of distribution of the particles dependently
on number of pulses. The last influences only on densities of the particles in the films.

In despite of the films in their nanoscale structures contain the separated particles
and their agglomerates homogenously distributed on the substrates, at usual scale
they are looking as complete films. Therefore, we have supposed that the films are
formed by grains that are too small to be recognized in the obtained SEM images.

The same situation has been reported formerly for the YVO4:Eu PLD films
deposited on silicon substrates [29]. The authors of that investigation have obtained
SEM images of the YVO4:Eu PLD films that are very similar to the reported here,
and thus, we can use their results to estimate sizes of grains in our films. Kim et al.
have supposed that their films are formed by very small grains that cannot be detected
by the used SEM facility. After several steps of annealing, they achieved increase of
grains in their films and have observed and estimated the grains. Noted, that investi-
gated in our work films are thermally untreated and their SEM images are similar just
with SEM images of thermally untreated films reported in [29]. We have estimated
grain sizes in our films using comparison of our results with the results of [29]. From
this comparison, we assumed that our films are formed by grains (particles) with
dimensions from ~10 nm for the films on glass substrates to ~20 nm for the films
on silicon substrates.

As it was noted above, the initial nanoparticles used here for deposition of the
films consist of single nanoparticles with dimensions of nanoparticles from 50 to
200 nm. Thus, sizes of the film-forming grains (particles) from 10 to 20 nm are
smaller than sizes of the nanoparticles in targets. We suppose the evaporated under
action of laser pulses part of the target was dispersed as small-particle aerosol. It
achieves the substrate and forms the films. Instead of this, some nanoparticles and
their agglomerates can leave the target and achieve the substrates in their initial
forms.

5 Optical Metrology of the Films

The next important step is to estimate thicknesses of the deposited films from tech-
nical point of view of optical technique. In the present work, thicknesses of the
grown films were estimated using optical thin film metrology method based on the
interference patterns in the reflectivity spectrum of the layered sample. Interference
effects occurred between light reflected at the boundary and at the surface of the
film were investigated with optical microscope and tabletop reflectometer. The light
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Table 1 Thicknesses of the
La0.8Sm0.1Ca0.1VO4 films
deposited with various
methods and different
conditions

Method Special conditions Thickness, nm

SE Pure vanadate film 30

SE Silicon gel matrix 270

SC 2700 rpm 206

SC 4500 rpm 127

PLD 1000 pulses 180

PLD 2000 pulses 219

reflected from the sample is collected by pick-up optics connected to the camera
adapter of a microscope. An optical fiber guides the light to the spectrometer, and
the spectrum is detected by a high performance photo diode array. The measured
spectrum from a layered sample shows typical interference effects that depend on
the thickness and the optical properties of the materials. Therefore, the film thickness
can be determined using optical constants (n and k) of film material and substrate
[30]. The calculations were performed by non-commercial programs.

This investigation has shown that the applied method estimates the deposited
samples as films with the certain thicknesses of nanoscale dimensions (Table 1).
Thus, observed distributions of nanoparticles and their agglomerates do not influence
metrology characteristics of the films. The measured thicknesses are varied from 30
to 270 nm for the films obtained by various methods.

Comparing results of SEM study and optical metrology, we should note that in
despite of higher thickness of the SC films, they could satisfy the most homoge-
nous distribution of the particles in the films and a lower density of agglomerated
inclusions. At the same time, the PLD technology allows deposition of thin films
of good quality from the vanadate nanoparticles without any additional matrices. In
despite of the SE method allows to deposit the thinnest films, their homogeneity is
still to be improved. Investigation of optical properties of the films should give more
information about their quality.

6 Optical Spectroscopy

Comparison of optical properties of the initial nanoparticles and films is carried
out mainly using reflection spectra because the initial nanoparticles are synthesized
in powder state and it is not possible to directly measure their absorption spectra.
Reflection spectra were measured using Perkin Elmer Lambda 950 spectrometer.
The powder samples of initial nanoparticles were pressed in sample holder before
measurements. The spectra of diffuse reflection were measured. In this mode, the
monochromator is placed before the samples, and all light reflected from the powder
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samples are collected by photometric sphere. In such experimental setup, lumines-
cence and scattering from the investigated samples could give additional contribu-
tion in the recorded spectra, and this possibility should be taken into account under
analysis of the obtained spectra.

Reflection spectrum of the initial La0.8Sm0.1Ca0.1VO4 nanoparticles consists of
the main wide band with maximum in the UV range near 310 nm. This band is
complex, and it contains at least one component spreading in the visible range with
maximum near 400 nm. The 50% edge of reflection is located at 500 nm (Fig. 9,
curve 1). The used glass substrate is characterized by reflection around 8–9% in all
the visible range with some increase in the UV range (Fig. 9, curve 2). The pure SE
film increases this reflection on 2% in all the measured range without any spectral
features (Fig. 9, curve 3). The SE film deposited with silicon matrix increases the
reflection on 6% and leads to appearance of two additional bands at 300 and 380 nm
(Fig. 9, curve 4). These bands are corresponded, respectively, with 310 and 400 nm
maxima of the main reflection band of initial nanoparticles. Therefore, we should
assume here that using silicon binding material essentially increases contribution of
the vanadate nanoparticles in the reflection spectra of the obtained film samples.

Reflection spectra of samples with the SC films deposited with 2700 rpm are
similar to spectra of the substrate, and the film causes only increase of reflection
on 4–5% (Fig. 10, curves 2 and 3). At the contrary, the SC film deposited with
4500 rpmdoes not cause distinctive increase of reflection, but it leads to appearance of
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Fig. 9 Reflection spectra of the initial La0.8Sm0.1Ca0.1VO4 nanoparticles (1), glass substrate (2)
and samples with the La0.8Sm0.1Ca0.1VO4 SE films pure (3) and deposited with silicon matrix (4)
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Fig. 10 Reflection spectra of the initial La0.8Sm0.1Ca0.1VO4 nanoparticles (1), glass substrate (2)
and samples with the La0.8Sm0.1Ca0.1VO4 SC films deposited with 2700 (3) and 4500 rpm (4)

additional band at 300 nm that is corresponded to reflection of vanadate nanoparticles
(Fig. 10, curves 4 and 1, respectively).

The PLD films increase reflection of the samples compared to substrate in 2–3
times from 8–9% to 20–30% in the spectral interval from 400 nm to near IR range.
Increasing number of laser pulses increases the noted effect of the deposited films
(Fig. 11, curves 1- 3). No additional spectral features were observed for this interval.
The additional band at 300 nm corresponded to reflection of vanadate nanoparticles
is revealed much more intensively for the PLD films as compared with the SE and
SC films (Figs. 9–11).

The observed homogenous increase of reflection of the samples in all the visible
range is obviously occurred due to scattering of light on vanadate nanoparticles and
binding material. In particular, silicon matrix increases contribution of the SE films
in reflection of the samples in 3 times compared to the pure SE films (Fig. 9, curves,
3–4).

From the other hand, increasing spin rates leads to decrease of contribution of the
SC films in reflection of the samples (Fig. 9, curves, 3–4). This effect is occurred
due to a higher quality of the SC film deposited with 4500 rpm compared to the SC
film deposited with 2700 rpm (see Fig. 3 and description herein).

Thus, contributions of the SE and SC films in the reflection spectra of the corre-
sponded samples are in good agreement with the results of SEM investigation of the
films morphology. But, properties of the samples with PLD films have demonstrated
some differences in their behavior. Contributions of the films in the reflection spectra
are too much to be explained by simple scattering on vanadate particles. Besides,
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Fig. 11 Reflection (1–3) and transmittance (4) spectra of glass substrate (1) and the
La0.8Sm0.1Ca0.1VO4 PLD films deposited with 1000 pulses (2, 4) and 2000 pulses (3)

estimated visually, the PLD vanadate films have view of gray smoke on the glass
changing its light coloring dependently on a view angle, whereas the SE and SC
films are characterized by white color of various transparencies dependently on the
film. Note that the PLD films obtained without any additional binding material and
they are characterized by a good homogeneity, especially if compared with the SE
films. Vanadate nanoparticles in the PLD films have the lowest rate on agglomeration
and the smallest film grains. And the PLD films are characterized by transparency
around 90%measured in the transmittance mode (Fig. 11, curve 4). We suppose that
contributions of the PLDfilms in themeasured diffuse reflection spectra have another
origin connected with the nanosize effects on the intermediate layers between film
and substrate. Possibility of formation of nanostructures with special reflection prop-
erties under action of ultrafast laser pulses was reported recently [31]. We suppose
that light interference on the randomly nanostructured profiles of the PLDfilms could
contribute their diffuse reflection spectra.

7 Luminescence

Luminescence spectra were investigated using ACTONi (500) monochromator with
grating 150 grooves/mm (blaze@ 300 nm), slit on 50 micron and liquid N2—cooled
CCD registration.
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Luminescence emission spectra of all the grown films consist of four groups of
lines in 550–725 nm spectral range that are corresponded to well-known inner f-
f transitions in the Sm3+ ions incorporated in the La1-xSm1-xVO4:Ca luminescent
nanoparticles. Groups of lines located in the 550–580, 580–620, 625–670 and 680–
725 nm spectral ranges are caused by the 4G5/2 → 6H5/2, 6H7/2, 6H9/2 and 6H11/2

transitions, respectively [32–35].
Distribution of lines in the emission spectra of the La0.8Sm0.1Ca0.1VO4 films is

the same for the films obtained by various methods (Fig. 12). The lowest emission
intensity is observed for the pure SE films. But, for the films deposited with silicon
matrix, emission intensity of the SE films is higher than emission intensities of the
SC films. Among the SC films, higher emission intensity is observed for the films
deposited with lower spin rates (2700 rpm). It can be caused by lower film thickness
formed under higher spin rates. Integral intensity ratio for the best films obtained
by two different methods with silicon matrix ISE/ISC is about 1.4. Obviously, this
difference is related with lower concentration of the vanadate nanoparticles in the SC
films and with a more homogeneous morphology of the SC films. Inhomogeneous
morphology of the SE films increases scattering of light inside the film, and in such
a way, this increases excitation of luminescent centers in the SE films deposited with
silicon matrix.

For the pure films prepared without binding matrix, the PLD films have shown
higher emission intensity, especially it concerns the films deposited with 2000 laser

Fig. 12 Emission spectra of
the La0.8Sm0.1Ca0.1VO4 SE
films pure (1) and deposited
with silicon matrix (2) and
La0.8Sm0.1Ca0.1VO4 SC
films deposited with 2700 (3)
and 4500 rpm (4)
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Fig. 13 Emission spectra of
the La1-xSmxCaxVO4 SE
pure films (1) and PLD films
(2–4) deposited with 1000
(2) and 2000 (3, 4) pulses,
x = 0.1 (1–3) and 0.15 (4)
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pulses (Fig. 13). Increase of number of pulses from 1000 to 2000 leads to increase of
emission intensity of the PLD films in about 1.5 times (Fig. 13 curves 2, 3). Distri-
bution of lines in emission spectra of the La0.7Sm0.15Ca0.15VO4 films has differences
compared to distribution of lines in emission spectra of the La0.8Sm0.1Ca0.1VO4 films
obtained by the same PLD method with the same conditions (Fig. 13, curves 3, 4).
The observed redistribution of lines is corresponded to different luminescence prop-
erties of the initial nanoparticles that are caused by dependencies of their crystal
phase composition on dopant concentrations [32]. This evidences that the deposited
nanopartices have saved their crystal structure and luminescence properties in the
prepared films.

Summarizing, we should note that the best luminescence characteristics of the
pure films we have obtained for PLD method with 2000 pulses. The most intensive
emission is observed for the SE films deposited with use of silicon matrix. From the
other hand, as it was shown above, the SE films are characterized by inhomogeneous
morphology, whereas the SC films are comparably homogenous. Therefore, different
methods allow the deposition of films with different properties and this should be
taken into accountwhen choosing themethod of deposition of films from luminescent
vanadate nanoparticles.
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8 Conclusions

Thin films containing luminescent active vanadate nanoparticles were applied by
spin-coating, solution evaporation and pulsed laser deposition methods on glass
substrates. The films are formed as by pure vanadate layers as well as by silicon
binding matrices and incorporated with vanadate nanocrystallites. Morphology of
the films was studied using scanning electron microscopy. It was shown that films
obtained from the same compositions but under different procedures have different
morphology.

Morphology and thickness of the films depend on a spin rate and a number of
pulses. The obtained films are characterized by thicknesses from 30 to 270 nm. The
films are formed by very small particles (up to 20 nm) and also can contain single
nanoparticles with dimensions 40–60 nm and sometimes agglomerate of nanopar-
ticles. The SE films are characterized by inhomogeneous morphology, whereas the
SC and PLD films are comparably homogenous.

Spectroscopy properties of the obtained samples have been investigated. The best
luminescence characteristics of the pure films have been obtained for the PLDmethod
with 2000 pulses, whereas the most intensive emission is observed for the SE films
deposited with silicon binding matrix. Therefore, different methods allow to obtain
films with different properties and this should be taken into account at choice of
method of luminescent vanadate nanoparticles films deposition.
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Carbon Solid Acids Prepared
from the Surface-Brominated
Nanoporous Activated Carbons

V. E. Diyuk , L. M. Grishchenko , A. N. Zaderko , G. G. Tsapyuk ,
O. V. Mischanchuk , O. Yu. Boldyrieva , and A. V. Yatsymyrskyi

1 Introduction

Activated carbons (AC) have a developed porous architecture and large specific
surface area. They are widely used in catalysis and adsorption because of their high
thermal and chemical stability. The properties of ACs significantly depend on the
functional surface groups that are formed during its production or can be introduced
into the surface layer during modification. Currently, we can identify the two most
common methods used for their modification. The first is oxidation in the gas phase
or in the liquid phase [1–5]. The main disadvantage of oxidation is the absence of
selectivity [6, 7]. By oxidation, it is difficult to obtain both a significant number of
basic and strongly acidic groups. The second modification method is based on the
physical adsorption of substances in the micropores. The use of physical adsorption
does not guarantee uniform distribution of the adsorbed substances on the surface
and is often accompanied by their thermal desorption during application. Modern
requirements for carbon materials and carbonaceous carriers, sorbents, and catalysts
require a purposeful change of their physicochemical properties, which is achieved
by introducing into the surface layer of specific nitrogen-, phosphorus-, oxygen-,
sulfur-, and halogen-containing groups [8–15].

But, successfulmodification is impossible if not bear inmind the surface chemistry
of various carbon materials. The preparation of solid acid catalysts can be carried
out by chemical treatment, as a result of reactions with such sulfonating reagents as
concentrated or fuming sulfuric acid, oleum, chlorosulfonic acid, etc. [16–18].
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These modifications with typical sulfonating reagents were undertaken to intro-
duce sulfonic groups on the surface of ACs. This approach is effective for the
sulfonation of carbonized biomass and carbonaceous materials [19–23], as theymost
easily react with these sulfonating agents. However, it rarely provides a significant
concentration of grafted strongly acidic SO3H groups on the surface of ACs. Because
sulfuric acid is a strong oxidant, a parallel surface oxidation process often occurs
simultaneously with sulfonation; this can lead to samples containing more oxygen-
containing groups than sulfur-containing ones. The synthesis of sulfur-containing
catalysts and the search for factors that impact the physicochemical properties, in
particular catalytic, is a necessary actions for creating effective solid acid catalysts
and controlling the catalytic process.

Modification of the carbon surface by compounds containing nitrogen and sulfur
atoms is a promising direction in the creation of materials with specified properties.
N- and S-containing carbon materials can be used as carriers and catalysts in redox
and acid-base catalysis and can be employed as adsorbents to remove both inorganic
and organic contaminants [24]. They also can act as fillers for chromatographic
columns to separate substances that can be adsorbed directly on the surface of the
fillers.

Apart from classical functional group inter-conversions that have already been
discussed in [1, 16, 18], several interesting synthetic transformations of substituents
attached to polycyclic aromatic honeycomb structures need to be mentioned. The
formation of nitrogen- and sulfur-containing functional groups is often based on a
common synthetic approach. It involves introducing an active halogen atom into
the molecule, followed by replacing the resulting halogen group with the desired
functional groups [25]. For introducingbromine-containinggroups is often usedquite
aggressive reagents and complicated methods from the armory of plasma chemistry
[14, 26].

In recent years, we reported on surface halogenation used to prepare precur-
sors for aminated and sulfonated carbon layers [16, 27–30]. In the present chapter,
we consider traditionally used room-temperature bromination to graft bromine-
containing groups, being precursors to sulfo groups, to the surface of nanoporous
activated carbons (NACs). In the framework of disclosing the synthetic paradigm,
we will focus on some sulfur-containing reagents used to prepare sulfonated carbon
layers. The choice of one of the selected sulfur-containing reagents was based on the
fact that mercaptoacetic acid readily attaches to the acceptor-activated double C=C
bonds and replaces active halogens in organic compounds. Also, the S–C bond in
this acid is unstable and can be hydrolyzed to form thiol relatively easily. Another
reagent, sodium disulfide, is commonly used in organic synthesis to alkylate sulfur
to give organic disulfide, which is then oxidized or subjected to reduction cleavage
of S–S bonds. Sodium hydrosulfide is also used to prevent double alkylation and
disulfide formation. In the case of modifying the surface of carbons, small disulfide
molecules can interact with the surface by only one sulfur atom, and therefore the
modification methods are greatly simplified. Besides, when heated sodium sulfide
heptahydrate, the resulting melt contains a significant amount of hydrosulfide HS−
ions because of hydrolysis passed at elevated temperatures.
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2 Experimental

2.1 Materials

Several NACs were prepared and purchased to be used as starting materials. Here
we use the NAC1 sorbent prepared from fruit pits by carbonization and steam acti-
vation [31]. The NAC2 sorbent was a spherical nitrogen-containing AC obtained
by the standard method of the carbonization and vapor activation of vinyl pyridine
rubber [32]. Hematological sorbent, NAC3 beads of Ukrainian trademark HSGD,
was purchased from the Kavetsky Institute of Experimental Pathology, Oncology,
and Radiobiology (Kyiv, Ukraine) and was used as received.

Reagent grade chemicals: molecular dibromine (Br2, ≥ 99.5%), potassium
bromide (KBr,≥ 99.5%), sodium hydroxide (NaOH, 97%), sodium nitrate (NaNO3,
99%), sodium carbonate (Na2CO3,≥ 99.5%), methylamine (MeNH2, 99%), sodium
thiosulfate (Na2S2O3, ≥ 99.5%), acetic acid (HAc, glacial 99–100%), silver nitrate
(AgNO3, 99.5%), potassium thiocyanate (KSCN, ≥ 99.0%), and potassium oxalate
(K2C2O4, ≥ 99.5%) used in this study were purchased from Sigma-Aldrich. The
other chemicals, namely sodiummercaptoacetate (NaSCH2COONa, SMA,≥ 97%),
sodium sulfide hexahydrate (Na2S·6H2O,≥ 98%), hydrogen peroxide (H2O2, 30%),
and hydrochloric acid (HCl, 37%), were from Merck (Darmstadt, Germany). The
dibromine was distilled to remove the impurities and then passed through a sulfuric
acid dryer in a conventional drying process. Main reagents were used as received
without extra purification. The concentrated chemicals were diluted with millipore
deionized (DI)water, and theDIwaterwas used forwashing throughout thework.The
high purity argon (Ar, 99.95%+) from the Linde Gas cylinders was purified further
by passing it over magnesium metal at 400 °C and through absorbers containing
ascarite and anhydrous alkali.

2.2 Modification

Bromination of NACs: NACs were subjected to bromination using liquid reagents,
namely, the KBr3 solution prepared by dissolving 100 g of liquid Br2 and 150 g of
KBr in 1 L of water and dry liquid dibromine (Br2). In the bromination procedure,
dried NACs (10 g) were placed in a tube, and 100 ml of KBr3 solution or 10 ml of
extra dried liquidBr2 was added dropwise and allowed to infiltrate the pores, ensuring
that the temperature of the reaction mixture remained below 40 °C. After soaking for
1 h, the immersed NACs were filtered, transferred to a conic flask, and then 100 ml
of 10% (w/v) K2C2O4 were added to the beads. This solution was added in a small
portion under vigorous stirring, up to a cessation in carbon dioxide (CO2) release.
After filtration, the resulting NACs/KBr3 and NACs/Br2 were washed extensively
with DI (under potentiometric control) until no bromide ions were left in the washing
waters. The NACs were collected and dried at 80 °C under a vacuum for 2 h.
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To study the chemical properties of the brominated NACs, they were also treated
with MeNH2. A sample of the brominated NACs (1 g) was suspended with an amine
solution. This suspension was placed in a Teflon-lined, stainless steel autoclave
reactor and kept in the sealed reactor for 40 min at 100 °C. After treatment, the
excess amine solution was removed by filtration, and the resulting NACs were deep
in 50 ml of 5% HCl solution. After that, these NACs on a filter funnel were washed
several times with rinsed water until bromide ions could no longer be detected in
the wash water. Finally, the filtered sample was collected, placed in a drying pistol,
where dried overnight in a vacuum at 80 °C.

The brominated NACs were treated with nucleophilic reagents (SMA and Na2S)
to prepare solid acids as follows:

The preparation of solid acids by the method S1: 5 g of NACs/KBr3 or NACs/Br2
was placed in a 100 mL sealable Teflon beaker, where then 25 ml of concentrated
SMA solution was added. The beaker was then tightly sealed and transferred to an
autoclave to be kept at 120 °C. Following 10 h of autoclaving, the beads were filtered
off, washed with H2O, transferred to a flask with 50 ml of 25% (v/v) HCl, and then
refluxed for 2 h. After hydrolysis of the S-containing surface species, the beads were
filtered and washed with H2O. After acidification, the resulting NACs have placed
in 50 ml of 30% (v/v) H2O2 solution and allowed to infiltrate the pores for 3 h. The
sulfonated NACs were filtered off, extensively washed with DI water on a filter, and
then air-dried at 120 °C in a drying chamber. They were marked as NACs/KBr3/S1
and NACs/Br2/S1.

The preparation of solid acids by the method S2: 1 g of brominated precursor
(NACs/Br2) was added into the glassy carbon crucible with fused Na2S and kept for
10 h. Fused Na2S attacks most materials, including silica and alumina, but it does not
appear to attack graphite, provided that the latter is of high quality and thoroughly
baked out to remove any water and oxygen. After sulfuration (sulfidation), the melt
was cooled, and the resulting NACs were washed from the slag with DI water and
filtered to be washed on a funnel filter with 100 ml of 5% HCl water solution and
again with DI water to remove chlorides and until the neutral pH of the rinse water.
After hydrolysis and oxidation, the samples were treated analogously to the previous
procedure, and they were marked as NACs/Br2/S2.

2.3 Methods

The total bromine (CBr) in the brominated NACs was found by the Volhard method.
The total sulfur (CS) in the sulfonatedNACswas found by the Eschkamethod. Before
the total bromine determination, the grafted bromine groups were pyrohydrolytically
decomposed to bromide ions in the basic oxidative melt [33].

A Jeol JSM 6060LA scanning electron microscope (SEM) was employed in
the surface morphology studies. High-resolution transmission electron microscopy
(HRTEM) and transmission electron microscopy (TEM) images were collected on
a JEOL JEM-2100F transmission electron microscope operated at an accelerating
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voltage of 200 kV [34]. The samples for TEM were crushed in an agate mortar and
then dispersed in a water-ethanol solution. A 10 μL of the prepared colloid solution
was dropped onto a carbon-coated copper TEM microgrid and allowing the solvent
to evaporate in a vacuum chamber. TEM image processing was done with inversed
fast Fourier transform and two-dimensional fast Fourier transform (IFFT and 2D
FFT) modules. Select area electron diffraction (SAED) patterns were recorded in
a Philips TEM CM20 FEG operated at 200 kV on imaging plates utilizing the six
orders of magnitude of a linear dynamic range of imaging plates.

Nitrogen adsorption/desorption isotherms were measured up to 1 atm at –196 °C
on aMicromeritics ASAP 2010 unit. All the samples were outgassed at 150 °C under
vacuum for 24 h before measurements. The specific surface area (SBET) was calcu-
lated using the Brunauer–Emmett–Teller (BET)method. The total pore volume (V tot)
was estimated at a relative pressure of p/p0 = 0.99. For pore size distribution (PSD)
calculations, the adsorption branches of isotherms were analyzed with the SAIEUS
program (http://www.nldft.com) and the kernel carbon–N2 model for porous carbons
having a heterogeneous surface [35, 36]; thismodelwas derived from the 2Dnonlocal
density functional theory (NLDFT). Here the micropore surface area (Smicro) and
micropore volume (Vmicro) were found from the PSD data. The mesopore surface
area (Sext) and mesopore volume (V ext) were found from a difference: Sext = SBET −
Smicro and V ext = V tot − Vmicro. The parameters of the Dubinin–Radushkevich (DR)
equation: The limiting micropore volume (VDR) and the characteristic adsorption
energy (EDR) were found as in [31]. Bulk density γ was measured as reported in [2].

Thermoprogrammed desorption coupled with mass spectrometry (TPD MS)
studies were performed on a monopole mass spectrometer MX 7304A with elec-
tron impact ionization [37, 38]. In a typical TPD MS run, a small amount of sample
(0.3 mg) was placed in a quartz glass cell with controlled outer heating of 1000 °C.
The cell had a brass connector for loss-free gas transfer to the mass spectrometer.
After loading, the cell with the sample was evacuated for 2 h at 30 °C up to the
residual pressure of about 10–4 Pa. And then, the vacuumed cell was heated at a
linear heating rate by an outer resistance furnace. During the TPD MS characteriza-
tions, the heating rate was 7.5 °Cmin–1. According to the TPD procedure, the sample
in the cell was the source of a molecular gas beam. The gas was released from the
heated sample, escaped from the cell, and passed into the mass spectrometer ion trap,
where it was continuously scanned (in the positive ion mode) at m/z channels 16, 28,
44, and 64. And then, the intensity profiles for selected m/z were recorded against
the temperature.

Thermal decomposition studies were conducted on a custom thermogravimetric
analyzer [39]. At a typical thermogravimetric (TGA) experiment with thermal
programmeddesorption and IR spectroscopy (TPD IR) studies, a dried carbon sample
(0.1 g) was heated from 30 to 800 °C, under the ramp of 10 °C min–1. Thermogravi-
metric analysis (TGA) was performed by weighing in a dynamic argon atmosphere
under a steady argon flow of 50 mL min–1. Before the measurements, the samples
were dried at 110–120 °C to a constant mass. In a typical experiment, the sample was
heated from 30 °C up to 800 °C, at the heating rate of 10 °C min–1. The weight loss
(�m), which was assigned to 1 g of the sample, was continuously registered, as a

http://www.nldft.com
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function of temperature, in the form of thermogravimetric (TG) curves. The function
of the first derivative (DTG)was calculated from the registered TGdata. This calcula-
tion was done by a finite difference approximation using 6-second intervals, or 1 °C,
at a scan rate of 10 °C min−1. The DTG function was also expressed as a time-based
rate by multiplying the data by the constant scan rate. At heating in dynamic argon,
under a gas flow, only CO, CO2, H2O, and SO2 gases can be thermodesorbed. All
they are the products of thermal decomposition of surface acidic SO3H groups and
carboxylic (Cx) groups, aldehyde and lactone (A-L) groups, phenolic (Ph) groups,
and other groups [40]. During the measurements, the temporal variation of CO, CO2,
and SO2 concentration in the argon-diluted outlet mixtures was monitored using a
Fourier transform infrared analyzer [41]. The temperature profiles for the release rate
(r(CO), r(CO2), and r(SO2)) were plotted from the signal registered in the inten-
sity–temperature(time) profiles. The concentrations of CO, CO2, and SO2 (C(CO),
C(CO2), and C(SO2)) in the outlet gas mixtures were found per gram of NACs
using evolved gas analysis (EGA) and the reference IR spectra recorded for the gas
mixtures with the known concentrations of the measured gases.

Prepared solid acids were tested in the catalytic dehydration of 2-propanol to
propene at atmospheric pressure. In a typical test, a catalyst bed (0.1 g) was packed
inside a flow reactor. This reactor was heated under a thermoprogrammed ramp
from 30 to 340 °C. The temperature inside the fixed catalyst bed was monitored
with a USB thermocouple data logger, and the temperature readings were stored
on a computer. Experiments were carried out with a gas mixture of 1.1 mmol of
2-propanol in argon at a total gas flow rate of 50 mL min–1. The concentration of the
product, propylene, wasmonitored at the C−H stretching frequency of 3105 cm–1, as
described in the earlier works [42, 43], and the conversion of 2-propanol to propylene
(α) was calculated by the equation:

α = C(propene)

C0(2-propanol)
· 100%, (1)

where C(propene) and C0(2-propanol) are the outlet propene and inlet 2-propanol
concentrations, respectively. Temperatures at 50% (t50%) and 100% (t100%) conver-
sion of 2-propanol were chosen tomeasure the effectiveness of the catalyst. Deactiva-
tion of catalysts was studied in a heating-and-cooling mode, considering the reaction
productivity. In this study, the reactor with a catalyst was heated at a heating rate from
5 to 7 °C min–1. When the highest α value was reached, at below 300 °C, the reactor
was programmed to cool to 30 °C. The cooling rate was not exceeding 4 °C min–1.

3 Results and Discussion

Nitrogen adsorption isotherms for the pristine NACs (Fig. 1a) are characterized by
high nitrogen adsorption at low p/p0. This observation indicates a large contribu-
tion of micropores with a size of less than 2 nm. All sorbents have a developed
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Fig. 1 a Nitrogen adsorption/desorption isotherms and b differential pore volume against pore
width for NAC1, NAC2, and NAC3 sorbents

porosity, which increases from NAC1 to NAC3 (Table 1). For all materials, sorp-
tion hysteresis is observed on the isotherms, which indicates the presence of meso-
pores in the porous structure of NACs. Both NAC1 and NAC2 are mainly microp-
orous; the contribution of mesopores to the porous structure is insignificant because
Smicro significantly exceeds Sext. The amount of mesopores in the NAC1 and NAC2
does not exceed 4% of the total SBET. For NAC3, the contribution of mesopores
to the total surface is ~28%; this material is microporous-mesoporous. The total
pore volumes for the studied samples are very different because of various pore size
distribution (Fig. 1b).

In the series of NAC2, NAC1, NAC3 sorbents, the volumes of micropores Vmicro

and mesopores V ext increase by ~1.6 and 22 times, respectively. Using the DR equa-
tion gives close EDR values for the NAC2 and NAC3 sorbents. For the NAC1 and
NAC2 sorbents, the value of Vmicro significantly exceeds that of V ext. However, in the
case of NAC3 sorbent, the value of V ext is 2.2 times higher than that of Vmicro. From
the pore width distribution dependences (Fig. 1b), we can conclude that the porous
structure of NAC1 sorbent consists almost entirely of small micropores, with a width
of about 0.49 nm and 0.77 nm. In the porous structure of NAC2 sorbent, there are
slightly larger micropores with a size of about 1.36 nm. As compared with NAC1 and
NAC2 sorbents, the NAC3 sorbent contains small micropores of 0.63 nm wide and
larger pores of 2.02 nmwide. NAC3 also has a significant number of mesopores with
pore width in the range of 3–25 nm. Therefore, the NAC1 and NAC2 sorbents have a

Table 1 Bulk density γ and texture characteristics of NACs

Sample γ , cm3 g–1 Specific surface
area, m2 g–1

Smicro
Sext

Specific volume, cm3 g–1 EDR,
kJ mol–1

SBET Smicro Sext V tot Vmicro V ext VDR

NAC1 0.484 951 926 25 37 0.445 0.370 0.075 0.402 6.9

NAC2 0.423 1102 1064 38 28 0.414 0.356 0.058 0.357 5.6

NAC3 0.213 1997 1429 568 2.5 1.846 0.573 1.273 0.619 5.9
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similar ratio of micropores and mesopores, while the structural–sorption parameters
of NAC3 sorbent differ significantly from them. This unique material is difficult to
assign to microporous materials since its Smicro/Sext is about 2.5. Significant removal
of the carbon matrix during long-term activation of NAC3 sorbent allowed obtaining
a material with a very low bulk density γ and very large SBET and V tot. However,
significant differences in the porous structure have little effect on theEDR value (Table
1).

As can be seen from Fig. 2a, the porous structure of NAC1 sorbent maintains large
channels with a width of 10–20 μm and smaller macropores whose width does not
exceed 1 μm. These macropores are remnants of the structure of the raw material
(fruit stones). They characterize the macrostructure of NAC1 sorbent. The existence
of a developed system of transport channels in the NAC1 sorbent is critical in terms
of the potential use of this material in adsorption–catalytic processes. The pristine
NAC2 and NAC3 sorbents are spherical granules of 0.5–1 mm in diameter (Fig. 2b).
Irregularities and dents on the surface of the granule are associated with the removal
of part of the substance. It takes place during carbonization and subsequent activation

Fig. 2 a–d SEM images of the pristine NACs: a, c, d the surface morphology of NAC1, NAC2,
and NAC3, correspondingly, and b spherical beads of NAC3
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Table 2 Composition and surface chemistry of the pristine NACs

Sample EDX, at% TGA, g g–1 TPD IR, CFG, mmol g–1

C O �m �mFG �m(H2O) Cx A-L Ph

NAC1 95.9 4.1 0.0515 0.0448 0.0180 0.06 0.07 0.69
aNAC2 96.1* 2.8 0.0325 0.0273 0.0077 0.10 0.03 0.49

NAC3 97.5 2.5 0.0151 0.0126 0.0031 0.03 0.04 0.22

aNAC2 contains 1.1 at% of N

of the raw material. There are only small transport channels in the macrostructure of
NAC2 and NAC3 sorbents (Fig. 2c). The inner surface of these materials is formed
by the combination of a large number of small rounded particles that have a close to
spherical shape (Fig. 2c, d).

At high magnification, in the structure of NAC2 and NAC3, one can see many
small channels andmacropores (Fig. 2d). According to the EDX analysis, the pristine
samples of NACs consist of carbon and contain only 2.5–4.1mass%of oxygen (Table
2). Besides, the NAC2 sorbent contains 1.1 mass% of nitrogen that remained from
the raw material, vinyl pyridine rubber. The NAC3 sorbent, which is also made of
the same vinyl pyridine rubber, does not contain nitrogen because of its complete
removal during much longer activation.

An IFFT TEM image shows the microporous structure typical for NACs (Fig. 3a).
IFFT and 2D FFT HRTEM images show randomly distributed lattice fringes
(Fig. 3b). These fringes indicate the presence of nanostructured graphene sheets.
The fringe spacing of ~ 0.21 nm corresponds to the (002) plane of the graphite.
Figure 3c shows the SAED pattern; smooth ring diffraction patterns are manifested
the amorphous nature of the NACs, as found in the related carbon materials [44, 45].
One ring’s position corresponds to 0.2 nm interplanar distance and the diffraction
peak position of graphite at 44.2° (2θ).

Figure 4 shows the results of TGA, TPD IR, and TPD MS studies.
The total weight loss (�m) for NAC3 is small; it reaches about 1.5% between

30 °C and 800 °C (Fig. 4a). By the TPD IR and TPDMSmethods, we registered only

Fig. 3 Examples of IFFT a TEM and b HRTEM images, and c SAED pattern of NACs. Insert in
b is 2D FFT HRTEM image
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Fig. 4 Examples of thermograms: a TG/DTG, b EGA/TPD IR, c TPD MS for NAC3

H2O, CO, and CO2 in the products of thermal desorption. These gaseous products
are released in a wide temperature range. Desorbed below and above 180 °C, they
are from physisorbed gas and are the products of thermal decomposition of different
oxygen-containing groups. In the temperature range of 30–800 °C, the total weight
loss (�m) sums the weight loss of physisorbed water, which is released up to 180 °C,
and that of the functional oxygen-containing groups (�mFG) decomposed above
180 °C. In the process of thermal decomposition of functional groups, carbon oxides
and chemisorbed water are released and caused the weight loss of �m(COx) and
(�m(H2O)), respectively. The total water release is insignificant, about 0.5%, and
about 40% of this amount is from physisorbed water (Fig. 4a). In the temperature
range of 200–800 °C, about 0.17 mmol g–1 of chemisorbed water is released at an
almost constant rate. For the samples of NAC1, NAC2, and NAC3, the TGA and
TPD IR results are presented in Table 2.

Chemical analysis of NACs brominated with aqueous KBr·Br2 or liquid Br2
showed that the bromine content C(Br) ranging from 0.4 to 0.6 mmol g–1 (Table
3). As can be seen, the bromination efficiency does not depend on the selected
brominating agent. Moreover, reasonable questions remain with respect to the deter-
mining influence of the texture parameters on the bromination efficiency. As can
be seen from Tables 1 and 3, the NAC1 sorbent, which has the smallest SBET, can
attach more bromine than the NAC2 and NAC3 sorbents, which have SBET higher by
about 150 and 1,040 m2 g–1, respectively.
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Table 3 Bromine concentration C(Br) and the surface chemistry of the brominated NACs from
the data of thermal analysis

Sample C(Br),
mmol
g–1

TGA TPD IR, CFG,
mmol g–1

�m, g
g–1

�mFG,
g g–1

T1,
°C

�m(H2O),
g g–1

Cx A-L Ph

NAC1/KBr3 0.59 0.1345 0.1179 295 0.0103 0.18 0.43 0.96

NAC1/Br2 0.51 0.1331 0.1157 282 0.0121 0.19 0.46 1.04

NAC2/KBr3 0.41 0.1287 0.1127 298 0.0139 0.17 0.40 1.11

NAC2/Br2 0.44 0.1196 0.1057 289 0.0133 0.12 0.32 1.09

NAC3/KBr3 0.42 0.0873 0.0758 283 0.0078 0.09 0.10 0.83

NAC3/Br2 0.44 0.0833 0.0748 279 0.0040 0.08 0.08 0.94

Further, bromination has a little effect on the outer surface relief, and no visible
changes are registered (cf. Fig. 2b and Fig. 5a). During the mechanical grinding
of beads, it is seen that their inner surface becomes more rough and spongy after
bromination (cf. Fig. 2d and Fig. 5b, c). The bulk of the carbon solid is seen to be
made of a soft, crepe-like, or spongy matrix.

For the brominated NACs, if compared to the pristine NACs, the weight loss effect
in the temperature range of 180–800 °C (Fig. 6a), which is associatedwith the decom-
position of different functional groups in the surface layer (�mFG), increases signif-
icantly. For the NAC3/Br2 sample (Fig. 6b), in addition to the release of physisorbed
water, there are two significant weight loss effects on (d�m/dT ) curve; they are
between 180 °C and 450 °C and between 450 °C and 800 °C, respectively. The first
effect for all brominated NACs has a peak at T 1 of 289± 10 °C (Table 3). The release
of CO and CO2 (�m(COx)) is much lower than �mFG (Fig. 6a, b), which is due to
the significant contribution of desorption of bromine and water in the overall process
of thermal decomposition of the surface layer. The detachment of bromine atoms and
the release of chemisorbed water (�m(Br+H2O)) can be quantified by the formula:

Fig. 5 a Typical SEM image of NAC3/Br2 at low magnification, and b, c SEM images showing
the surface morphology of crushed NAC3/Br2 beads, at b low and c high magnifications
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Fig. 6 Typical TGA for the brominated NACs: a TG and b DTG for NAC3/Br2

Fig. 7 Typical dependences a weight loss (TG/DTG) of (Br + H2O) and b TPD MS profiles m/z
79 and 80 for NAC3/Br2

�m(Br + H2O) = �mFG − �m(COx). This contribution is clearly visible on the
DTG curves; it is shown as the area shaded in gray in Fig. 6b.

Considering the temperature dependences for �m(Br + H2O) in Fig. 7a, one
can see that the low-temperature weight loss effect corresponds to the release of
physisorbed H2O. The other two weight loss effects are mainly because of bromine
detachment. The probable reason for the equality of these effects is the stepwise
process of desorption of bromine. Above 180 °C and below 450 °C, approximately
half of the bromine is detached, similarly, as it was reported in [46, 47]. In this
temperature window, the easy elimination of HBr accompanies by the renewal of
the C=C double bonds (see schema in Fig. 9). Detaching the residual bromine from
the surface structures requires higher temperatures. They will stimulate homolytic or
heterolytic C–Br bond cleavage. The TPD MS method confirmed the approximate
equality of the bromine amounts detached in the stated temperature ranges (Fig. 7b).
The total release of chemisorbed water from the surface of brominated NACs was
found to be less than 0.4–1.4% (Table 3).
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Comparison of the CO and CO2 profiles obtained by the TPD IR and TPD MS
methods for the brominated NACs (Fig. 8) proves the interaction of neighboring
oxygen-containing groups when heated. In the process of thermal decomposition of
the surface groups in a vacuum, the product of the thermal decomposition of Cx
groups is CO2, even if several such groups are located around. The reason of that is
a very significant shift in the equilibrium toward the removal of CO2, which makes
other processes impossible. At atmospheric pressure, the probability of interaction
of the two functional groups increases many times since the product is not removed
quickly from the surface into the gas phase. Calculations show that the volume of
gases released from the surface of brominated NACs, when heated, is about 0.25–
0.69 mmol g–1 CO2 and 1.13–1.89 mmol g–1 CO, which, under normal conditions,
equals to a gas volume of 31.6–54.7 ml g–1. That is, the entire inner volume of the
porous structure of the brominated NACs filled with physisorbed gases is completely
renewed. So, the total amount of the physisorbed CO and CO2 is released in 1 to
3 min. In the TPD IR method, all processes of the surface groups’ decomposition
and thermal desorption should be considered being occurring with the participation
of a gas phase consisting of a mixture of CO and CO2. This condition will promote
the reaction between adjacent groups or between groups and gaseous products.

For the brominated NACs, as compared to the pristine NACs, we registered
an increased release of carbon oxides (Fig. 8), which indicates the oxidation of

Fig. 8 Typical thermograms a TPD IR and b TPD MS for NAC3/Br2

Fig. 9 Schematic diagram of the bromination and parallel oxidation of NACs
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the carbon surface. The increase inC(CO2) during bromination is insignificant and is
only 0.1–0.2 mmol g–1; the increase inC(CO) is significant of 0.6–2.3 mmol g–1. The
general process of bromination and oxidation of the surface ofNACs can be described
by the following scheme (Fig. 9) without considering the impact of the carbon edge
magnetism and spin chemistry [48–53].

As a result of the interaction of the active center (I) with bromine, it is brominated
to form the product (II). This product, when heated, can gradually detach bromine
to form the product (III) and the bromine-free surface (IV), which was confirmed
by thermal analysis (Fig. 7). A tandem reaction at the bromination is the oxidation
of the active center (I) under the action of bromine and water to form the product
(V). Obviously, the product (V) can also be formed because of the hydrolysis of the
most active bromine in the product (II). As can be seen, the initial oxidation of the
matrix and the hydrolysis of bromine are reasons for the formation of Ph groups.
They present in the largest amount in the surface layer. The action of bromine can
cause further oxidation of the surface product (V), as a result of which Ph groups
are converted into Cb, the product (VI). At moderate heating, their dehydration with
the formation of an anhydride cycle, the product (VII), is possible. The interaction
between groups composed of the products (V) and (VI) can produce L groups [54],
which are also found on the surface of brominated NACs.

Thus, the bromination of the NACs with liquid bromine or aqueous solution
Br2·KBr leads to the bromine addition of 0.41–0.59 mmol g–1 and the selective
oxidation of the NACs’ surface with the formation of Ph groups and a small amount
of Cx and A-L groups. The total amount of additional oxygen-containing groups is
much higher than the amount of the attached bromine (Fig. 10). The total amount of
the groups formed during bromination (the attached bromine and oxygen-containing
groups in sum, �C) for the brominated NAC1 and NAC2 samples is in the range
of 2.2–2.5 mmol g–1, while for the brominated NAC3 samples, it reaches only 1.5–
1.6 mmol g–1. Therefore, the reactivity of the NAC3’s surface is significantly lower

Fig. 10 The concentration
of bromine (C(Br)),
concentrations of
oxygen-containing groups
(�C(CO2) and �C(CO)),
and concentration of all
types of surface groups (�C)
that are formed during
bromination
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Table 4 Bromine
concentrations before and
after debromination (C(Br)
and C(Br40)) with MeNH2
and the residual bromine
percentage (�Br) after basic
treatment for 40 min

Sample Bromine concentration,
mmol g–1

�Br, %

C(Br) C(Br40)

NAC1/KBr3 0.59 0.32 46

NAC1/Br2 0.51 0.26 49

NAC2/KBr3 0.41 0.23 44

NAC2/Br2 0.44 0.24 45

NAC3/KBr3 0.42 0.22 48

NAC3/Br2 0.44 0.23 48

than that of NAC1 or NAC2. This difference is associated with a large burnout during
the production of NAC3.

Use the brominated NACs as precursors for S-containing solid acids, one should
perform a preliminary study on the hydrolytic stability of attached bromine. It was
found that the attached bromine is reasonably stable. It does not hydrolyze for
prolonged storage of the brominated NACs at ambient conditions both in air and
underwater, as proved by the absence of bromide ions in the liquid phase. In order to
check hydrolytic stability, the brominated NACs were suspended in 100 ml of pure
DW, and then the suspensions were boiled for 15 min. The brominated NACs did
not hydrolyze, as confirmed by the absence of bromide ions in the filtrate.

To study their chemical properties, the brominated NACs were suspended in
an alcohol solution of MeNH2 and boiled at 100 °C for 40 min. After nucleophilic
treatment, the total bromine (C(Br40)) in the samples was determined, and the
residual bromine percentage(�Br)was calculated (Table 4).About half of the attached
bromine and more, of about 51–56%, is detached during the proposed treatment. At
least two bromine forms, which have different natures, are present in the samples.

Since, the regardless of chemical nature of NACs and the used bromination
method, the value of �Br is usually almost the same; it is logical to assume that
in all cases, the detached bromine is present in the form of HBr, as it was found at
heating at 300 °C (Fig. 9). The bromine detaching restores the conjugate structure
of the double C=C bonds. It is known that 1,2-dibromo derivatives are characterized
by elimination reactions when the newly formed double C=C bonds are conjugated
with other fragments of the molecule, such as the second C=C bond, carbonyl group,
or aromatic nucleus. As a rule, slightly more than 50% of bromine remains on the
surface. This fact can be explained since the cleavage or hydrolysis of the most active
part of bromine occurs at the stage of treatment with potassium oxalate, the solution
of which has an alkaline reaction.

In our opinion, the conjugate (edge) C=C double bonds are surface sites that can
react with dibromine at room temperature. After bromination, these surface sites
can participate in further interaction with nucleophiles, cleaving HBr and oxidizing
to form Ph groups. Other surface sites, such as isolated C–H bonds, may also be
involved in the bromination. However, the parallel reaction of hydrogen replacing
with bromine does not occur intensively because of the low concentration or low
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reactivity of aromatic hydrogen under the reaction conditions. This conclusion is
confirmed by the rather high chemical homogeneity of surface bromine that partici-
pated in the nucleophilic substitution and elimination reactions. Likely, the content
of the bromine attached as a result of the parallel substitution reaction is insignifi-
cant. Our assumption is also confirmed by the fact that the attached bromine should
have thermal properties close to those observed experimentally. One type of the
attached bromine atoms must be easily and rapidly detached at low temperatures
(eliminating in the form of HBr) by the ionic mechanism. And, the remain bromine
atoms must be slowly detached by the radical mechanism at high temperatures to
form bromine radicals or HBr.

Data of chemical analysis show that the treatment of brominated precursors with
sulfur-containing reagents leads to the complete removal of bromine from the surface
and the formation of 0.34–0.55 mmol g–1 of sulfur-containing groups (Table 5).

Figure 11 shows the SEM images of the NAC3/Br2/MA. As can be seen, the inner
surface of the sulfonated beads does not undergo significant changes after sulfonation
that followed bromination.

Figure 12 shows typical features of TGA, TPD IR, and TPDMS for the sulfonated
NACs. The total weight loss �mFG sums the contribution of two weight loss effects
in the temperature ranges of 200–400 °C and 500–800 °C.

Comparing to the pristine NACs (Fig. 4) and the brominated NACs (Fig. 6),
the sulfonated NACs showed a significant weight loss effect that peaked at
~300 °C (Fig. 12a and b). Here, the most intensive thermal decomposition of the
grafted SO3H groups is a reason for the thermal desorption of SO2. The evolution
of SO2 is accompanied by CO2 gassing. This CO2 is formed during the thermal
decomposition of Cx groups, or it can be formed because of redox processes
driven mainly by the thermal decomposition of SO3H groups. As compared to the
brominated NACs, the sulfonated NACs contain more Cx groups and fewer A-L
groups. But, the total concentration of oxygen-containing groups during sulfona-
tion changes slightly. Therefore, no significant parallel oxidation is observed during
sulfonation.The formation of additional Cx groups can be explained as a consequence
of reducing SO3H groups to SO2 at the expense of the carbon matrix.

Figure 12b shows the TPD MS profile m/z 64 (SO2
+); this profile was fitted

with two Gaussian functions. They describe a superposition of overlapping low-
temperature and high-temperature components. Table 5 lists the peak tempera-
tures (T 1 and T 2) and the total concentration of the SO3H groups (C(SO2)) eval-
uated from the analysis of temperature profiles. The ratio between components
(C2(SO2))/(C1(SO2)) has a very complex dependence on the parameters, including
the texture, preparation methods used, and concentration of oxygen-containing
groups, etc. (cf. Figs. 12a and b).

The significant difference in the shape of the CO2 release curves in the TPD IR
and TPDMS experiments is because of the possibility of interaction between neigh-
boring surface groups, with each other, and with the products of their decomposition
during heating. As already mentioned, for the pristine and brominated NACs, the
intergroup interaction leads to the formation of new surface groups (2Cx → A).
For the sulfonated NACs, we observe the cooperative effect in the decomposition of
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Fig. 11 a, b SEM images of the pristine NAC3 and crushed NAC3/Br2/MA beads at low magnifi-
cation, and c SEM image that showed the inner surface of the crushed NAC3/Br2/MA bead at high
resolution

Fig. 12 a Thermograms (1, 2) TGA: (1) TG and (2) DTG curves, and (3, 4, 5) EGA profiles: (3)
CO2, (4) CO, (5) SO2, and b TPD MS profile m/z 64 (SO2

+) for NAC2/Br2/SMA

neighboring groups determining their thermal stability. The decomposition of the
least stable Cx groups and their interaction with the formation of A groups, which
begins at about 100–150 °C (Fig. 12a), initiates the decomposition of neighboring
SO3H groups. As a result, many SO3H groups are decomposed in a narrow temper-
ature range, and the peaks on the CO2 and SO2 release curves very well coincide.
This thermolytic process destabilizes the carbon matrix so that there is even a slight
decomposition of A or Ph groups, as shown by the corresponding effect of CO
release. In the TPDMS experiment, the decomposition of SO3H groups occurs inde-
pendently and is characterized by the presence of two forms, with the second form
usually predominating (Fig. 12b). Therefore, TPD MS data were used to determine
the amount ofC1(SO2) andC2(SO2) (Table 5). According to Table 5, the sulfonation
of the brominated NACs can introduce into the surface layer up to 0.55 mmol of
sulfur per gram of NAC. However, the total sulfur concentration (C(S)) for some
samples significantly exceeds the amount of SO2 (C1(SO2) + C2(SO2)) released
during the thermal decomposition of SO3H groups. The maximum concentration of



Carbon Solid Acids Prepared from the Surface-Brominated … 403

Fig. 13 Schematic of the sulfonation pathways starting from the brominated carbon surface

(C(SO2)) reaches from 40% to 60% of C(Br). The obtained sulfonation results can
be explained using the scheme (Fig. 13).

On the brominated surface, the product (I) interacts with S-containing SMA or
Na2S nucleophiles. In this case, bromine is replaced to form the products (II) or (III).
If the double C=C bond in these products is sufficiently reactive, further interaction
with SMA and Na2S produces the products (IV) and (V), respectively. Hydrolysis
of products (IV) and (V) in an acidic environment leads to the formation of surface
sulfides (VI). Their oxidation with hydrogen peroxide will give the final product
(VII), which contains sulfo groups. The lower yield of SO3H groups compared to
the bromine content in the product (I) can be explained by several reasons. The first
reason is the formation of the product (II) or (III), which unlike the product (IV) or (V)
due to insufficient reactivity of the C=C bonds. Another reason for the small yields of
SO3H groups is the intensive hydrolysis of bromine in the alkaline medium of SMA
or Na2S. This process is most intense under the action of Na2S, which leads to lower
concentrations, as can be seen from C(SO2), and the lower thermal stability of the
grafted SO3H groups (Table 5). Another reason is the parallel oxidation of SMA and
Na2S with the formation of elemental sulfur or other S-containing products. Their
presence can explain the higher concentration of C(S) as compared to C(SO2).

There is a positive correlation between the amount of bromine in the used precur-
sors and the amount of SO3H groups in the resulting solid acids (Fig. 14). Thus,
an increase in the efficiency of sulfonation can be achieved by increasing the bromine
content in the precursors.

The 2-propanol dehydration is a convenient model reaction for studying the acidic
properties of carbon-based solid acids. This process is carried out in the gas phase
between 30 °C and 300 °C. Under the action of acid centers, the dehydration of
2-propanol, as a rule, occurs by the following schema (Fig. 15).

In addition to propene and water, the reaction products may be diisopropyl ether
and acetone. Additional investigations of the prepared solid acid catalysts confirmed
their high selectivity to propene since no traces of diisopropyl ether and acetone were
found in the reaction products. Belowwe report the results of testing the S-containing
solid acids in the dehydration reaction that was performed to study the effect of
halogenation. The methods of introducing sulfur-containing groups into the carbon
surface layer were examined with respect to the catalytic activity of the resulting
solid acids. Figure 16 shows the 2-propanol conversion against temperature over the
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Fig. 14 Correlation between
C(SO2) and C(Br)

Fig. 15 Catalytic
dehydration schema

Fig. 16 Conversion of
2-propanol to propene
against temperature

sulfonated NACs. As can be seen in Fig. 16, the brominated NACs modified with
sulfur-containing compounds have significant catalytic efficiency. A 100% conver-
sion of 2-propanol to propene is observed for all samples, and the t100% ranges from
220 °C to 250 °C. The similar temperature behavior and close catalytic activity of
all studied samples are due to the same nature of acid centers and approximately the
same concentration of them. It should be noted that the pristine (unmodified) NACs
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Table 6 Ratio
(C2(SO2)/C1(SO2)) and
catalysis temperatures on the
sulfonated NACs

Sample C2(SO2)/C1(SO2) Catalysis
temperatures, °C

t50% t100%

NAC1/KBr3/S1 0.50 222 250

NAC1/Br2/S1 0.55 213 240

NAC1/Br2/S2 1.10 213 245

NAC2/KBr3/S1 0.85 225 250

NAC2/Br2/S1 1.00 210 235

NAC2/Br2/S2 1.10 210 230

NAC3/KBr3/S1 1.11 199 230

NAC3/Br2/S1 0.89 198 220

NAC3/Br2/S2 1.25 192 220

do not show catalytic activity between 30 °C and 350 °C. The conversion α against
temperature dependence has a fairly flat saturation, so we used the numerical values
of t50% and t100% (Table 6) to characterize the catalytic activity of the samples.

The obtained series for catalytic activity at t50% and t100% has a similar sequence:

NAC3/Br2/S2 > NAC3/Br2/S1 > NAC3/KBr3/S1

> NAC2/Br2/S2 = NAC2/Br2/S1 > NAC1/Br2/S2

= NAC1/Br2/S1 > NAC1/KBr3/S1 > NAC2/KBr3/S1;
NAC3/Br2/S2 = AC3/Br2/S1 > NAC3/KBr3/S1

= NAC2/Br2/S2 > NAC2/Br2/S1 > NAC1/Br2/S1 >

NAC1/Br2/S2 > NAC1/KBr3/S1 = NAC2/KBr3/S1.

The samples based on NAC3 have the highest catalytic activity, regardless of
the treatment methods. If the modification methods (bromination and sulfonation)
have similar efficiency, the surface layer structure should be alike. In this case, the
structural parameters of the initial carbon matrix will play a significant role. The use
of NAC3 having pores of different sizes leads to improved transport of the reagent to
the active site, which intensifies the dehydration reaction of 2-propanol to propene.
The major disadvantage of NAC3 is the lower reactivity of its surface, which is due
to the intensive oxidative treatment when this material was prepared. Therefore, it
is hard to expect a significant increase in the concentration of bromine and sulfo
groups even when using other methods of modification. Using microporous NAC1
and NAC2 gives inferior results in catalysis, despite introducing more sulfo groups
into the surface layer.

Comparison of the catalytic activity of the samples obtained based on one carbon
matrix allows us to state that the most effective method of modification, in terms
of the highest catalytic activity, is the treatment with Na2S. This sulfonation agent
and respective pathway do not always lead to the largest number of SO3H groups.
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However, they provide the highest ratio of C2(SO2)/C1(SO2), and the prepared
samples are the most thermally stable under catalysis conditions. With Na2S used
in the intermediate stage (see Fig. 13), one can get the products (III) or (V). They
are easily transformed into surface sulfide groups. If one uses SMA for the modifi-
cation, the hydrolytic conversion of the products (II) or (IV) depends on hydrolysis
completeness. With partial hydrolysis, further oxidation will cause the formation
of weak acid centers, as sulfoacetic acid derivatives, or sulfones, rather than SO3H
groups.

The most difficult to explain is why solid acids prepared from the NACs
brominated with liquid bromine have the highest activity in catalysis. This situa-
tion seems paradoxical. The NACs/KBr3/S1 solid acids are one of the best in terms
of the amounts of released SO2, and they have the highest thermal stability (see
Table 5). Notably, the concentration of oxygen-containing groups is identical for
NACs/KBr3/S1 and NACs/Br2/S1. The only difference can be in the distribution
of oxygen-containing groups on the surface of NACs/KBr3 and NACs/Br2 and in
the bromination media used (aqueous solution of Br2·KBr and liquid Br2). If we
assume now that the stability of the acid center is determined by its neighboring
groups, e.g., Cx groups, then the most stable will be centers that do not have adja-
cent Cx groups. On this point, see the earlier explanation to Fig. 12a given in
the paragraph on the cooperative decomposition of Cx and SO3H groups. Indeed,
the NACs/KBr3 samples have higher thermal stability than the NACs/Br2 ones (cf.
T 1 values in Table 3); This high stability confirms the different environments of
bromine depending on the brominating agent used. For the NACs/KBr3 samples,
individual sites with chemisorbed bromine prevail, while for the NACs/Br2 samples,
other functional groups are located near chemisorbed bromine sites. Single active
centers have higher thermal stability but may be less effective in catalysis due to
the more energy-intensive formation of intermediate carbocations upon the dehy-
dration of 2-propanol to propene [55]. The dehydration of 2-propanol to propene
is possible with greater efficiency by the agreed mechanism on the catalytic SO3H
groups surrounded by adjacent polar centers. Alternatively, the impact of neighboring
oxygen-containing groups on the course of the dehydration reaction of 2-propanol
to propene could be in pre-concentrating the reagent near the active center (SO3H
group). This pre-concentration of 2-propanol takes place through weak interactions
with the polar oxygen-containing groups.

4 Concluding Remarks

Techniques for modifying the surface of NACs with bromine-containing compounds
under mild conditions have been developed. The obtained samples can be used as
precursors to create sulfur-containing carbon materials with predetermined surface
layer properties. It is shown that the bromination of the surface of NACs with an
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aqueous solution of Br2·KBr and liquid bromine leads to the attaching of 0.41–
0.59 mmol g–1 of bromine. This bromination is accompanied by significant oxida-
tion of the carbon surface with the formation of mostly phenolic groups. It has been
shown that modification of bromine-containing precursors, where active bromine
capable of further substitution, with sodium mercaptoacetate and sodium sulfide,
followed by oxidation of mercapto groups, leads to carbon solids containing up to
0.34 mmol g–1 of sulfo groups. The obtained sulfur-containing NACs show catalytic
activity in the 2-propanol dehydration reaction. It was found that the catalytic effi-
ciency of the prepared NACs depends on the thermal stability and concentration of
the acidic sulfur-containing sites. In comparison with the pristine NACs, the use of
bromine-containing precursors result in obtaining catalysts with higher activity in the
dehydration reactions. The optimal method that allows getting the highest catalytic
activity is the treatment with Na2S. When treating samples with SMA, it does not
havemuch impact on their activity in the 2-propanol dehydration reaction. If forming
the surface layer of acid catalysts with sulfo groups and oxygen-containing groups,
it is necessary to take into account the number of surface groups and their surface
distribution.
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The Conductivity Mechanisms of ZnO
Thin Films Structured Using Polyvinyl
Alcohol

A. P. Chebanenko, L. M. Filevska, V. S. Grinevych, Yu. I. Bulyga,
I. V. Brytavskyi, and V. A. Smyntyna

1 Introduction

Zinc oxide has recently been actively used to create cathodoluminophores, elec-
troluminescent screens, acoustoelectronic amplifiers, various types of photo- and
optoelectronic devices [1], as part of composite materials for electronic equipment
[2]. Such a wide range of ZnO use is associated with the features of the surface and
grain boundaries of the material [3–5]. Zinc oxide layers are used as a transparent
conducting electrode in solar cells [6], as well as antireflection coatings in interfer-
ence optics, in photoelectronic devices, lasers, and ultraviolet radiation LEDs [7].
The electrical conductivity changes of zinc oxide thin films in an environment, with
hydrogen and oxygen-containing gases, together with their chemical resistance, non-
toxicity, and low-cost fabrication make them a promising material for the active gas
sensors elements [8–11]. The mechanisms of gas sensitivity of a material are usually
associated with its electrical conductivity special feature. In the present work, the
mechanisms of electrical conductivity in a dry air atmosphere of thin ZnO films
obtained from a zinc acetate solution with the addition of polyvinyl alcohol were
studied.

2 Methods

The variety of applications of thin films of zinc oxide is provided by a variety
of methods for their production and subsequent processing [1, 5, 12–15]. Known
methods of zinc oxide thin films forming such as atomic layer deposition technique
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(a) (b)

Fig. 1 SEM image of the studied tin oxide filmobtained by using polyvinyl alcohol, amagnification
10,000x, b magnification 30,000x)

[16, 17], magnetron sputtering in various modifications [18] require quite complex
technical support. Widely used sol–gel technologies sometimes use relatively expen-
sive and at the same time harmful reagents such as α-terpineol, 2-methoxyethanol,
2-aminoethanol.

In this work, zinc oxide films are formed by a simple method of chemical precip-
itation from zinc acetate solutions. ZnO films were obtained by immersing glass
samples in an aqueous solution of zinc acetate with the addition of a 1% of polyvinyl
alcohol (C2H4O) solution in equal proportions. The prepared solution was stirred on
a magnetic stirrer and kept for several hours. The samples were obtained by reusable
immersion of the substrates in the solution according to the technique described in
[19]. Subsequently, the prepared films were annealed in air at 400 °C for 40–50 min.

The structure of the resulting film can be seen in the image of an electronic micro-
scope shown in Fig. 1. The layers clearly show surface homogeneity and developed
porosity.

For electrical characterization and clarification of the electrical conductivity
mechanism in air, before and after several heatings to 440 K, the resistance,
current–voltage characteristics, and dark current temperature dependences were
measured.

3 Results and Discussion

The band gap of the obtained thin films was calculated in [19] from the absorption
spectrum shown in Fig. 2 and was around 3.15–3.2 eV. In the same work, we have
shown that the value of the band gap of films obtained by using polyvinyl alcohol is
higher than that of films obtained by other methods used in this work. This means
that the sizes of ZnO crystallites obtained in a zinc acetate solution with the addition
of polyvinyl alcohol are smaller than those in ZnO films obtained from a solution
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Fig. 2 Absorption spectrum of zinc oxide film

without PVA. The reason is that the polymer matrix with PVA limits the size of the
reaction volumes, where the synthesis of zinc oxide crystallites occurs and, therefore,
inhibits the growth of ZnO crystallites.

This result slightly exceeds such value for bulk material and indicates the
nanoscale level of the film crystallites formed in the bounding volumes of the PVA
polymer matrix.

The electrical conductivity of ZnO films and the type of their current–voltage
characteristics (CVC) turned out to be significantly dependent on external conditions.
The CVC of ZnO film at room temperature tends to an exponential dependency,
specific for the potential barriers influence on conductivity. Thereby, in films obtained
with PVA impurities, intercrystalline potential barriers are more pronounced, and
these barriers affect the current flow.

The average value of the interelectrode resistance calculated from the initial linear
section of the CVC on the Fig. 3 is about 2.8× 109 �. Thereby, the addition of PVA
leads to the growth of films resistance. This is explained by the fact that during
high-temperature annealing, PVA (which plays the role of a polymer matrix) decom-
poses, decomposition products evaporate, and zinc oxide films become porous with
a more developed surface. The porosity of the film can be seen on Fig. 1b. Nanoscale

Fig.3 CVC of ZnO film in
the open air (T = 293 K)
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Fig.4 CVC of ZnO film in
dry air (T = 293 K):
1—immediately after
heating the film to 440 K and
cooling in vacuum to 293 K,
2—after several
measurement cycles in air,
3—after heating to 440 K
and cooling to 293 K in air

crystallites might create a quantum well effect for carriers, which also leads to the
resistance increase.

The electrical conductivity of ZnO films and the form of their current–voltage
characteristics turned out to be significantly dependent on the external conditions.
The cycles of heating–cooling of the films in the interval of 440–293 K were done
in vacuum and in air. Curve 1 in Fig. 4 shows the CVC of the ZnO film measured in
dry air atmosphere immediately after the cycle of heating the film to a temperature
of 440 K and its further cooling in vacuum. CVC is almost linear, as it is seen from
the figure. However, after carrying out a number of measurements on the indicated
film in air atmosphere, the interelectrode resistance of the film increases by almost
an order of magnitude, and its CVC becomes superlinear (see Fig. 4, curve 2). The
curves reconstructed in different coordinates showed that better straightening of the
CVC is observed in the coordinates ln I − U1/4 (Fig. 5, curve 1). Such coordinates
are characteristic for the barrier mechanism of current flow, in particular, over-barrier
Schottky emission through intercrystalline potential barriers of small thickness [20].

Curve 3 (Fig. 5) shows the CVC of ZnO film measured after heating the film to a
temperature of 440 K in an air atmosphere and then room temperature cooling. This
procedure leads to a further increase in the resistance of the film and an increase
in the superlinearity of its CVC (Fig. 5, curve 3). It turned out that the current–
voltage dependence is straightened in the coordinates ln I − U1/2 (Fig. 5, curve
2), which are characteristic for the above-barrier Schottky emission through “thick”
intercrystalline barriers [20].
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Fig. 5 CVC of ZnO film in
special coordinates (T =
293 K): 1—after several
cycles of measurements in
air (corresponds to curve 2 in
Fig. 4), 2—after heating to
440 K and cooling to 293 K
in air (corresponds to curve 3
in Fig. 4)

Mentioned results may have the following explanation. The porosity of ZnO films
obtained using PVA promotes the absorption of oxygen and its diffusion along the
intercrystalline boundaries. Absorbed oxygen, by capturing conduction electrons,
increases the surface locking bend of energy bands and also leads to an increase in
the height of the intercrystalline potential barriers for electrons. Heating the film in air
(where a large amount of oxygen is available) stimulates the process of chemisorption
and diffusion of oxygen, which leads to an increase in the height and thickness of
the intercrystalline barriers. The consequence of these processes is an increase in the
electrical resistance of the film and the transition of barriers from “thin” to “thick”
barrier behavior.

This explanation is consistent with the results of the temperature–current depen-
dences measurements (TCD) on the studied films (Fig. 6), carried out in vacuum
(curve 1 and curve 2) and in a dry air atmosphere (curves 3 and 4).

It can be seen that on the TCD, measured during heating in an air atmosphere, and
in the high-temperature region, there is no section with the conductivity activation
energy EA = 1.1 eV, which was present on the TCD in vacuum and which was
associated with desorption of molecular oxygen. When the film is heated in an air
atmosphere at high temperatures, on the contrary, the growth of the current with
temperature slows down, which is due to the diffusion of oxygen and an increase in
the influence of intercrystalline barriers on the current transfer process.

It is characteristic that the conduction activation energy upon further cooling
of the film (curve 4, Fig. 6) is EA = 0.43 eV. This is consistent with the height
of intercrystalline potential barriers in zinc oxide films calculated in [21] (EA =
0.45 eV) and is explained by the model of an inhomogeneous semiconductor with
large-scale potential fluctuations [22].
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Fig. 6 Temperature dependences of the current in the ZnO film in vacuum (1, 2) and in air (3, 4),
U = 50 V

4 Conclusions

The established character of current transport in vacuum is caused by the
above-barrier Schottky emission over small intercrystalline potential barriers.
Heating/cooling in the air atmosphere leads to the superlinearity of the current–
voltage characteristic specific for the above-barrier Schottky emission over “thick”
intercrystalline barriers.

The established barrier effects in the films conductivity are explained by the
adsorption and subsequent diffusion of oxygen, which, capturing the conduction
electrons, not only increases the surface locking curving of energy bands, but also
increases the intercrystalline potential barriers height for electrons. The conductivity
activation energy (0.43 eV) obtained from the TCD is consistent with the calculated
height of intercrystalline potential barriers (0.45 eV) and is explained by the model
of an inhomogeneous semiconductor with large-scale potential fluctuations.
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Deposition and Growth
of the AlCoCuFeNi High-Entropy Alloy
Thin Film: Molecular Dynamics
Simulation

O. I. Kushnerov, V. F. Bashev, and S. I. Ryabtsev

1 Introduction

High-entropy alloys (HEAs) are a relatively new class of metallic materials devel-
oped by Yeh et al. in 2004. Such alloys usually contain from 5 to 13 basic elements
in equiatomic or close to equiatomic concentrations (from 5 to 35%). Due to the high
mixing entropy,multicomponent high-entropy alloys typically consist of simple solid
solutions with face-centered cubic (FCC) or body-centered cubic (BCC) lattices.
Many high-entropy alloys possess unique properties, such as wear resistance, resis-
tance to corrosion and oxidation, radiation resistance, high hardness, and strength
[1–5]. Thus, the high-entropy alloys may find use as materials for nuclear reactors
applications, medicine, electronics devices, mechanical equipment, rocket casings,
and engines. The majority of HEAs were investigated in the as-quenched or homog-
enized state, whereas much less attention was paid to the study of thin films of
high-entropy alloys. However, due to the very high cooling rates required to avoid
the formation of complex crystallized phases and freeze the low-ordered structures,
HEA is sometimes difficult to synthesize as bulk materials. The study of the growth
characteristics of complexmulti-element HEAfilms is an important topic of research
considering that thin films can be used in various fields of technology [6]. Several
papers [7–9] have been devoted to the study of thin film growth processes of one
of the earliest and best-studied HEA of the AlCoCrCuFeNi system. However, a
five-element AlCoCuFeNi HEAwas later developed. This alloy does not contain Cr,
which is commonly used inHEAs and helps to improve their performance, but signif-
icantly increases the cost of the alloy. In this work, the processes of deposition and
growth of thin films of AlCoCuFeNi HEA on the surface of a monocrystalline silicon
substrate were investigated by classical molecular dynamics (MD) simulation.
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2 Simulation Model and Methods

Classical MD simulation studies of deposition and growth of thin films of
AlCoCuFeNi HEA have been performed using Large-Scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS, Sandia National Laboratory, USA) [10].
Visualization of snapshots and the coordination analysis was done using open
visualization tool software OVITO [11]. A three-dimensional cell with periodic
boundary conditions only in two horizontal directions x and y was used. The free
boundary condition was used in the vertical z-direction to ensure surface growth. The
monocrystalline Si (100) substrate was 10 × 10 × 2.2 nm.

To prevent substrate displacement due to the impact of adatoms on the upper
surface of the substrate, the positions of several lower atomic planes were fixed.
The intermediate region of the substrate above the stationary atomic planes was
controlled by a Berendsen thermostat and maintained at a temperature of 300 K
which is similar to the experimental temperature mode to ensure isothermal growth
conditions. The atoms of the upper layers of the substrate were not subjected to
thermostating and were able to move freely under the impact of the deposited atoms
(Fig. 1). The five atoms of metals Al, Co, Cu, Fe, and Ni in the equimolar ratio
were directed to a substrate every 10 ps, this leads to the atomic flux density of 5 ×
1023 atom/(cm2 s). The rate of 0.5 atom/ps was carefully chosen to allow sufficient
time for thermal relaxation with a Berendsen thermostat (i.e., energy relaxation of
the substrate after collision). It should be borne in mind that the flux of atoms in
the MD simulation is much more than in the experiment, but the obtained data on
morphology, structure, and adhesion coefficient are quite adequate [9]. The velocities
of the deposited atoms corresponded to the mean kinetic energy of 0.1 eV. The
initial positions of the deposited atoms were chosen randomly in the {x, y} plane
above substrate so that they were outside the range of the potential that describes the
interaction in the z-direction. All of Al, Co, Cu, Fe, and Ni atoms were deposited
from an initial position 15.7–16 nm above the substrate.

The simulation was carried out using the embedded atom model (EAM) [12] to
describe the interaction among Al–Co–Cu–Ni–Fe. EAM potentials include empir-
ical formulas that simulate material characteristics such as surface energies, lattice
constants, and the heat of solution. The EAM potential is based on the ideas of
density functional theory, which generally states that the energy of a solid is a unique
function of electron density.

The EAM potential is expressed as a multi-body potential energy function in the
following form [12]

E =
∑

i

fi (ρi ) + 1

2

∑

i

∑

j �=i

φi j (ri j ) (1)

where fi (ρi ) is the embedding energy function, φi j (ri j ) is a pair interaction potential
energy as a function of the distance ri j between atoms i and j that have chemical



Deposition and Growth of the AlCoCuFeNi High-Entropy Alloy Thin … 421

Fig. 1 Schematic picture of the simulation model

sorts a and b, ρi is the local host electron density. The energy E is the total energy of
the atomistic system which comprises the sum of the embedding energy (first term
of Eq. (1)) and the short-range pair potential energy (the second term). In the present
research, the EAM potential developed by Zhou et al. [13] was used.

The interaction between the atoms of Al, Co, Cu, Fe, Ni, and the Si substrate was
modeled using the Lennard–Jones potential

Ei j (ri j ) = 4ε

[(
σ

ri j

)12

−
(

σ

ri j

)6
]

(2)

with the parameters summarized in [7, 8], and the interaction between the silicon
atoms was described using the Stillinger–Weber potential [14].
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3 Results and Discussion

During simulation, 25,000 atoms were deposited to the substrate, which corresponds
to the nominal equiatomic AlCoCuFeNi composition, but some of them escaping the
surface and the resulting film contained only 24,433 atoms. So the sticking coefficient
was ≈ 0.98. The composition of the simulated HEA film and the target composition
is shown in Table 1.

Thus, the final composition of the simulated AlCoCuFeNi film was quite close to
equiatomic.

According to the results of the simulation, it was found that in the initial stages of
growth (0–2 ns) the film represents an islet-like structure formed by small clusters
(Fig. 2). Later, the growth of the islands and the formation of continuous coating has
begun. Due to the limited number of deposited atoms, it was impossible to obtain a
completely continuous film even after 50 ns of simulation time. The film obtained at
the end of the simulation is shown in Fig. 3. The maximum thickness of the film has

Table 1 Element composition in a simulated thin film of AlCoCuFeNi HEA

Number of atoms Al Co Cu Fe Ni Total

Nominal composition 5000 5000 5000 5000 5000 25,000

Resulting film 4909 4877 4865 4889 4893 24,433

Fig. 2 Snapshots of AlCoCuFeNi thin film deposited on Si substrate at different times (top view):
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Fig. 3 AlCoCuFeNi thin
film obtained after the 50 ns
of simulation time

reached 4.3 nm.
Following the results of common neighbor analysis (CNA), the process of crystal-

lization started after ~5 ns of simulation, at the characteristic sizes of islands (clusters)
of about 2 nm. At the end of the simulation, after the 50 ns of modeling, the simulated
film contains a face-centered cubic (FCC) phase (content 20.5%), a body-centered
cubic (BCC) phase (content 13.2%), a hexagonal close-packed (HCP) phase (content
39.7%) (Fig. 4), and an indefinite phase (content 26.6%), which, according to the
analysis of the radial distribution of atoms (RDF), has an amorphous structure. It
should be noted that in bulk AlCoCuFeNi alloys only the presence of FCC and BCC
phases was recorded [15], but at the same time in melt-spun films, the formation of
the nanotwin structure and stacking faults in the FCC phase was noted [16]. Thus,
the specific features of the distribution of the HCP phase atoms (Fig. 4) lead to the
conclusion that this phase must be formed mainly of extrinsic (two HCP layers with
an FCC layer between them) and intrinsic (two ormore adjacentHCP layers) stacking
faults in the lattice of the FCC phase. There are also twin boundaries between the
FCC twins (a single layer composed of HCP atoms). As for the amorphous phase, its
formation is explained by the high cooling rate that occurs during film deposition at
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Fig. 4 Snapshot of AlCoCuFeNi thin-film sliced along the substrate plane (top view). Atoms are
colored according to CNA analysis results:

which some of the atoms do not have time to rearrange and form a crystalline phase.
In the context of the present simulation, this concerns mainly atomic layers located
near the film surface, while crystallization processes take place in deeper layers.

It is well known from the literature, that there are two main criteria by which the
high-entropy alloys are usually characterized. This is the entropy of mixing �Smix

and the enthalpy of mixing �Hmix. However, to predict the phase composition of
HEAs, some additional parameters were proposed [1, 2]. These parameters include
in particular the valence electron concentration (VEC), the thermodynamic param-
eter �, which takes into account the melting temperature, mixing entropy, and the
mixing enthalpy. The important parameter is an atomic-size difference between alloy
componentswhich is denoted as δ. Using the data from [17, 18], we calculated�Smix,
�Hmix, δ, VEC, and � for the AlCoCuFeNi HEA (Table 2).

According to [1, 2] the HEA alloys for which � ≥ 1.1 and δ ≤ 6.6 can form
solid solutionswithout intermetallic compounds.However, simple (not ordered) solid
solutions form if −15 kJ/mol < �Hmix < 5 kJ/mol. The other useful parameter is
VEC, which has been proven suitable in determining the phase stability of high-
entropy alloys. As pointed in [19] at VEC ≥ 8.0, the sole FCC phase is expected in

Table 2 Electronic, thermodynamic, and the atomic-size parameters of the AlCoCuFeNi HEA

�Smix, J/(mol K) �Hmix, kJ/mol � VEC δ

13.37 −5.28 3.847 8.2 5.323
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Fig. 5 RDF curves of
AlCoCuFeNi thin film:
a—whole film,
b—amorphous phase,
c—FCC phase, d—BCC
phase, e—HCP phase

the alloy; at 6.87 ≤ VEC < 8.0, mixed FCC and BCC phases will coexist and the
sole BCC phase is expected at VEC < 6.87. Thus, the simulation results, as well as
the experimental results, generally confirm the validity of the above criteria, except
for the VEC parameter. But, if the value of VEC is close to the boundary values,
predictions of the phase compositions sometimes do not work [5].

Figure 5 presents the total RDF curves after 50 ns of simulation time. RDFpatterns
are obtained both for the film as a whole and for individual phases separated by CNA
analysis. It is clearly visible, that the RDF form of an indefinite phase is intermediate
between liquid and crystal, indicating an amorphous structure. The peaks on the RDF
curves represent the successive distances between neighbors for different phases in
the simulated film. So, from the RDF pattern for whole film these distances are: 1-st
neighbor—0.2575 nm, 2-st neighbor—0.3725 nm, 3-st neighbor—0.4525 nm, 4-st
neighbor—0.4925 nm.

Determining the distances between the nearest neighbors for the BCC and FCC
lattices made it possible to estimate the lattice parameters for these phases. Table 3
shows the comparison between estimated parameters of the BCC and FCC lattices
from the present MD simulation and the experimental results (Table 3).

As can be seen from Table 3, calculated lattice parameters are in good agreement
with the experimental results, taking into account that the estimated average film
temperature after 50 ns simulation was above room temperature and was ~350 K.

Table 3 Calculated and
experimental lattice
parameters for AlCoCuFeNi
HEA

Lattice
parameter a,
nm

Experiment,
bulk alloy

Experiment,
melt-spun
ribbon

Calculated

BCC phase 0.2878 0.2872 0.2895

FCC phase 0.3624 0.3618 0.3670
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4 Conclusions

Molecular dynamics simulation was performed to describe the processes of growth
and crystallization of thinAlCoCuFeNiHEAfilms. The structural characteristics and
phase composition of films were examined utilizing CNA and RDF. According to
simulation results, the growth of AlCoCuFeNi films occurs via a formation of three-
dimensional adatom clusters or islands with subsequent coarsening and coalescence.
The estimated lattice parameters of the BCC and FCC phases are in good agreement
with the lattice parameters of AlCoCuFeNi alloy obtained from the experiment.
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Semiconductor Magnetosensitive
Structure Two-Dimensional Model
Representation

M. A. Glauberman and Ya. I. Lepikh

1 Introduction

The operation of all semiconductor magnetosensitive structures (MSS) used as
magnetic field sensors is known to be based on the Lorentz force action on moving
charge carriers. Depending on the carrier types that provide the effect of magnetic
sensitivity, MSS are divided into unipolar and bipolar. Until the beginning of the last
twenty years, only unipolar MSS were used—Hall plates and magnetoresistors, in
which the fundamental galvanomagnetic effects (Hall and Gauss) are used directly
in the form in which they were discovered more than 100 years ago. These effects to
the present time have been quite deeply studied, which means the exhaustion of the
capabilities and the appropriate sensors certain obsolescence.

A natural alternative to unipolar structures is bipolar magnetosensitive structures
(BMS). The very fact of non-basic carriers using determines such structures variety
in terms of physical features—in terms of methods of carrier generating and a useful
signal obtaining, as well as the mechanisms of magnetic sensitivity. The latter, as a
rule, act together, and each of them, manifesting itself to a greater or lesser extent
depending on the design and technological parameters and the structure electrical
regime, realize its influence on its electrophysical properties and thus stipulate the
BMS functionality potential diversity. But the same circumstance creates significant
difficulties in their study because of the difficulty of distinguishing the individual
mechanism contribution to the observed total effect [1, 2].

On the other hand,when studying theBMS, aswell as theMSS in general, there are
difficulties associated with modeling. As opposed to the converters of other physical
meanings, these structures due to the main vector magnitude specific orientation
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(current, magnetic induction, and Lorentz force) are purely three-dimensional. Even
the simplest model approximation—the two-dimensional one, which is widely used
today, is often presented without satisfactory justification.

2 Modeling Principles and Mathematical Problem
Formulation

Construction of the adequate mathematical models that allow to take into account the
multilayer systems all components mutual influence on each other, as well as various
external factors (optical radiation, electric and magnetic fields, etc.) is an urgent task
of semiconductor electronics [3–5]

The specificity of semiconductor magnetosensitive structures modeling is the
principle impossibility of using linear one-dimensional models widely used in other
fields of semiconductor physics and semiconductor devices because such structure
action is based on the charge carrier’s direction changing. If in the study of unipolar
or non-injection bipolar structures, some important correlations can be obtained in a
linear one-dimensional representation, reducing the magnetic field deflecting effect
to changing the structure electrophysical parameters (occurrence of Hall potential
difference in Hall sensors, change in the magnetoresistor sample resistance and the
effective lifetime in the galvanomagnetic combination (GMR) converters, then for
injection structures inevitably strictly have to issue from the equations of continuity
for carriers of both types and the Poisson equation. In the stationary case, these
equations can be written as [6]:

div E = −e(p − n + ND − NA); (1)

div j = ±e [g − R(p, n, ψ)], (2)

where E—electric intensity; e—electron charge; ND, NA—donors and acceptors
concentrations, respectively; j—the given type carriers current density; g—genera-
tion rate (of injection sources power density for non-equilibrium carriers); R—the
recombination rate. Here in (2) the upper sign is chosen for holes, the lower—for
electrons.

Here

j(B) = j0 ± m∗[ j(B)′B], (3)

where

j0 = J (0) = ecμE ∓ eD grad c; (4)
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D is the given type carriers diffusion coefficient; μ—charge carrier mobility; μ*—
Hall mobility; c—charge concentration; B—magnetic field induction.

The boundary condition setting depends, generally speaking, on the choice of a
specific physical model and electrical mode. In typical cases, Dirichlet conditions
are chosen (ohmic contacts equipotency and non-basic carriers zero concentration on
the boundary with the collector charge region volume) and Neumann homogeneous
(the current density normal component zeroing on insulating surfaces) [2, 6, 7].

This problem solution is possible only by numerical methods. However, at the
injection low level, an analytical approach becomes possible. In this case, ignoring
the electric field dependence on the carrier concentration, which allows excluding
from consideration the Poisson equation in the base volume. On the basis of (1)–(4)
for the non-basic carriers, excess concentration can be written

μ div(c E) ∓ D div grad c ± μ∗μ div{c[E × B]}
− μ∗D div[grad c × B] = ±(g − R). (5)

At obtaining of (5), we used the assumption of mutual perpendicularity of the
vectors j and B, which, without affecting the conclusion legitimacy, allows us to
solve a problem on j and for weak magnetic fields to give the expression in more
convenient form

j = { j0 ± μ∗[ j0 × B]}/{1 + (μ∗B)2} ≈ j0 ± μ∗[ j0 × B]. (6)

Assuming, in addition, the accelerating field is homogeneous and directed along
the OX axis (Fig. 1), in Cartesian form can be written

L2

(
∂2c

∂x2
+ ∂2c

∂y2
+ ∂2c

∂z2

)
∓ 2ηL

∂c

∂x
− 2ηLμ∗

effB
∂c

∂y
− c = −gτ (7)

where η = E0L/(2ϕT )—field coefficient; E0—basis electric intensity value at the
emitter end; L—injected carrier diffusion length ϕ = μ*mnB � 1, μ*eff —“effective
Hall mobility”—parameter that characterizes the deviation (equal toμ*mn orμ*mn +
μ*mj, respectively, when the deviation is only by the Lorentz force or together with
the Hall field); g—source injection volumetric power density; τ—non-basic carrier
lifetime.

It is important to note that in the accelerating field absence, the third term in the
left part of (7), the only term containing the magnetic induction value, curl up to zero.
This means that the concentration dependence on the magnetic field occurs only in
the case of drift transfer, but not diffusion [5]—a fact ignored by the authors of the
known works on modeling MSS [2, 4].

The combined effect of all MSS sensitivity mechanisms is taken into account
by the continuity equation, but the difficulties associated with its analytical solution
force us to look for simplified models [6], where idea of these mechanisms plays a
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Fig. 1 Action of the transfer coefficient and deviation modulation in the MTS base with a longi-
tudinal axis. E—emitter; B1, B2—basis; C1, C2—collectors; W—basis size (from emitter to
collector); a—collector length; d—emitter and collector region depth; J1x, J2y—emitter current
in X- and Y-directions; EH—Hall field strength

key role. In the conditions of injection low level, it is accepted to allocate four such
mechanisms:

– deviation of injected carriers by Lorentz force;
– deviation of injected carriers by Hall field force;
– modulation of the transfer coefficient;
– modulation of injection.

However, as was noted, these ideas themselves are not clearly defined, which
makes it necessary to clarify them. It was also shown that qualitatively both mecha-
nisms of deviation are identical and that injection modulation is not a characteristic
for BMS effect. Then, considering the injection modulation as a side factor, but
nevertheless such that it needs to be taken into account, we get two main effects:

1. Transfer coefficient modulation.
2. Flow redistribution.

The specificity of planar technology determines the MTS classification on the
injectedmedia current direction in the absence of amagnetic field and on the direction
component of the magnetic induction which are registered relative to the structure
technological surface [8]. According to the first feature, MTS is divided into vertical
and horizontal, where the current direction is, respectively, perpendicular and parallel
to the sample surface. For the second case, the MTS is divided into longitudinal and
transverse magnetic axes (the magnetic induction component, respectively, parallel
and perpendicular to this surface). It is obvious that for vertical MTS realization is
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possible only with a longitudinal magnetic axis, while for horizontal—with either of
the two directions.

Technological features [9, 10] also cause additional opportunities to create an
accelerating electric field in drift structures:

1. The internal field due to the impurity exponential distribution in the basic
diffusion;

2. The bulk charge field of the inversely displaced collector p–n junction.

According to [11], the effect of the MST transfer coefficient modulation with a
longitudinal axis is explained in Fig. 1. The volume of the base can be conditionally
divided into two active areas, in which, according to the accepted idea, the considered
mechanism and the deviation mechanism are appeared.

In the modulation zone, the collector current in the absence of a magnetic field is
determined by the current component of the injected carriers jz, which has, due to the
E0 direction along the OY axis, diffuse nature. The inclusion of the magnetic field
leads to the appearance of the current directed along the OX axis drift component
due to the Hall field En = μ*mjBE0.

Because of the mathematical complexity, the continuity equation in all known
works, even when using numerical methods and even in a simplified form (7), is
solved exclusively in the two-dimensional approximation.

Figure 2a–c is shown two-dimensional structure models (in cross section with the
XOY plane) of, respectively, vertical (2a) and horizontal with longitudinal (2b) and
transverse (2c) magnetic axes.

Vertical structures with drift in the depleted region (Fig. 3c, d) are excluded from
consideration [11] because of their physical discordance to MTS class, and, for the
same reason, structures such as Fig. 3a, in which the effect of the magnetic field on
the flux in the base was small in comparison with the deviation in the depleted layer.

As can be seen from the figure, in the active regions of all structures (highlighted
in the figure) the conditions of the injected carriers transfer are identical.

Thus, in the two-dimensional approximation, the method of injected carrier’s
concentration field determining (including the boundary conditions setting) is
independent on the MTS specific type [12].

However, as already noted, if for vertical (Fig. 3) and horizontal structures with
a longitudinal axis (Fig. 4) two-dimensional consideration is quite legitimate (in
extreme cases, with the appropriate geometry choice), then for structures such as
Fig. 5 requires a special justification (which, incidentally, was ignored in the known
works on their modeling [6, 13]).

The question of the legitimacy of MTS two-dimensional modeling with a trans-
verse axis [14] includes two tasks—a two-dimensional description of the injected
media transfer in the base and emitter two-dimensional modeling.

The first problem is easily solved by the transition from three-dimensional
(volume) concentration c to two-dimensional (surface) C:
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Fig. 2 Equivalence of the MTS two-dimensional model conception of different types

C ≡
z0∫
0

c(x, y, z) dz (8)

where the coordinate origin is selected on the technological surface, and z0 is the
coordinate of the opposite surface. We also agree further on the capital letters N, P
to denote the carrier surface concentrations of a specific type, corresponding to the
volume—n, p (7).

Because of the mathematical difficulties, the continuity equations in all known
works, even when numerical methods are used [15] and even in a simplified form,
are solved exclusively in the two-dimensional approximation.
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Fig. 3 Vertical MTS. Structures with a deviation in the base (a, b) and in the collector junction
depleted region (c, d)

Then Eq. (7), after integration of both parts within (8) and under the natural
assumption of the bulk injection sources absence (g ≡ 0), takes the form

L2

(
∂2C

∂x2
+ ∂2C

∂y2

)
∓ 2ηL

∂C

∂ x
− 2ηLμ∗

effB
∂C

∂y
− C = −�τ (9)

where

�(X, y) = L2

τ

z0∫
0

∂2c

∂ z2
dz = −D

∂c

∂z

∣∣∣∣
z=0

≡ 1

e
jZ (x, y) (10a)

From the comparison of the (7) and (9) right parts, it turns out that the G amount
has a formal meaning of the surface (two-dimensional) power density of injection
sources—the number of carriers generated per unit surface z = 0 (coming to the base
through this surface unit). On the other hand, according to (10a), its physical content
is a normal component of the real (three-dimensional) injection current density jz
through this surface, relating to the unit of charge.

Expression (10a) is written for the case ∂c/ ∂z = 0 at z = z0, which is realized
in the MTS making on a single crystal or on an insulating substrate. For structures
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Fig. 4 Horizontal MTSwith a longitudinal magnetic axis. a—with diffusion transfer; b, c, d—drift
(the latter—with the lateral injection suppression)

made in the epitaxial layer on a substrate of the opposite conductivity type, the
extracting effect of the p–n junction—substrate—epilayer can be taken into account
by introducing of effective lifetime τ eff instead of bulk τ . To determine τ eff, it is
convenient, assuming for simplification E0 = B = g = 0, to represent Eq. (7) in the
form.

D

(
∂2c

∂x2
+ ∂2c

∂y2

)
= c

τ
− D

∂2c

∂z2
,

where the right part after integration by z is determined as the ratio of surface
concentration to effective life:

C

τeff
≡ C

τ
− D

∂c

∂z

∣∣∣∣
z=z0

from which

τeff ≡
(
1

τ
− D

C

∂c

∂z

∣∣∣∣
z=z0

)−1

= τe f f ≡
(
1

τ
+ js

eC

)−1

(10b)
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Fig. 5 Horizontal BMT with a transverse magnetic axis. a, b—in accordance with diffusion and
drift transfer; c, d—optimized concerning the injection modulation

While the transition from three-dimensional configurations to two-dimensional
through (8) is trivial and for non-injection (G = 0 in (9)) structures is widely used
either with special cautions [15], or, more often, by threshed, the use of (10b) for
injection structures modeling requires special consideration.

3 Conclusions

1. The considered two-dimensional representation ofMTSmodel of different types
allows to construct such structure physical and mathematical models that give
the chance to define the MTS magnetosensitivity mechanisms, in particular of
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the two-collector magnetotransistor (TMT) which can be useful in the practical
design of devices of various constructions.

2. The drift component of charge current flow is adequately described by the
continuity equation, which takes into account the Lorentz force action, when
the boundary conditions of the first kind are superimposing on the collector
transition boundaries.

3. The flow diffusion component does not feel the influence of the magnetic field
in the transistor structure volume.
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Thermodynamic States and Transitions
Diagrams in Surface Engineering
for the Material Degradation Prevention

V. M. Ledovskykh, Yu. P. Vyshnevska, I. V. Brazhnyk, and S. V. Levchenko

1 Introduction

Development of the degradation preventionmethods formetallicmaterials and alloys
remains a challenging topic. Metal surface modification for obtaining in situ nano-
and sub-nanoscaled protective layers constitutes a promising approach that may also
be used for functionalization.

Furthermore for continuously operated systems where favorable conditions could
be engineered the sustainable protection with the layers regeneration may be imple-
mented. At the same time, surface engineering methods based on in situ synthesis
and deposition of non-metallic phase layers are found to be highly dependent on
the accuracy of theoretical models that represent electrochemical processes in target
systems.

In the present work, the application of the thermodynamic states and transitions
diagram for analysis of the phase layers formation in a multicomponent environment
has been demonstrated and the theoretical model that represents coactionmechanism
of the additives of different nature has been further improved and refined.

V. M. Ledovskykh · S. V. Levchenko
National Aviation University, Liubomyra Huzara Ave, 1, Kyiv 03058, Ukraine

Yu. P. Vyshnevska (B)
National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”, 37,
Peremohy Ave., Kyiv 03056, Ukraine
e-mail: vishnevsk@ukr.net

I. V. Brazhnyk
Gimasi SA, Piazzale Roncàa, 4, 6850 Mendrisio, Switzerland

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
O. Fesenko and L. Yatsenko (eds.), Nanomaterials and Nanocomposites,
Nanostructure Surfaces, and Their Applications, Springer Proceedings
in Physics 263, https://doi.org/10.1007/978-3-030-74741-1_30

441

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-74741-1_30&domain=pdf
mailto:vishnevsk@ukr.net
https://doi.org/10.1007/978-3-030-74741-1_30


442 V. M. Ledovskykh et al.

2 Materials and Experimental Methods

Corrosion tests and determination of the inhibitor efficiency were performed gravi-
metrically according to the standard procedure. Tests were performed on steel 08 kp
in the aqueous saline solutions with the composition: 0.3 g/l NaCl; 0.3 g/l Na2SO4;

and 0.3 g/l NaHCO3, exposure time at 25 °C temperature was 72 and 168 h.
The ratio of the solution volume (ml) to the area of metal sample

(cm2) was 10:1. The inhibition efficiency was determined by the equa-
tion Z = [(

Km − K ′
m

)
/Km

] · 100%, the inhibition coefficient—by the equation
γ = Km/K ′

m , where Km, K
′
m—is the corrosion rate of metal in solutions without

and with inhibitor (Km = �m/(S · τ), where �m is the loss of the sample weight,
g; S is the sample area, m2; τ is the exposure time, h).

Polarizationmeasurementswere carried out in potentiostatic and potentiodynamic
regimes in a three-electrode cell with separated cathodic and anodic compartments.
Carbon steel 08 kp was used as the working electrode, platinum—as the counterelec-
trode and an Ag|AgCl|KCl(sat.) electrode—as the reference one. In this paper, the
potential values are given with respect to the normal hydrogen electrode potential.

Investigation of the morphological characteristics and elemental composition of
the surface protectivefilmsof the inhibitive compositions anddistribution of elements
within the phase film were carried out with the scanning electron microscope (EVO-
50, Zeiss, Germany) equipped with the energy-dispersive detector (INCA PENTA
FET × 3, Oxford Instruments,. Co., UK) and using Auger microprobe JAMP-9500F
in the scanning electron microscopy mode. The energy of electron beam—3 keV,
current—0.5 µA. During the profiling, the surface of the samples was bombarded
with argon ions (ion etching) with the energy of 4 keV. The pickling rate is 40 Å/min.

3 Results and Discussion

3.1 Theoretical Background

During contact of the metals with aqueous solutions of electrolytes, the corrosion
process may occur that leads to the metal oxidation and formation of more stable
compounds with the components of the environment. Corrosion in the oxidizing
medium is accompanied by theweight loss ofmetal and degradation of itsmechanical
and functional properties.

Metal corrosion in conductive solutions follows the electrochemical mechanism
and obeys to its general regularities. Immersion of the metal into a solution where
only its ions are present, an equilibrium will be established between the reduced and
oxidized forms of the metal, the electric double layer appears and the metal electrode
acquires a certain potential:

Me + mH2O � Me(H2O)
n +
m + ne−
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The equilibrium potential of the metal electrode under constant conditions and
the composition of the system remains constant indefinitely while its dependence on
activity (for highly dilute solutions—on the molar concentration) of the potential-
determining ions is represented by the Nernst equation. Electrode equilibrium is
characterized by equal rates of ionization of themetal and the reduction of its cations.
Thus, the weight loss of metal does not occur (�m = 0) [1, 2].

Equilibrium state may be described as follows: �jMen+ = ←
j

Men+
= j0, where j0—the

density of exchange current.
In the case, when the solution along with the oxidant (the metal cations) also

contains other particles that are able to attach electrons (depolarizers D), the balance
of the metal electrode is shifted transferring the system to a disequilibrium state that
causes the corrosion process and loss of metal weight (�m > 0):

Reaction schema for the stationary corrosion process may be presented as:
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If
←
j

Men+
� �jMen+ and

−→
jD � −→

jD then the following approximate representation may be

applicable:

where jcorr represents metal corrosion rate in current units.
During corrosion with oxygen depolarization, the oxidant 2 is oxygen molecules.

Depending on the pH of the medium, they are able to reduce according to the
following reactions:

Neutral and alkaline media O2 + 2H2O + 4e− = 4OH−

Acidic media O2 + 4H+ + 4e− = 2H2O

In the case of corrosion with hydrogen depolarization, the conjugate cathodic
reactions are:

Neutral and alkaline media 2H2O + 2e− = H2 + 2OH−

Acidic media 2H+ + 2e− = H2

For the electrochemical systemwith joint presence of two oxidants in the solution
(oxidant 1—metal cation and oxidant 2—depolarizer), the stronger oxidant will be
reduced on a metal surface with the assimilation of electrons which corresponds to a
higher electrode potential. Thus, the spontaneous electrochemical corrosion process
is thermodynamically possible when the following criteria are met:
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EO2 > EMe or EO2 − EMe > 0

EH2 > EMe or EH2 − EMe > 0.

3.2 Thermodynamic States and Transitions Diagrams

For analytical studying and determination of stability of certain forms of the reac-
tion products as well as the ranges and conditions for thermodynamic possibility of
corrosion, it is advisable to use diagrams of the thermodynamic states and transitions
(Pourbaix diagrams) [3–5].

The diagrams consist of graphical dependences of the equilibriumelectrode poten-
tials of all possible equilibria in the systems Me–H2O against pH of aqueous solu-
tions. They include equilibria where the metal, its ions, hydrogen, oxygen, water,
and its ions are involved.

The equations of electrode equilibria and corresponding graphical lines of the
E-pH dependence for the Fe–H2O system are shown in Table 1 and Fig. 1, respec-
tively. For the purpose of this study, the concentrations of iron ions are taken as
1 × 10−6 mol/l. If the equilibria include electrons and ions H+ or OH−, then the
lines of dependence of their potentials on pH are inclined, if they include only
electrons—horizontally, if only water ions—vertically.

Fe(OH)2(S) � Fe2+ + 2OH−

According to this equation, when x mol of Fe(OH)2 is dissolved the x mol Fe2+
cations and 2 × mol of OH−-ions are released into solution. Thus, Ks Fe(OH)2 =
x · (2x)2. Due to the stoichiometry and the given concentration of iron (II) ions as
1× 10−6 mol/l, as well as reference values of the solubility equilibrium, a sequence
of calculations for the determination of the hydrate formation pH value may be
presented as follows:

Ks Fe(OH)2 = 1 × 10−6(2sOH−)2 = 8 × 10−15;

COH− =
√
8 × 10−15

4 × 10−6
= 4.47 × 10−5 mol/l

CH+ = Kw

COH−
= 1 × 10−14

4.47 × 10−5
= 2.237 × 10−10;

pH = − lg
(
2.237 × 10−10

) = 9.65
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Table 1 Electrode equilibria in the system Fe–H2O and equations for calculating their potentials
depending on the activity of potential-determining ions and pH of solutions (T = 298, 15 K)

Electrode potential, V Electrode equilibrium Line designation on Fig. 1

E1 =
−0.440 + 0.0296 lg aFe2+

Fe2+ + 2e− → Fe (Line 1)

E2 = 0.047 − 0.059 pH Fe(OH)2 + 2H+ + 2e− →
Fe + 2H2O

(Line 2)

E3 = 0.493 − 0.0886 pH +
0.0296 lg aHFeO−

2

HFeO−
2 + 3H+ + 2e− →

Fe + 2H2O

(Line 3)

E4 = 1.057 − 0.1766 pH −
0.0592 lg aFe2+

Fe(OH)3 + 3H+ + e− →
Fe2+ + 3H2O

(Line 4)

E5 = 0.179 − 0.0592 pH Fe(OH)3 + H+ + e− →
Fe(OH)2 + H2O

(Line 5)

E6 =
−0.810 − 0.059 lgaHFeO−

2

Fe(OH)3+e− → HFeO−
2 +H2O (Line 6)

pH∗ = 1/2
(
13.29 − lg aFe2+

)
Fe2+ + 2H2O →
Fe(OH)2 + 2H+

(Line 7)

pH = 18.30 − lg aHFeO−
2

HFeO−
2 + H+ → Fe(OH)2 (Line 8)

E9 = 0.771 + 0.0592 lg
aFe3+
aFe2+

Fe3+ + e− → Fe2+ (Line 9)

pH∗ = 1/3
(
4.84 − lg aFe3+

)
Fe3++3H2O → Fe(OH)3+3H+ (Line 10)

EH2 = −0.0592 pH 2H+ + 2e− → H2

2H2O + 2e− → H2 + 2OH−
(Line a)

EO2 = 1.218 − 0.0592 pH O2 + 4H+ + 4e− → 2H2O

O2 + 2H2O + 4e− → 4OH−
(Line b)

*Lines 7 and 10 are arranged vertically and their position corresponds to the pH of the hydrate
formation of the corresponding slightly soluble Fe(OH)2 and Fe(OH)3. The pH value of the
beginning of their formation can be calculated on the basis of the solubility equilibrium (Ks).
For example, heterogeneous dissociation equilibrium of Fe(OH)2:

Since the studied systemFe–H2Ouseswater as amedium, the diagramcontains the
dependences of the equilibrium electrode potentials against the pH for the hydrogen
(line a) and oxygen (line b) electrodes.

Lines a and b of the diagram enable us to determine which conjugate cathodic
depolarization reactions may take place as part of the metal corrosion process
depending on its potential and pH of the medium. Thus, at potentials less than the
equilibrium potentials of the hydrogen electrode (below line a), the equilibrium of
the hydrogen electrode shifts toward the reduction of H+ ions enabling the electrons
assimilation in corrosion processes with hydrogen depolarization. On the contrary, at
potentials lying above the line a, the electrode equilibrium of the hydrogen electrode
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Fig. 1 Pourbaix diagram of the Fe–H2O system
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is shifted in the opposite direction with the release of electrons, which prevents the
corrosion with hydrogen depolarization. Similarly, at potentials less than the equi-
librium potentials of the oxygen electrode (below line b), the electrode equilibrium
is shifted toward the oxygen reduction that requires electrons, and thus under these
conditions oxygen can act as a depolarizer in metal corrosion. At metal potentials
higher than the oxygen electrode potentials (above line b), there is a region of water
decompositionwith the formation of oxygen, which eliminates the process of oxygen
depolarization.

The equilibrium lines divide the plane of the Pourbaix diagram into regions, each
of which corresponds to the existence of one thermodynamically stable component
of the Fe–H2O system.

Within the zone, which is located under the lines 1, 2, 3, the metallic state of iron
is thermodynamically stable. At these potentials and pH, the metal does not undergo
corrosion damage in aqueous solutions.

In the region bounded by lines 1, 7, 4, 9, the thermodynamically stable form
of the substance in the system is the hydrated Fe2+ cations. The metal under these
conditions is unstable and undergoes electrochemical corrosion with the formation
of the Fe2+ ions. In the part of this zone that lies below lines a and b, corrosion can
occur simultaneously with hydrogen and oxygen depolarization due to conjugated
reduction reactions of ions H+ and molecules O2, while above line a—only with
oxygen depolarization.

In the area between lines 9 and 10, the thermodynamically stable state is Fe3+
ions; thus, at these potentials and pH all other forms of substances in the Fe–H2O
system are converted into Fe3+. Iron undergoes corrosion destruction at potentials
below the line b with oxygen depolarization, and above–only due to a significant
shift of the metal potential in the positive direction.

The area between lines 2, 7, 5, 8 is characterized by the thermodynamic stability
of the non-metallic phase—iron (II) hydroxide Fe(OH)2, which is formed due to
metal corrosion. Under these conditions, the metal is thermodynamically unstable,
but due to the formation of a non-metallic phase on its surface a slight inhibition of
the subsequent corrosion process may be observed.

At potentials and pH, which lie in the area to the right of the vertical line 8 and
between 3 and 6, there is a corrosion of iron with the formation of the HFeO−

2 anions.
The region bounded by lines 4, 6, 5, 10 corresponds to the conditions of thermo-

dynamic stability of solid iron (III) hydroxide, more precisely of iron (III) oxohy-
droxide—FeOOH. Themetallic iron state is unstable, and themetal undergoes corro-
sion with oxygen depolarization, while the formation of a dense protective oxide film
with the participation of iron (III) ions on its surface can significantly inhibit themetal
corrosion due to the passivation of the surface.

Steel corrosion in aqueous salinemedia occursmainlywith oxygen depolarization
and is limited by the cathodic process of the oxidant (oxygen) diffusion to the metal
surface,while the anodeprocess usually occurs in the regionof activemetal ionization
and is limited by the electrochemical act of charge transfer. Due to the possibility of
both frontal and side supply of molecular oxygen to the metal surface, inhibition of
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the cathodic process of the depolarizer (O2) reduction is a challenging task even if a
significant surface coverage ratio of adsorbed inhibitor particles could be achieved.

Due to the difficulties of slowing down the cathodic corrosion reaction by limiting
the diffusion of the oxidant the development of the inhibitor methods for the protec-
tion of steel in neutral medium is primarily focused on inhibiting the anodic process
of ionization of the metal. This approach may be implemented due to the fact that
under certain conditions the Fe–H2O system may be shifted toward a state of the
formation and thermodynamic stability of new solid non-metallic phases that can
deposit on the metal surface transferring it into a passive state.

The diagram shows that the passive state of steel can be expected in the area of
formation on its surface of hydrated iron (III) oxides,which have the ability to provide
effective protection of the metal. Oxidative and salt passivators are widely used to
protect steel in neutral and aqueous saline media [5–7]. Of particular interest are
inhibitory mixtures, which are characterized by the synergism phenomenon within
its components [8–16].

Passivation of steel can be achieved by applying external anodic polarization or
by creating an internal cathode current by reducing the inhibitor and substantially
accelerating the cathodic corrosion process.

As has been shown in previous studies [17–21] that despite an ability to adsorb and
reduce on a metal surface the oxidative inhibitors may transfer the metal to a passive
state only in cases where the transition of the Fe–H2O system to thermodynamically
stable state of hydrated iron (III) oxides may be achieved.

Such typical behavior of the system can be illustrated by the analysis of the
sodiumnitrite inhibitive efficiency at different pH. In a neutral aqueous saline solution
(pH 7.3), despite it shows high rated protective efficiency that marginally increases
at higher inhibitor concentrations (Fig. 2), it tends to provoke localized corrosion
damage that limiting its application as individual inhibitor.

According to the results of the polarizationmeasurements, NaNO2 at pH 7.3 shifts
the electrode corrosion potential in a positive direction due to the inhibition of the
anodic reaction. At the same time, under these conditions the influence on cathodic

Fig. 2 Dependence of the
inhibition efficiency for
carbon steel in the aqueous
saline solution on the
concentration: 1—NaNO2 at
pH 7.3; 2—NaNO2 at pH 10;
3—Na2SiO3 at pH 11.2
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(a) (b)

Fig. 3 a Cathodic (1, 2, 3) and anodic (1′, 2′, 3′, polarization curves for carbon steel in: 1, 1′—
background aqueous saline solution, 2, 2′—in the presence of NaNO2 (30 mmol/l), 3, 3′—in the
presence of NaNO3 (30 mmol/l) at pH 7.3. b Cathodic (1, 2, 3) and anodic (1′, 2′, 3′,) polarization
curves for carbon steel in: 1, 1′—background aqueous saline solution, 2, 2′—in the presence of
NaNO2 (30 mmol/l), 3, 3′—in the presence of NaNO3 (30 mmol/l) at pH 10

reduction is virtually have not been observed (Fig. 3). It can be assumed that the initial
act of the inhibitor action is its adsorption with the participation of a sp2—hybrid
electron pair of the central nitrogen atom. This theoretical representation is in line
with the results obtained for sodium nitrate that does not have such an electron pair
and contains a coordinationally saturated central atom. In contrast to nitrite (NO2

−),
the nitrate ions (NO3

−) do not show significant inhibitory effect on steel corrosion
at different pH values and can even promote corrosion under certain conditions
(Fig. 3a, b).

Comparative analysis of the polarization measurements for NO2
− and NO3

− ions
at different pH values shows that the sodium nitrite efficiency improved significantly
at pH 10 as compared to pH 7.3 greatlywidening the full passivation zone (Fig. 3, 4e).
In contrast, no improvement in electrochemical behavior in the presence of NO3

−
ions has been observed which is in line with theoretical expectations.

To ensure effective passivation of the steel surface, it is necessary to establish
conditions (potential and pH) for the transition of the system to a state where
thermodynamically stable form of products is a hydrated iron (III) oxides:

Fe2+ + 3H2O � Fe(OH)3 + 3H+ + e−

Ability of NO2
− ions to reduce on the metal surface contributes to a greater poten-

tial shift at pH 10 that leads to a system transition to a region of the thermodynamic
stability of Fe(OH)3 that results in efficient passivation of the metal surface with
phase non-metallic protective layer. At the same time, the obtained results for NO3

−
system correspond to an area of the thermodynamic stability of hydrated iron (II)



Thermodynamic States and Transitions Diagrams in Surface Engineering … 451

ions. Such products are not capable to form dense protective films to efficiently slow
down further corrosion processes.

Proposed theoretical representation of the NO2
− inhibition mechanism that

implies its reduction on the metal surface may be further supported by the analysis
of other oxidative anions with the coordination-saturated central atoms. Inhibitory
effect of such compounds is due to the inhibition of the anodic partial reaction, thus
the corrosion potential of the metal is shifted to the positive direction.

At the same time, similar to the NO−
3 ions the oxidative anions CrO2−

4 does not
show improvement in protection efficiency at the pH 10 compared to pH 7.3 that is
attributed to its inability to reduce on the metal surface. According to the Pourbaix
diagram (Fig. 1), the thermodynamically stable products for such potentials and pH
are hydrated iron (II) ions.

3.3 Inhibitive Mechanism Aliasing Effects

Individual passivating inhibitors are usually considered as “dangerous” due to the
high risk of pitting in the case of local damage to the protective film (Fig. 4d)
that may lead to rapid structural degradation and premature equipment failure. To
address this disadvantage, increase the protective efficiency and reduce the effective
inhibitor concentrations, it is advisable to complement oxidative inhibitors with salt
passivators that are capable to form slightly soluble salts with iron (II) cations, which
occur as a result of local damage to protective phase films.

Oxidative and salt passivators are able to form synergistic compositions with high
efficiency of anticorrosive action [19–21]. It has been previously shown that marked
synergistic effect may be observed within mixtures based on sodium nitrite as well as
oxohalides with sodium silicate, phosphate, carbonate, and others. Depending on the
molar concentration ratio of the components, they are characterized by synergistic
extremes and demonstrate wide areas of complete passivation that may be considered
as full protection of themetal against corrosion. Thewide range of concentration ratio
where inhibitive mixture may exhibit improved protective efficiency is extremely
important for practical applications as the protection will sustain even in the case if
the concentration of one component will be depleted.

In particular, synergistic inhibitivemixtureNaNO2 +Na2SiO3 demonstrate excel-
lent protective efficiency both in terms of rated reduction in corrosion rate and
resulting surface morphology (Fig. 5, 6).

Preconditions and regularities of the phase protective layer formation in presence
of such inhibitive mixtures have been previously covered in detail [20].

Results obtained in the present work are found to be in a good agreement with
theoretical expectations that imply reduction of: NO2

− and ClO3
− ions that facilitate

to a formation of protective film of hydrated iron (III) oxides with the inclusion of
slightly soluble salts originating from the salt passivator components of the mixture
[19–21]. Other studied inhibitive mixtures based on NaNO2 or KClO3 also exhibit
synergistic behavior (Fig. 7a–c, f) with salt passivators and tend to improve finish of
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(a) (b) (c)

(d) (e)

Fig. 4 Sample morphology: a—without exposition, b—after 168 h exposition in blank solution at
pH 7.3; c—after 168 h exposition in blank solution at pH 10, after168h exposition in presence of
NaNO2 (30 mmol/l) at pH 7.38 d and pH 10 e

(a) (b)

Fig. 5 Cathodic (1, 2,) and anodic (1′, 2′) polarization curves for carbon steel in the presence
of: a—1, 1′—background aqueous saline solution at pH 10; 2, 2′—in the presence of Na2SiO3
(30 mmol/l). b—1, 1′—background aqueous saline solution at pH 10; 2, 2′—NaNO2 (10 mmol/l)
+ Na2SiO3 (20 mmol/l)
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(a) (b)

Fig. 6 Morphology of the protective film after 168 h exposition in solution with: a—Na2SiO3
(30 mmol/l); b—NaNO2 (10 mmol/l) + Na2SiO3 (20 mmol/l)

(a) (b) (c)

(d) (e) (f)

Fig. 7 Inhibitive efficiency vs concentration ratio of the binary mixture components. Key: 1—
Na3VO4; 2—Na2CrO4; 3—NaNO2; 4—Na2SiO3; 5—Na3PO4; 6—KClO3; 7—PHMG

the metal surface.
In contrast, binary inhibitive mixtures composed according to a similar schema as

oxidative passivators (Na3VO4, Na2CrO4) but with coordinately saturated acidizing
anions with the addition of salt inhibitors (Na2SiO3, Na3PO4) demonstrate negative
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mechanism aliasing that results in noticeable antagonistic effects both in terms of
protection efficiency and the amount of surface corrosion damage (Fig. 7d, e). Such
behavior may be attributed to a concurrence among the individual inhibitive action
factors that take place between the mixture components due to structural similarities
that reduce efficiency at specific concentration ratio [21].

Nitroaromatic compounds—nitrobenzoates and nitrofuroates also are promising
component of synergistic inhibitive mixtures due to the presence of nitro group (–
NO2) attached to an aromatic ring. For further research to clarify the criteria for the
selection of components for synergistic composition 3-nitrobenzoic acid (contain
nitro group) and benzoic acid (without nitro group) were investigated. According to
the gravimetric measurements, 3-nitrobenzoic acid and benzoic acid at pH 7 does
not show significant inhibitory effect on steel corrosion and can even promote corro-
sion under certain conditions (Figs. 8 and 9), while at pH 9–11 efficiency as corro-
sion inhibitors for 3-nitrobenzoic acid increases greatly, while benzoic acid tends
to promote corrosion (Fig. 8). It may be attributed to the reduction process of 3-
nitrobenzoic acid. Thereby, the mechanism of the action of NO2

−-ion (Fig. 3) and
organic nitroaromatic substances is similar.

Investigation of the kinetics of the electrode processes in the presence of 3-
nitrobenzoic acid under pH 10 using the polarization measurements shows notable
deceleration in the anodic reaction rate owing to a passivation of the metal surface
(Fig. 9b).

For improving the inhibition efficiency and surface morphology, the syner-
gistic mixture 3-nitrobenzoic acid (oxidative-type inhibitor) with Na2SiO3 (salt type
inhibitor) has been investigated. The isomolar series method has been employed for
determining the optimal concentration ratio and synergistic maximum (Fig. 10).
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Fig. 8 Dependence of the inhibition efficiency for carbon steel in the aqueous saline solution on
the concentration: a 1—benzoic acid at pH 6.8; 2—benzoic acid at pH 10; b 1—3-nitrobenzoic
acid at pH 5.8; 2—3-nitrobenzoic acid at pH 10
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(a) (b)

Fig. 9 aCathodic (1, 2) and anodic (1′, 2′) polarization curves for carbon steel in: 1, 1′—background
aqueous saline solution, 2, 2′—in the presence of 3-nitrobenzoic acid (10 mmol/l). bCathodic (1, 2,
3) and anodic ( 1′, 2′, 3′, polarization curves for carbon steel in: 1, 1′—background aqueous saline
solution, 2, 2′—in the presence of 3-nitrobenzoic acid (10 mmol/l) at pH 10, 3, 3′—in the presence
of Na2SiO3 (30 mmol/l), 4, 4′—in the presence of 3-nitrobenzoic acid (2.5 mmol/l) + Na2SiO3
(7.5 mmol/l)
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Fig. 10 Inhibitive efficiency vs concentration ratio of the binary mixture components. a 1—
benzoic acid + Na2SiO3, 2—3-nitrobenzoic acid + Na2SiO3 (total concentration 10 mmol/l);
b 3-nitrobenzoic acid + Na2SiO3 (total concentration 5 mmol/l)

Investigation of the kinetics of the electrode processes in the presence of syner-
gistic mixture under pH 10 using the polarization measurements shows notable shift
of the potential to the positive direction and significant deceleration of the anodic
process owing to a passivation of the metal surface even when the total concentration
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of the synergistic composition is reduced by 6 times compared to the concentration
of sole Na2SiO3.

It was found that protective efficiency of the mixture against the concentration
ratio has extreme character reaching the peak value of 99.99% at the 3-nitrobenzoic
acid with Na2SiO3 ratio as 1:1. This inhibitive composition demonstrates significant
improvement in morphology and continuity of the protective phase film (Fig. 11).

At the same time, the benzoic acid in mixtures with Na2SiO3 demonstrates antag-
onistic effect that in line with theoretical expectations and shows the applicability of
the proposed inhibitive mechanismmodel for additives of different nature (Fig. 10a).

Based on a comprehensive analysis of studied systems [17–21], the overall action
of a given additive has been splitted to individual factors of specific influence and
further interpretation of the mixture behavior has been performed on the basis of
the positive and negative mechanism aliasing model. Depending on the nature of
the interaction between individual factors the supplementary, complementary and
tandem action may be distinguished while antagonistic effects are attributed to
negative mechanism aliasing.

(a) (b) (c)

(d) (e) (f)

Fig. 11 Sample morphology: a—without exposition, b—after 168 h exposition in blank solution at
pH 7.3; c—after 168 h exposition in the presence of Na2SiO3 (5 mmol/l); d—after 168 h exposition
in the presence of 3-nitrobenzoic acid (5 mmol/l); e—after 168 h exposition in the presence of
the binary mixture3-nitrobenzoic acid + Na2SiO3 (total concentration 5 mmol/l); f—after 168 h
exposition in the presence of the binary mixture3-nitrobenzoic acid+Na2SiO3 (total concentration
10 mmol/l)
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4 Conclusions

A range of additives of different nature and their binary mixtures have been inves-
tigated in regard to their influence on the corrosion processes. It was shown the
applicability of the thermodynamic state and transitions diagrams for analysis of
electrochemical processes and interactions during the development and optimization
of synergistic inhibitive compositions.

It has been demonstrated that the possible positive and negative mechanism
aliasing effects between mixture components may be predicted analytically for
well-defined systems that is crucial for development of the synergistic mixtures.

Employment of the refined theoretical models for a mechanism coaction within
a multicomponent environment provides an ability for development novel materials
degradation prevention methods based on the phase layers formation that may be
considered as controlled in situ synthesis.
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The Investigation of Morphology,
Topography, and Surface Fractality
of Heterooxide Composite Coatings

Iryna Yu. Yermolenko, Hanna V. Karakurkchi, Maryna V. Ved,
and Nikolay D. Sakhnenko

The scientific and practical interest to heterooxide oxide composite coatings is
explained by a wide range of their functionality. Such coatings are used as deco-
rative [1], anti-corrosion [2], magnetic [3], as carriers of catalytic systems [4], etc.
To obtain them, cathodic electrodeposition by direct [5] and pulsed current [6] as
well as plasma-electrolyte oxidation [7–9] is used.

An important point in the electrochemical deposition of multicomponent alloys
is the prediction of their functional properties, which is based on the results of the
analysis of the composition and structure of coatings, including the morphology and
topography of the surface.

The establishing of the relationship between the composition, structure, and prop-
erties of alloys, as well as correct interpretation of the results obtained, contributes
to the solution of very specific practical problems of controlling the composition
and structure of electrolytic coatings. This is the basis for the predicted electrochem-
ical synthesis of modern materials with the required properties and performance
characteristics.

The inclusion of refractorymetals (tungsten, molybdenum, etc.) into the composi-
tion of galvanic alloys promotes the formation of an amorphous structure of coatings.
This has a favorable effect on the structurally dependent properties of the synthe-
sized materials, such as microhardness, corrosion resistance, and catalytic activity
[10–12].

Safizadeh et al. [13] depositedX-ray amorphous coatings of Fe–Mowith amolyb-
denum content of 47% and Fe–Mo–P with a content of 21–30%molybdenum and 9–
16% phosphorus, which was confirmed by XRD analysis. The authors note a greater
roughness of phosphorus-containing coatings and an improvement in catalytic prop-
erties by 16.5% comparedwith binary Fe–Mo in the reaction of electrolytic evolution
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of hydrogen in a model environment for the production of chlorate. According to the
presented data, the overvoltage of hydrogen evolution at the Fe54Mo30P16 electrode
is reduced by 30% compared to the low-carbon steel electrode.

The results of studies byGomez and Pellicer [14, 15] show a tendency to themani-
festation of soft magnetic properties in binary Co-Mo coatings during the transition
from crystalline to spheroidal structure of the alloy.

Gong et al. [16] showed an increase in the coercive force of galvanic deposits
of Co–Ni–Fe sympatically surface roughness. The authors show that dependence of
coercive force on the thickness of the coating it has pointed out the extreme in the
range of 5–50 nm at amaximumfilm thickness at 20 nm.Gong et al. [16] attribute this
dependence to the regulation of the coercivitymechanism by anisotropy, in particular
by changing the elemental composition, grain size, surface roughness, and internal
stresses during film formation.

Along with the morphology, sufficiently comprehensive information on the struc-
ture of the coatings is provided by the analysis of the topography and the deter-
mination of the class of surface roughness of electrodeposited films. In materials
science, roughness is a characteristic of surface quality and depends on the method
of processing (grinding, polishing, etc.) of the material. During the deposition of
electroplated coatings, this parameter not only reflects the degree of roughness of
the substrate, but is the result of the process of nucleation on the substrate of foreign
material and crystal growth during the formation of the alloy [17]. Together with
topography, roughness can be an additional indicator of the degree of surface devel-
opment. Among the criteria for evaluating roughness, the most used are the arith-
metic mean roughness Ra and root-mean-square roughness (rms) Rq. The method
of contact scanning using an atomic force microscope (AFM) is considered the most
informative for determining the roughness parameters [18]. However, the Ra and Rq
values can be very different for different scan areas (48× 48 um, 20× 20 um, 10×
10 um, 5 × 5 um) and sample position, as noted Shuyi Gan i Qing Zhou [19].

To eliminate this dependence, many methods are proposed, among which fractal
analysis can be distinguished [20]. In modern materials science, a fractal is consid-
ered as a kind of universal chemical-structured unit that carries information about
the structure and properties of materials. According to Kotowski [21], multifractal
spectra may differ for different samples; however, they are identical for one sample
even if its size or position is accidentally changed. The positive experience of using
fractal analysis to assess the mechanical and corrosion damage of metal structures
[22, 23] confirms the feasibility of determining fractality when studying the structure
of galvanic alloys. The self-similarity and identity of fractals, in combination with
the parameters of the surface roughness, makes it possible to objectively assess the
structure of the coatings in the transition from nano- to macro-relief.
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1 Experimental

1.1 The Obtaining Composites Fe–Co–MoOx

The Fe–Co–MoOx were deposited on a copper M1 and onto a mild steel substrate
from electrolytic bath of composition, mol/dm3: iron(III) sulfate 0.05–0.075, cobalt
sulfate 0.15–0.2, sodium molybdate 0.04–0.06, sodium citrate 0.4–0.5, sodium
sulfate 0.15, and boric acid 0.1; the pH value was adjusted within the range 4.0–4.6
by addition of sulfuric acid or sodium hydroxide.

The acidity of electrolyte was controlled by pH-meter pH-150 M with the glass
electrode ESL-6307. The electrolyte solutions were prepared using the certified
reagents of chemically pure grade on the distilled water. The electrolyte temperature
at a level of 25–30 °C was maintained. Pretreatment of samples surface includes
mechanical polishing, polishing, degreasing, chemical etching in a mixture of the
50% nitric and 50% sulfuric acids, thorough washing with distilled water and drying.

Electrolysis was performed in the two-electrode glass cell using radially posi-
tioned anodes of AISI 304 steel. The Fe–Co–MoOx films were deposited by two
modes: (i) direct current (dc) with the current density i of 2–3 A/dm2 and (ii) pulse
current (pc) with amplitude i of 3–5 A/dm2 at the range on/off time of 2–50 ms.
The ratio of the cathode to the anode area was 1: 5, and volume current density was
kept at the level 2 A/dm3. For deposition of coatings in a galvanostatic regime with
the current density i 2–9 A/dm2, stabilized B5-47 power sources were used. The
magnetic stirrer with heating of MM-5 was used for mixing intensity and heating of
the electrolyte to the required temperature.

1.2 The Obtaining Heterooxide Coatings Al2O3·MOx(M–Co,
Mn)

The oxide coatings Al2O3·MOx(M–Co, Mn) were formed on substrates of Al alloys
in alkaline electrolytes by plasma electrolytic oxidation (PEO). The electrolytes
composition is given in Table 1. The distilled water and certified reagents of chemi-
cally pure grade were used for the electrolytes preparing. The surface of samples for

Table 1 Composition of
electrolytes for obtaining of
heterooxide PEO coatings

Substrate Coating Electrolyte,
mol/dm3

Al alloys: AD0, D16,
AMn, AL25

Al2O3 K4P2O7—1.0

Al2O3 · CoOx K4P2O7—0.4;
CoSO4—0.1

Al2O3 · MnOy NaOH—0.005;
KMnO4—0.05
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oxidation was prepared by grinding with subsequent degreasing, washed twice with
cold and hot water, and dried at the temperature of 30–40 °C.

The heterooxide coatings formation was conducted in a galvanostatic mode. The
current density (j) was varied in the range: 3–5 A/dm2 for Al2O3 · CoOx coatings
and 10–20 A/dm2 for Al2O3 · MnOy. The electrolyte temperature was maintained
within the interval of 20–25 °C. Processing time was 15–30 min.

1.3 The Research Methods

The chemical composition of the coatings was determined by energy-dispersive X-
ray spectroscopy by an Oxford INCA Energy 350 electron probe microanalysis
integrated into the system of the SEM. The X-rays were excited by exposure of
the samples to a beam of 15 keV electrons. The surface morphology of the deposits
was studied with a Zeiss EVO 40XVP scanning electron microscope (SEM). Images
weremade registering secondary electrons (SEs) via scanningwith an electron beam;
thismodemade it possible to study the topographywith a high resolution and contrast
ratio.

The elemental composition was determined by X-ray fluorescence method.
The surface morphology and topography were examined by an atomic force

microscopy AFM using NT–206 microscope. Scanning was performed by contact
probe CSC-37 with a cantilever lateral resolution of 3 nm. The scan areas were fixed
in the range of 40.0× 40.0μm, 20.0× 20.0μm, 10.0× 10.0μm and 5.0× 5.0μm,
and the height of the surface relief was recorded with a resolution of 256 × 256
pixels. Areas for scanning were selected in the center of the samples, to compare the
diversity of the surface of the study which was repeated for two areas spaced at a
distance of 1500 μm [24].

The visualization of the results was carried out by means of relief reconstruction
in the form of 2D and 3D topography maps (the height is reflected in color).

The AFM data were processed using Explorer software by analyzing the average
amplitude parameters of the surface roughness: (1) the arithmetic mean Ra (ISO
4287/1), which determines the surface roughness as a two-dimensional arithmetic
value; (2) the rootmean squareRq (ISO4287/1),which is a determinant characteristic
of surface roughness.

The fractal dimensionwas estimated by the «perimeter–area»method («slit-island
method» (SIM)). For this, the surface was cut at a level of 20% of the highest peak
of the map. A graph was built in coordinate’s lgP – lgS, and the fractal dimension
was determined through the slope of the straight line k:

D = k/2.
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2 The Research of the Morphology and Surface
Topography of Fe–Co–MoOx Coatings

Previously, the kinetic regularities of the deposition process of iron and cobalt with
molybdenum into a ternary alloywere investigated. It was shown that, firstly, compet-
itive reduction of alloy-forming components (iron, cobalt, and molybdenum) occurs
during co-deposition into a ternary alloy [25]. Secondly, the reduction of oxometal-
late MoO4

2– occurs both during the electrochemical stage and during the subsequent
chemical reaction between the adsorbed hydrogen atoms and intermediate molyb-
denum oxides. The contribution of each of these reactions to the cathodic process,
among other things, on the type of polarization is depended. The pulsed current use
promotes a more complete reduction of molybdenum. The last significantly affects
the content of both the refractory component and the oxygen content in the alloy.
Obviously, this will affect on the coating structure and its properties.

Analysis of the energy dispersive X-ray spectra of the coatings indicates that
the components are co-deposited into the alloy in the ratio ω(Fe): ω(Co): ω(Mo)
= ~1: 1: 1 in the galvanostatic mode. However, we observe an uneven distribution
of alloy components over the surface. Also, the alloys are characterized by a high
oxygen content both on the hills (21 Fe, 22 Co, 26 Mo, and 31 O at. %) and valleys
(16 Fe, 17 Co, 20 Mo, and 47 O at. %). The high concentration of oxygen in the
alloy composition indicates incomplete reduction of molybdate-ions to molybdenum
oxides MoOx.

In the valleys, the oxygen content is higher than on the hills, which is associated
with the inclusion of intermediatemolybdenum oxidesMoOx in the coating (Fig. 1a–
c).

Themolybdenumcontent increases, and the oxygen content decreases on the relief
hills due to the localization of a higher current density and amore complete reduction
of intermediate molybdenum oxides by ad-hydrogen atoms. But the oxygen content
at the same high enough—32 to 34 at. %.

The results obtained make it possible to consider the obtained coatings as
composite electrolytic coatings of the general composition Fe–Co–MoOx.

For deposits obtained by pulsed current, the ratio of the components in the
alloy is defined as ω(Fe): ω(Co): ω(Mo) = ~3: 2: 1 (Fig. 1d, f, g). Probably, this
behavior of the system is associated with the peculiarities of the co-deposition mech-
anism, including a change in the rate of partial reactions of alloy-forming compo-
nents reduction and evolution of gaseous hydrogen. The molybdenum content in
the alloy is reduced by only 2–6 at. %, and the oxygen content is halved and does
not exceed 25 at. %. This is due to the participation of ad-hydrogen atoms in the
chemical reduction of intermediate molybdenum oxides to metal during polarization
interruption.

It should be noted that the optimal current density for deposition Fe–Co–MoOx

coatings is 3 A/dm2. Further increase in the current density (up to 5 A/dm2) leads to
cracking of the coatings (Fig. 1f, g), which indicates the internal stresses increase in
the films obtained at increased current densities.
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DC PC

i = 2 A/dm2

Fe14Co15Mo18O53 (at. %)

i = 3 A/dm2, ton/toff = 2ms/5ms

Fe36Co26Mo13O25 (at. %)
a d

i = 2,5 A/dm2

Fe16Co15Mo19O50 (at. %)

i = 5 A/dm2, ton/toff = 2ms/10ms

Fe37Co26Mo13O24 (at. %)
b f

i = 3 A/dm2

Fe14Co13Mo18O55 (at. %)

i = 5 A/dm2, ton/toff = 2ms/50ms

Fe34Co27Mo16O23 (at. %)
c g

Fig. 1 Composition and morphology of Fe–Co–MoOx coatings deposited by direct (a, b, c) and
pulse current (d, f, g)
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Atomic force microscopy (AFM) made it possible to study in more detail the
surface topography of Fe–Co–MoOx coatings.

For AFM analysis, we selected samples of coatings deposited onto a mild steel
substrate which are containing (a) iron 31, cobalt 31, and molybdenum 38 at. %,
obtained in galvanostatic mode, and (b) iron 44, cobalt 35, and molybdenum 21 at. %
are deposited by pulse current (in terms of metal).

Films obtained in the galvanostatic mode are characterized by a globular surface
with an agglomerate size of 1–3 um formed by spheroids 0.3–0.5 um in size (Fig. 2a,
b). The formation of a globular structure is also confirmed by the pattern of the tilt
angles distribution of the elementary sections of surface (Fig. 2c).

Analysis of the heights distribution histogram and CS-topography the surface
sections show a pronounced alternation of hills and valleys (Fig. 2b, c). The peri-
odicity of the valleys is 1–2 um, and their depth varies from 0.5 to 2.0 um, which
indicates a substantial development of the surface. This is confirmed by the values of
Ra and Rq for Fe–Co–MoOx alloy were defined as 0.29 um and 0.37 um, respectively,
that much higher than those for the polished mild steel substrate (Ra = 0.007 um and
Rq = 0.010 um).

The fractal dimension was determined by the «slit-island method» (SIM). The
scan research results at area of 48 × 48 um show that the fractal dimension D for
Fe–Co–MoOx coating is of 2.64 with, which reflects three-dimensional nucleation

Fig. 2 2D, 3D surface maps a, cross-sectional profiles b and histogram of height distribution, tilt
angles distribution of the elementary sections of surface, and orientation angles to the normal (c) of
Fe–Co–Mo alloy deposited by direct current. Scan area 10 × 10 um
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Fig. 3 Self-similarity of
Fe–Co–MoOx coating,
obtained by direct current.
Scan area 10 × 10 um

during coating growth. Fractal dimension ranges from 2.42–2.48 with decreasing the
scan area to 10× 10 um (Fig. 3) and becomes lowerD= 2.05 in the nanoscale relief
(5× 5 um). The above parameters indicate a local leveling of the surface during the
transition to a nanoscale relief.

In addition, the uniform distribution of orientation angles to the normal indicates
the isotropy of the surface properties of Fe–Co–MoOx coatings.

The formation of intermetallic Fe7Mo, Fe7Co, FeCo phases, confirmed by the
X-ray diffraction analysis results [26], and developed structure of surface layers
determine high anticorrosive, mechanical, and electro-catalytic properties of Fe–
Co–MoOx coatings.

This is a favorable factor for the use of suchmaterials as electrodes in the reactions
of hydrogen and oxygen electrochemical reduction, as well as the oxidation of low
molecular weight alcohols, as shown by testing [26].

The morphology of coatings deposited by pulse current differs significantly from
films obtained in galvanostatic mode. Earlier, we reported about the inhomogeneity
of the surface coating deposited in a pulsed mode [27]. The presence of two type’s
fields was established. The first field has a globular structure with a grain size of
0.2–0.3 and with singly located cone-shaped hills. The diameter of the cone-shaped
hills is 3 um, and the height is 2.4 nm, which determines the value of the parameter
Rq = 0.13 within one scanning area [27].

The second type of field is shown in Fig. 4. On 2D and 3D maps of surface
topography, a structure with hills and valleys is visualized, identically to the crystal
lattice of cobalt. In truth, the X-ray patterns of Fe–Co–MoOx coatings obtained by
PC visualize lines corresponding to metallic cobalt, but the lines of intermetallic iron
compoundswith cobalt are disappearing [26]. Thehistogramof tilt angles distribution
of the elementary sections of surface also indicates the formation of sharp hills on
the film surface (Fig. 4c).

The periodicity of the valleys is 0.2–0.5 um, and their depth varies does not exceed
1 um, as shown in Fig. 4. The histogram of height distribution in this area indicates a
rather smooth transition between heights and a more even distribution of sharp hills
of different heights, which indicates a leveling of the surface also (Fig. 4c).
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Fig. 4 2D, 3D surface maps a, cross-sectional profiles b and histogram of height distribution, tilt
angles distribution of the elementary sections of surface, and orientation angles to the normal (c) of
Fe–Co–Mo alloy deposited by pulse current. Scan area 10 × 10 um

Surface roughness values Ra and Rq were defined as 0.064 um and 0.078 um,
respectively, which is much less compared to samples obtained in galvanostatic
mode.

Analysis of the surface cross-sectional profiles of the between the markers
(Fig. 4b) indicates the formation of small cone-shaped grains with a size of 0.2–
0.3 um and their association into crystallites, the size of which ranges at 0.5–3.5
um.

Fractal dimensionD on samples with scanning areas of 48× 48μm, 20× 20μm,
10 × 10 μm, and 5 × 5 μm is defined as 2.69; 2.47; 2.54; and 2.51, respectively.
The pattern of the location of points in the coordinate’s lgP – lgS (Fig. 5), as well as
a slight deviation of the fractal dimension from the mean value, indicates a uniform
distribution of self-similar structures in the transition from micro- to nano-relief.
Analysis of the histogram of the orientation angles to the normal allows us to talk
about the anisotropy of the surface properties of coatings deposited in a pulsed mode,
which will favorably affect the magnetic properties of the synthesized materials
(Fig. 5c).
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Fig. 5 Self-similarity of Fe–Co–MoOx coating structure, obtained by pulse current. Scan area 10
× 10 um

Fig. 6 Surface morphology of the heterooxide coatings Al2O3 · CoOx on Al alloys: AD0 a, AMn
b, D16 c, AK12M2MgN, d Magnification × 1000

Studies of physicochemical properties prove that coatings obtained by a pulse
mode exhibit soft magnetic properties (Coercive force = 7–10 Oe) and demonstrate
higher microhardness indices compared to the galvanostatic mode [28]. At the same
time, the films deposited on direct current are characterized by higher electrocatalytic
properties.

3 Research of Plasma-Electrolyte Coatings
Al2O3 · CoOx(MnOy)

The heterooxide coatings doped with transition metals in particular Co and Mn
are of practical interest as catalytic materials for electrochemical and hetero-phase
transformations.

The inclusion of metal-dopants into the composition of the synthesized oxide
coatings changes surface morphology of the treated materials.

In the proposed modes of PEO, aluminum alloys are formed uniform cobalt-
containing coatings, which are characterized by a “spheroidal-mosaic” morphology
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of the surface, the protrusions ofwhich are enrichedwith the target active component.
For the studied alloys, the cobalt content varies from 13.6 to 23.6 at. % and increases
in a number of alloys D16 < AMn < AD0 < AK12M2MgN.

Synthesis of manganese-enriched (up to 35.0 at. %) heterooxide layers with
uniform distribution of the active component is provided in the mode of “decreasing
power” at a polarization current density of 10–20 A/dm2 for 15–30 min. The higher
values of j (20 A/dm2) at the initial stage provide the formation of the oxide matrix
Al2O3 and the removal of alloying elements of alloy from the surface layers. The
further reduction of j to 10–15 A/dm2 after achieving stable sparking allows forming
uniform strongly adhered heterooxide layers. The heterooxide coatings doped with
manganese are finely dispersed with a uniform distribution of the active ingredient
on the surface (Fig. 7).

The manganese content in the synthesized oxide layer varies from 23.7 to 33.2
at. % and increases in a number of alloys AMn < D16 < AD0 < AK12M2MgN. The
obtained dependence can be explained by the kinetic features of the formation of
heterooxide coatings in manganese-containing electrolytes.

Analysis of the surface morphology of the formed oxide coatings indicates a
high degree of its development and the presence of globular spheroidal or conical
structures.

This is the reason for certain limitations in the use of atomic force microscopy for
the study of the obtained systems, in particular by the contact method. It was found
that the scanning of the studied samples in the areas of 20–50 μm occurs under
conditions when the probe, taking into account the resolution of 3 nm, fixes only the
outer part of the formed coating and does not reach the main surface of the sample
(Fig. 8).

However, these results are important for the comparative analysis of plasma-
electrolyte treatment for the formation of heterooxide coatings.

The reducing the size of the scan areas of the formed PEO coatings on aluminum
alloys of different chemical composition allows us to observe differences in the
topography of the surface oxide layers. The crater-like fused holes formed during
the combustion of spark and micro-arc discharges were found on small areas of the
scan on the surface (Fig. 9). Such depressions are probably the outer part of the

Fig. 7 Surface morphology of the heterooxide coatings Al2O3 · MnOy on Al alloys: AD0 a, AMn
b, D16 c, AK12M2MgN d, Magnification × 1000
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Fig. 8 2D maps of the surface of heterooxides coatings: Al2O3 a; Al2O3 · CoOx b, c. Scanning
area: 47.8 × 47.8 μm a; 30.0 × 30.0 μm b; 20.0 × 20.0 μm c

Fig. 9 2D , 3D surface maps and cross-sectional profiles of coatings Al2O3 obtained on Al alloys:
AD0 a; D16 b; AK12M2MgN c

combustion channel—a closed (dead-end) pore [29].
The pore size of oxide coatings changes from tens of nanometers to micrometers

and more and decreases in the number of alloys AD0 (Fig. 9a) > D16 (Fig. 9b) >
AK12M2MgN (Fig. 9c). The revealed regularity correlates with the kinetic depen-
dences of the formation of plasma-electrolyte coatings on these alloys. The deter-
mined topography of the surface layer is also fully consistent with the data on
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the morphology of the surface by SEM analysis. The obtained results confirm the
peculiarities of the formation of oxide coatings on alloys of different composition
[30].

Oxide layers of Al2O3 are very rough and formed by sets of crystallites with
rather sharp angles. Analysis of the absolute relief height of these coatings shows
that the most developed oxide layer is formed on a technical aluminum alloy AD-0
(z = 1.3 μm, where z is the height). This indicator for alloy D16 is 1.2 μm. For
the alloy AK12M2MgN at an average height of relief z = 0.9 μm, the presence of
sharp crystallites with a size of 1.0–1.5μm. They are probably oxides of the alloying
components of the alloy, mainly silicon, in the surface layer, given the analysis of
the chemical composition of the coating.

As previously established, the factors influencing themorphology and topography
of surface layers during PEO are changes in the composition of working solutions,
as well as variations in the energy parameters of oxidation.

It is shown that the incorporation of cobalt andmanganese into the coatings causes
a change in the morphology and, consequently, the topography of their surface.

Based on the size of the areas for efficient scanning (Fig. 8), we can say that the
coating Al2O3 · CoOx has a higher degree of surface development compared to the
oxide system Al2O3.

Taking into account the “mosaic” morphology of the surface layer of cobalt-
containing systems, it is assumed that the AFM probe effectively “scanned” only the
outer part of the Al2O3 · CoOx coating. Therefore, to get a more complete idea of the
topography of the formed cobalt-containing structures is possible only when moving
to smaller areas of scanning (Fig. 10).

According to the results of AFM analysis, it was found that heterooxide coat-
ings Al2O3 · CoOx are formed by agglomerates of grains that are close in shape to
spherical. In general, the formed oxide layer is micro globular, but at the same time
quite uneven along the x-, y-, and z-axes, which is consistent with the analysis of the
morphology of the surface layers [30].

Changes in the cobalt content in the coating affect the topography of the surface
and the size of the structures that form the surface oxide layer (Fig. 11).

With increasing cobalt content in the Al2O3 · CoOy coating, the size of the crystal-
lites increases and averages 1–2 μm. They combine to form areas of smooth surface
with spherical agglomerates 6–8 μm in size.

The roughness of the oxidized surface can be characterized by the cross section
of the agglomerated formation between markers 1 and 2. Also, the topography of
the surface of the coatings is characterized by a fairly large difference between the
heights of the protrusions and depressions from 0.3 to 1.2 μm.

In contrast to cobalt-doped “mosaic” coatings, manganese incorporation results
in the formation of a fine heterooxide layer. The surface is even more developed,
therefore AFM-study of samples of Al2O3 · MnOy contact method can be performed
on scan areas with a size of not more than 5 × 5 μm (Fig. 12).

The formed Al2O3 · MnOy coating is non-porous and evenly rough. The height
difference between the highest and lowest points of coverage in the area of the
surface scan is within only 100 nm. A certain sharpness of the crystallites on the
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Fig. 10 2D-a and 3D-maps of the surface of Al2O3 · CoOx with Co containing, at. %: 8 a; 13 b

cross-sectional profile of the surface can be explained by “failures” of the probe
when moving to the next scan line.

Quantitative assessment of the degree of surface development of mono- and
heterooxide coatings are roughness indicators (Ra and Rq) (Table 2).

For the studiedoxide systemswehave established the followingpattern: roughness
of Al2O3 · CoOx coatings are on 20–25% higher than that of Al2O3 oxide systems
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Fig. 11 2D surface maps and cross-sectional profile of coatings with Co containing, at. %: 8.0 a;
23.6 b

and manganese-doped systems. The lowest roughness values are inherent for the
system Al2O3 · MnOy. They decrease almost 5 times compared to Al2O3 coating.

Thus, we can conclude that the incorporation of manganese into the oxide matrix
of the carrier metal and the formation of a heterooxide layer of Al2O3 · MnOy helps
to align the relief of the treated surface compared to the oxide layers of Al2O3.
The obtained results also correlate with the results of the analysis of the surface
morphology of oxide coatings on aluminum alloys.

Another quantitative parameter that can be used to assess the degree of ordering
(structural organization) of the synthesized oxide materials is the fractal dimension
DF.

Fractal analysis of the formed coatings is based on the properties of self-similarity,
so it is sufficient to analyze a small part of the microstructure of the material to
obtain information about the object of study as a whole. Thus, on the Fig. 13 are
SEM-images of the morphology and the graphical analysis of the fractal dimension
of the aluminum alloys surface modified in the diphosphate electrolytes.

It is established that with increasing number of alloying elements in the compo-
sition of aluminum alloys the fractal dimension increases from 2.27 to 2.66 in a
number of alloys AD0 < D16 < AK12M2MgN. The DF for oxide coatings on alloys



474 I. Yu. Yermolenko et al.

Fig. 12 2D, 3D surface maps and section profile coating surface Al2O3 · MnOy

Table 2 Roughness indices
of PEO coatings on Al alloys

Oxide system Content of
dopant (at. %)

Roughness index (nm)

Ra Rq

Al2O3 – 229.27 294.39

Al2O3 · CoOx 23.6 284.25 387.59

Al2O3 · MnOy 33.5 47.85 62.40

D16 and AK12M2MgN does not differ significantly (within 0.05 units), while for
technical aluminum AD0 fractal dimension is 0.4 units lower.

Taking into account the obtained results, it is possible to draw a conclusion about
the influence of the treated surface composition on the morphology and topography
of obtained oxide coatings. This is an additional confirmation of the formation of a
more complex in shape (relief) oxide layer on alloyed Al alloys compared to pure
metals, which is fully consistent with the established patterns of plasma-electrolyte
synthesis of oxide coatings [31].

According to the fractal analysis, the quantitative parameters of the topography
of heterooxide coatings on alloyed aluminum alloys were specified (Fig. 14).

It is determined that the fractal dimension of the formed heterooxide systems is in
the range from 2.66 to 2.83, which is characteristic of three-dimensional structures
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Fig. 13 Morphology of surface layers (× 1000) and graphical fractal analysis of oxide coatings on
alloys: AD0 a; D16 b; AK12M2MgN c

Fig. 14 Morphology of surface layers (× 1000) and graphical fractal analysis of heterooxide
coatings: Al2O3 · CoOx a, b; Al2O3 · MnOy c. The contain of dopant metal in the coating, at. %:
ω(Co)—8 a; ω(Co)—23 b; ω(Mn)—33 c
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with complex surface relief. The fractality of PEO coatings increases in the series
Al2O3 < Al2O3 · MnOy < Al2O3 · CoOx.

The analysis of the obtained results allows to determine certain regularities that
generally coincidewith the established tendencies regarding the characteristics of the
surface of aluminum alloys modified by the PEO method. The fractal dimension of
the coatings increases with the incorporation of dopant metals into the oxide matrix
of the carrier metal. Cobalt-doped systems have the largest fractal dimension, and
Al2O3 oxide coatings have the smallest.

The obtained results on the features of the surface topography of the synthesized
materials allow us to expect a synergistic combination of functional properties of the
obtained composite materials.

The results of metallographic studies have shown that the formed mono- and
heterooxide coatings have high adhesion to the carrier metal. Introduction to the
synthesized oxide coating of dopant metals, along with the transformation of its
morphology, topography, and chemical composition, leads to the strengthening of
the surface. The microhardness of the studied systems increases in a number Al <
Al2O3 · MnOy < Al2O3 · CoOx < Al2O3. The identified patterns are explained by
the structural features of the synthesized oxide layers. Coatings on multicomponent
alloys, given the presence of alloying elements in their composition, are characterized
by higher microhardness than non-alloy metals [32].

Thus, the complex of physicochemical and physico-mechanical properties of
heterooxide systems, taking into account the morphology, topological, and structural
features of the coatings is a prerequisite for increasing their corrosion resistance and
catalytic activity.

Tests of the obtained materials on the basis of heterooxide systems in model
oxidation reactions of CO and benzene have proved that their catalytic activity is not
inferior to contacts containing precious metals [32]. This is due to the high affinity of
nonstoichiometric oxides of manganese and cobalt to oxygen and the corresponding
decrease in the activation energy of the destruction of the double bond O = O. The
bench tests of a single-cylinder diesel with a catalytic coating on the surface of the
combustion chamber of the piston showed that the use of Al2O3 · CoOx, Al2O3

· MnOy allows to influence the fuel burnout in the wall areas, which in turn reduces
hourly consumption 3% and improves its environmental friendliness [32].

4 Conclusions

(i) Methods of scanned electronic and probe microscopy confirmed a high stage
of the surface of synthesized heterooxide coatings. It is indicated that the
fractal dimension of the composite systems, supplemented with additional
components, is in the interval from 2 to 3, which is typical for trivial structures
with a folding surface relief.

(ii) It has been established that the method for the synthesis of electrochemical
coating and storage material for the lining is injected into the indicators of
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shortness and fractality. In particular, amore developed surface is formedwhen
using the pulsemode and processing ofmulticomponent alloys. It is concluded
that the fractality is influenced by the modes of formation and defects of the
treated surface, due to the chemical and phase composition of the base mate-
rial. The obtained results correlate with the analysis of the morphology and
structure of the untreated surface and the formed oxide coatings in electrolytes
of different composition.

(iii) Features of morphology and topography of surface layers in combination
with their chemical composition cause increase in functional properties of the
synthesized materials, in particular indicators of microhardness, corrosion
resistance, and catalytic activity. Thus, the established regularities expand the
possibilities of synthesis on structural materials of heterooxide coatings with
the predicted composition, structure, and properties.
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