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Foreword

This book presents the result of an innovative challenge, to create a systematic liter-
ature overview driven by machine-generated content. The topics were inspired in
conversation and collaboration with Prof. Guido Visconti, who devised a series of
questions and related keywords for the machine to query, discover, collate and struc-
ture by artificial intelligence clustering. The Al-based approach seemed especially
suitable to provide an innovative perspective as the topics are indeed both complex
and interdisciplinary, for example, climate, planetary and evolution sciences, so it
presented quite the task! Springer Nature has published much on these topics in its
journals over the years, so the exercise was for the machine to identify the most
relevant content and present it in a structured way that the reader would find useful.

The automatically generated literature summaries in this book are intended as
a springboard to further discoverability on a specific topic. They are particularly
useful to readers with limited time, looking to learn more about the subjects quickly,
especially if they are new to the topics. They can help to identify the most relevant
Springer Nature research within this field and therefore be highly useful, e.g., for
developing class reading lists or discovering content for human-written literature
reviews. Springer Nature seeks to support anyone who needs a fast and efficient
start in their content discovery journey, from the undergraduate student exploring
interdisciplinary content, to master or Ph.D. thesis researchers developing research
questions, to the practitioner searching for support materials, this book can serve as
an inspiration, to name a few examples.

So why did we take on this experimental approach? We want to continue our
innovation journey that started with the first machine-generated research book on
Lithium-Ion Batteries published in 2019. The amazing number of downloads clearly
demonstrated that there is a strong interest to further explore the role of artificial
intelligence in research publishing. Since then, our efforts continued to experiment
further with discoverability and how to find new ways to identify highly relevant
content within the myriad of publications available, structuring and summarizing
them in a way useful and time saving for readers.

From a publishing perspective, the user, which can be the author or the reader,
is in the focus of all our activities. We have conducted surveys and user research to
identify solutions best serving their needs. As mentioned from the beginning, this
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Al-driven approach should be considered as a joint journey of author, publisher and
machine. It is important to us as a publisher to make the advances in technology
easily understandable and accessible to our authors and find new ways of Al-based
author services that allow human—machine interaction to generate readable, usable,
collated, research content.

The human is the start and end of every project. The author can pick the topic
query and/or question to be answered and define the criteria for the data set that will
be summarized by the machine. The algorithm then identifies and clusters the data
set. Our user interface allows the author to dive into the content, interact with the Al
and finally refine the clustering. The machine-generated structure can then be used
by the author to inform themselves, identify individual blind spots and publications
they are unaware of, as well as pinpoint articles in a speedy manner or to generate
a summary of that research for incorporation into a publication, courses or further
reading, as in this book.

Transparency is one of the cornerstones of our efforts. As with all experiments, it
will not present perfection. We are on a journey based on machine-generated content
and would like to continue to share this journey with the research community, at the
various milestones we reach together with our authors. Looking forward, we hope
the reader will be inspired by this concept and embrace this innovation for their
own enquiries for machine-generated content. As we continue to think of new ideas,
product development, further human—machine interactions, we would be pleased to
hear your feedback. Simply send an e-mail to stephanie.preuss @springer.com with
any comments or ideas. If you are interested in editing your own Al-supported book,
please also contact us with your ideas.

Much appreciation goes to Prof. Guido Visconti, who took on this challenge with
an open mind. His professional curation and insightful introductions set the scene to
each chapter and enable the readers to start their journey of content discovery.

Robert Doe
Stephanie Preuss
Springer Nature
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Preface

Robert Doe wrote me an e-mail some time ago with a new idea for a book. His
suggestion was to use artificial intelligence to do some kind of mining of the vast
scientific literature accumulated in the Springer publications. He asked me to suggest
the topics to be searched and then write some comments on the contents of the
resulting papers. [ accepted the invitation right away and prepared a list that reflected
what I think are the most interesting and promising topics in the field of climate,
atmospheric and planetary evolution, geobiology and some esoteric ideas about the
Fermi paradox, Gaia stuff, exoplanets and the implications of their discoveries on
our future.

My idea of science (at least at my age) is that, on one side, the money spent on
it should be always justified while on the other side it must imply some fun on the
part of the person who is involved. The result is that we have very serious stuff, like
the stochastic climate models or the response theory, and then have some relaxation
with Gaia or the discussion on life in the universe. The topics given here are quite
arbitrary and may be considered as a test whose results could be applied to any other
field.

The “machine,” after finding the papers, would make a summary of the content,
and for each relevant section it would add an acknowledgment. The different chapters
however are not quite independent and can even be grouped. The topics climate and
atmosphere are included in the first five chapters and relate to different aspects
of the topic so that climate studies are treated in their most recent development
(response theory and stochastic weather and climate modeling) but also in their most
useful application (downscaling). The maximum entropy principle (MEP) can be
also considered to be part of climate studies, although the most promising application
seems to be in the field of ecology. The Gaia theory could also be considered as part
of the climate studies, but of course its implications are more important than that. At
the present time, it is still very controversial with heavy and not negligible objections
but at the same time apparently a revival could be based on the application of Markov
blankets. The chapter on geobiology is strictly related to climate studies because we
do include papers on the biogeochemical cycles which determine the concentration
of the greenhouse gases in the atmosphere.
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The most entertaining content of this exercise is concentrated in three chapters
on astrobiology, exoplanets and the Fermi paradox. However, if the papers are read
carefully we could find some useful insights about the future of our planet and the
implications to discover even elementary forms of life on other planets. As of today,
we have experienced no contacts with extraterrestrial intelligence and some begin
to have doubts about the existence of life, at the least in our galaxy. One of the
explanations for that is the existence of the so-called Great Filter, an episode (natural
or artificial) in the history of civilizations that annihilate any further development.
If we should find any form of life on any other planets, this would mean that life is
not a rare event and we on Earth should expect the Great Filter in our future. These
ideas are those of Adam Frank that encourage and justify the study of astrobiology.

What about the performance of AI? In the science fiction novel by Robert
Sheckley, “Ask a foolish question” (1953), a supercomputer is built that should be
able to answer the ultimate question. His name is “The Answerer” but was limited
in its answers by the context of the questions posed. The moral of the story is that
“...In order to ask a question you must already know most of the answer.” In our
case, we have the same problem, and when we asked the machine about “dynamical
systems and climate” or “response theory and climate change,” we got all kinds of
answers so we decided to introduce a chapter on downscaling and one on progress in
climate modeling. For the rest, the AI worked just fine considering that this is limited
to papers appearing in journals and not to books or material from meetings, etc.

We have noticed that the scientific debate in the papers is rather lively but espe-
cially in progress in climate modeling we noticed a tendency to use quite sophisticated
new mathematical tools and a growing distance from the classical practitioners of
modeling. This fact could be in response to the invocation of the authorities of the
trade (like Tim Palmer), to be more and more involved in the climate studies of
mathematicians and physicists. However, we must keep in mind that each scientific
endeavor has its tools like biology and physics but they are both respectable sciences.

The Preface usually concludes with acknowledgments, and I have to thank all the
people that permitted the use of the “machine.”

L’ Aquila, Italy Guido Visconti



About the Machine

This book was created using the Dimensions Auto-Summarization platform, which
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Chapter 1 ®)
Origin and Evolution of Atmospheres e

Introduction by Guido Visconti

The evolution of the Earth’s atmosphere is not limited to its chemical composition
but also involves other physical characteristics like pressure and temperature. It is
obvious the impact of such variables on the climate of the planet. On the other hand,
there is a clear influence of the geological history of the planet on the atmospheric
composition. Here the term geological refers mainly to the solid part of the planet
and its interactions with the ocean and the atmosphere.

Life is another important factor which affects the evolution of the planet’s atmo-
sphere. Traces of life existed quite early in the Earth’s history (around 3.8 billion years
ago) and remained “dormient” (or simply they were exploring most efficient evolu-
tionary ways) for more than a couple of billion years until it appeared to have a quite
rapid surge after the end of the “snow ball Earth” half a billion years ago. Before that
time dominant chemical reducing atmospheric environment was changed through
the action of micro-bacteria that among other things provided hazes that contributed
to compensate for the lower luminosity of the Sun at that early time.

There is a basic misunderstanding about the role of the photosynthesis as the
sources of atmospheric oxygen. We know that photosynthesis (through which oxygen
is produced) and respiration (through which oxygen is consumed) do not balance
on a global scale because a tiny part of the photosynthesized material is subtracted
to the respiration process (for example due to flooding, burial, etc.). This imbalance
constitutes a source of the atmospheric oxygen but elementary calculations show that
the consumption of all organic compounds would deplete the atmospheric oxygen
less than 1%. The attention should be directed in other directions and plate tectonics
is the most important. Oxygen is then produced during the formation of reduced
sedimentary material and consumed when the same sediments are brought up to the
surface. The role of microbiota is important also in this case.

A possible proof of this hypothesis is the explanation of the Great Oxidation Event
when about 2.5 billion year ago a sudden increase in the abundance of oxygen was
observed. The rising of atmospheric oxygen has been a fundamental factor for the

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021 1
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2 1 Origin and Evolution of Atmospheres

development of the major forms of life as we know today. One of the hypotheses is
that during that time the removal of the carbon dioxide from the atmosphere changed
from a sea floor process to a continental process.

The atmospheric composition influences the climate of our planet. A nice proof of
these effects are the so-called “faint young Sun paradox” that was discovered by Carl
Sagan and George Mullen in 1972. The Sun is a star which changes its luminosity
of about 5% every billion years. This means that in the past the Earth should have
experienced very cold periods which do not exist in the geologic records. Most of
the explanation of this paradox invokes changes in the atmospheric composition.

The study of the evolution of atmospheric composition has obvious implications
for astrobiology. First of all, hopefully, we could observe exoplanets with their atmo-
sphere undergoing different phases of evolution. The existence of forms of life at
different stages of development could indicate clues of the possible outcome of the
influence of an industrialized society on the environment.

Machine-Generated Summaries

Keywords: atmosphere, atmospheric, model, organic, value, evolution, cycle,
isotope, water, rate, temperature, gas, archean, life, component

Origin and Evolution of the Atmospheres of Early Venus,
Earth and Mars

https://doi.org/10.1007/s00159-018-0108-y

Abstract-Summary

We review the origin and evolution of the atmospheres of Earth, Venus and Mars
from the time when their accreting bodies were released from the protoplanetary disk
a few million years after the origin of the Sun.

The evolution scenario of early Earth is then compared with the atmospheric
evolution of planets where no active plate tectonics emerged like on Venus and
Mars.

This review concludes with a discussion on the implications of understanding
Earth’s geophysical and related atmospheric evolution in relation to the discovery of
potential habitable terrestrial exoplanets.

Extended

The present review, therefore, aims to piece together the latest findings in astro-
physics, planetary formation, geophysics and atmosphere evolution, to understand
why early Earth evolved to a Class I habitat and why Venus and Mars did not.
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Introduction

There are arguments that point to the fact that significant amounts of noble gases
have been trapped from the protoplanetary disk, and left in solar composition in the
interiors of early Venus and Earth (e.g. Mizuno et al. [1]; Sasaki and Nakazawa [2];
Porcelli and Pepin [3]; Dixon et al. [4]; Porcelli et al. [5]; Becker et al. [6]; Halliday
[7]; Yokochi and Marty [8]).

Understanding the origin and evolution of the atmospheres of Venus, Earth and
Mars and why Earth’s atmosphere evolved differently compared to those of its neigh-
boring planets, so that life could arise and evolve, is crucial for the search of life and
atmospheric bio-markers on potentially habitable terrestrial exoplanets (e.g. Fridlund
et al. [9]).

The present review, therefore, aims to piece together the latest findings in astro-
physics, planetary formation, geophysics and atmosphere evolution, to understand
why early Earth evolved to a Class I habitat and why Venus and Mars did not.

The Young Sun

While the long-term evolution of the Sun’s bolometric radiation is quite well under-
stood, following from calculations of the Sun’s internal structure and nuclear reac-
tions (e.g. Sackmann and Boothroyd [10]), the evolution of the high-energy radiation
is less clear.

How the long-term evolution of the magnetically induced high-energy radiation
is related to solar/stellar rotation started being clarified in the late sixties.

Cluster samples show a wide dispersion in rotation periods for ages up to a few
hundred Myr, after which they gradually converge to a unique, stellar mass-dependent
value (Soderblom et al. [11]).

An evolutionary decay law for high-energy radiation, therefore, needs to account
for the dispersion of rotation periods.

One further parameter that is important for atmospheric modelling, that is, the
hardness of high-energy radiation.

The X-ray hardness (the relative amount of “harder” to “softer” radiation)
decreases with decreasing X-ray surface flux, because more active stars are dominated
by hotter coronal plasma (Johnstone et al. [12]).

The First 100 Myr: From Planetary Embryos to Protoplanets

Important implications of the briefly described truncation mechanism are the scat-
tering of primitive planetesimals onto planet-crossing orbits during the early forma-
tion of the planets, and a much faster accretion time of proto-Venus and Earth (e.g.
Walsh et al. [13]).

For planetary embryos and planets that accreted after the first 2-3 Myr of the
solar system, magma oceans can form as a result of the conversion of gravitational
potential energy into heat upon metal-silicate separation and core formation (e.g.
Rubie et al. [14]) and of the dissipation of the kinetic energy of highly energetic
accretionary impacts (e.g. Tonks and Melosh [15]; Canup [16]).

In agreement with planetary dynamics model results related to the “Grand Tack”
hypothesis (Walsh et al. [13]; O’Brien et al. [17]) and the recent Ru isotope analysis
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of primitive meteoritic material (Fischer-Godde and Kleine [18]), it is now expected
that volatile-rich carbonaceous chondritic bodies were scattered from the outer into
the inner Solar System early in Earth’s, Venus’ and Mars’ accretion phase.

CO; Atmosphere Loss to the Sub-surface and Space

A large amount of water (Pearson et al. [19]; Schmandt et al. [20]; Pliimper et al.
[21]) interacted with Earth’s mantle environment during the early Hadean, possibly
leading to conditions favorable for a proto-plate tectonics regime.

Although the main processes which drive plate tectonics are not fully understood,
the minimum requirements are a sufficient mass relevant for the heat flow to drive
mantle convection and a certain amount of water in the planet’s interior to lubricate
plate motion (e.g. Regenauer-Lieb et al. [22]; Solomatov [23]).

One should also note that at ages as studied by Way et al. [24] the EUV flux of
the Sun would be too weak so that the water of an Earth-like ocean cannot escape
easy to space when it is in the atmosphere.

As long as a magma ocean formed, the remaining oxygen and atmospheric
nitrogen could have been incorporated into Venus’ hot magmatic crust, where the
oxygen oxidized the upper mantle material (e.g. Gillmann et al. [25]; Lichtenegger
et al. [26]; Wordsworth [27]).

Origin and Evolution of Atmospheric N,

The dissolution of nitrogen in early magma oceans or hot magmatic surface environ-
ments could have led to a significant incorporation of nitrogen into the mantle from
very early in Earth’s history (Marty [28]).

Some fixed nitrogen remains buried in the sediments, to be released during
metamorphism (e.g. Haendel et al. [29]) or subducted.

Subduction of N-bearing sediments and altered oceanic lithosphere constitutes the
primary flux of surficial nitrogen into the deep Earth (Busigny et al. [30]; Halama
etal. [31]).

The above discussion highlights the importance of biological reactions in the
cycling of nitrogen through Earth’s oceans, atmosphere, and sediments (e.g. Cartigny
and Marty [32]; Stiieken et al. [33]; Zerkle and Mikhail [34]).

The current amount of nitrogen in Earth’s crust and mantle is highly uncertain
and estimated between surface partial pressures of 0.32-5.6 bar (e.g. Goldblatt et al.
[35]; Johnson and Goldblatt [36]; Marty [37]; Marty and Dauphas [38]).

Response of Earth’s N2 Atmosphere Against the Sun’s EUV Flux During
the Archean
If this expansion occurs, strong solar wind ion pick up loss rates (Lichtenegger et al.
[39]; Scherf et al. [40]), in addition to the high thermal loss rates (Tian et al. [41,
42]) take place.

If this outgassing rate was responsible for the build-up to the present atmospheric
partial surface pressure within about 1.0 Gyr, one has to enhance the outgassing rate
by about 20 times.
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This rate is about 100 times lower than the modeled mass loss rate to space
(Lichtenegger et al. [39]).

Earth’s Atmosphere at the Time of Life’s Origin

Airapetian et al. [43] studied the prebiotic chemistry and greenhouse warming of the
early Earth by including solar activity effects (i.e. superflares, frequent collisions with
Coronal Mass Ejections (CME), solar wind-induced shocks, high energy particles
and compressed magnetosphere) caused by the active young Sun.

According to Airapetian et al. [43], these molecules, which have been relevant for
the formation of life on Earth (i.e. HCN polymerization, known to produce various
amino acids, the building blocks of proteins (Miyakawy and Others 2002)), rain
out into the surface water reservoirs, where complex life may have formed and will
participate in higher order organic chemistry.

According to Kasting et al. [44], data of the redox state of chromite inclusions
in diamonds and sulfide indicate that the mantle oxidation process was slow, so that
reduced conditions could have prevailed until about 2.5-4.0 Gyr ago.

The Makings of Earth-Like Habitats

Planets in the habitable zone should have the right amount of heat producing radioac-
tive materials (i.e. U, Th, K, etc.) and water, which set the initial conditions for
the thermal evolution of the mantle and later onset of plate tectonics and magnetic
dynamos during several Gyr (Murthy et al. [45]; O’Neill et al. [46, 47]; Jellinek and
Jackson [48]; Van Kranendonk [49]; Noack and Breuer [50]).

The active intrinsic magnetic dynamo (e.g. Murthy et al. [45]; O’Neill et al. [46];
Jellinek and Jackson [48]), which is also linked to plate tectonics, was/is important
for the protection of surface life against high energy particles and should have played
arole against large nonthermal escape rates of nitrogen caused by the high EUV flux
of young stars.

Conclusions

Larger planetary embryos which developed magma oceans most likely lost the main
fraction of volatiles due to hydrodynamic escape, in the inner Solar System after
their magma oceans solidified.

After Mars finalized its accretion after a few Myr and the planet’s final magma
ocean solidified, a steam atmosphere similar to early Venus and Earth was outgassed,
but with a lower amount of volatiles.

For a better understanding of the origin and evolution of the atmospheres of early
Venus, Earth and Mars it will be crucial to gain a clearer knowledge of the early
evolution of the Sun, in particular of its EUV flux during the first Gyr.

Elemental and isotopical fractionations in the atmosphere and in the bulk
composition of the Earth and to a lesser degree of Mars and Venus are known.

Acknowledgement
A machine generated summary based on the work of Lammer, Helmut; Zerkle, Aubrey
L.; Gebauer, Stefanie; Tosi, Nicola; Noack, Lena; Scherf, Manuel; Pilat-Lohinger,
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The Role of Primordial Atmosphere Composition in Organic
Matter Delivery to Early Earth

https://doi.org/10.1007/s12210-020-00878-x

Summary

A model of the atmospheric entry of sub-mm grains is employed to evaluate the
effect of the chemical composition of the primordial Earth’s atmosphere on the grain
heating, in the context of organic matter delivery.

The present work shows that: the total gas budget of the atmosphere is not highly
relevant as far as the determination of the heating associated with slowing to subsonic
speed is concerned; accordingly, light components (which are expected to be present
in a primordial atmosphere and more abundant in the upper one) may be the primary
ones in the evaluation of momentum and heat transfer in such scenarios.

Strong reduced heating is obtained in the case of an upper atmosphere rich in
light components, showing that the composition of the primordial Earth atmosphere
may represent the key issue in the delivery of thermolabile organic matter enclosed
in sub-mm extraterrestrial grains.

Extended
The present work will focus on grains in the dimension range 0.01-1 mm, which
represent the peak in the distribution on extraterrestrial matter delivery to Earth
(Jenniskens et al. [51]).

Future studies should discuss the possibility that energetic (in the grain frame)
hydrogen or methane molecules may react with a grain surface covered by an organic
layer, producing more complex species of prebiotic significance.

Introduction

Life-related molecules, which are particularly thermolabile, might reach the Earth’s
surface associated to solid particles; in this way, the mineral composition of these
grains may provide the necessary thermal protection against the high temperatures
reached during the first stages of the atmospheric entry process.

The present work will focus on grains in the dimension range 0.01-1 mm, which
represent the peak in the distribution on extraterrestrial matter delivery to Earth
(Jenniskens et al. [51]).

There is no reason to assume that an early Earth atmosphere (with a mixture of
components of such very different molar mass, like nitrogen and hydrogen) should
have uniform composition in its lower and upper regions: most probably, the early
atmosphere was enriched in low mass components at high altitudes.
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Sekine and others suggested that the impact of iron meteorites, around 4 Gyr ago,
may represent the most important atmospheric methane sources in the early Earth
(Sekine et al. [52]).

Model of the Isothermal Atmosphere

The atmospheric entry model of sub-mm size grains developed by the authors (Micca
Longo and Longo [53, 54]; Micca Longo et al. [55, 56]) is applied to the heating
effect study concerning different hypotheses of primordial Earth atmosphere, in the
context of organic matter delivery and origin of Life.

An isothermal atmospheric model is considered, which allows a simple compar-
ison of different test cases regarding the upper atmosphere composition.

The present model includes a 2D geometry, an isothermal atmospheric profile,
power balance, evaporation, ablation, radiation losses; furthermore, it includes addi-
tional features like chemical changes, stoichiometry, chemical effects in power
balance (in the case of carbonate/sulphate grain atmospheric entry).

A crucial aspect of the entry model is the study of the relation between momentum
and energy transfer based on an atomic model of the atmosphere and of the grain
components.

Results
With such a high atmospheric layer, the reduction of the value of the gravitational
acceleration g with height d should be included in the isothermal model.

The thermal trend is quite similar to the one concerning the present-day atmo-
sphere: the carbonate decomposition is able to keep the grain temperature quite low,
until the process is complete; then, when the grain is totally converted into oxide, it
experiences a peak temperature.

By virtue of the invariance principle discussed in the previous sections, an effective
synoptic representation of the effect of different hypothetical compositions with
respect to the primordial atmosphere can be obtained by setting the grain speed on
the x-axis.

The carbonate enhances the thermal mitigation effect, due to its lower density
with respect to silicates (the global, uniform reduction visible in the figure) and, in
the high-speed range, to its decomposition reaction.

Discussion

Although this result needs to be verified in the future using a more advanced descrip-
tion of the interaction (as mentioned above), such low temperatures have been not
previously reported in the simulations of these phenomena.

Conclusions

The present investigation, supported by numerical calculations, leads us to conclude
that different chemical compositions of the upper primordial atmosphere may have
actually produced very different outcomes, in terms of heating, dealing with grains
passing through it.
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The preliminary analysis based on a very simplified model of energy transfer
suggests that light components, if abundant in the upper atmosphere of the primordial
Earth, may have led to higher organic delivery rates, due to lower heating.

Acknowledgement
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Co-evolution of Primitive Methane-Cycling Ecosystems
and Early Earth’s Atmosphere and Climate

https://doi.org/10.1038/s41467-020-16374-7

Abstract-Summary
In spite of their low productivity, the evolution of methanogenic metabolisms strongly
modifies the atmospheric composition, leading to a warmer but less resilient climate.
As the abiotic carbon cycle responds, further metabolic evolution (anaerobic
methanotrophy) may feed back to the atmosphere and destabilize the climate,
triggering a transient global glaciation.
Although early metabolic evolution may cause strong climatic instability, a low
CO:CHy atmospheric ratio emerges as a robust signature of simple methane-cycling
ecosystems on a globally reduced planet such as the late Hadean/early Archean Earth.

Extended

In spite of extremely low productivity, metabolic evolutionary innovation in primitive
methane-based biospheres is predicted to cause distinctive shifts in atmospheric
composition, such as a decreasing CO:CHy4 ratio as greater metabolic complexity
evolves.

Introduction

Previous studies [57-59] have addressed the productivity of primitive,
chemolithotrophic ecosystems and their influence on the young Earth’s equilibrium
atmospheric conditions.

Such studies relied on equilibrium analyses of the planetary ecosystem; they
made strongly simplifying assumptions on the function of chemolithotrophic micro-
bial metabolisms, and did not close the feedback loop linking biological activity,
atmospheric composition, and climate.

Although these studies showed that primitive biospheres may have had a signif-
icant impact on the planet’s early atmosphere and climate, their ability to quantify
this impact and estimate the underlying biomass productivity was limited.

Theory based on equilibrium analyses could not address the coupled dynamics of
metabolic evolution and planetary surface conditions, whereby evolutionary changes
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might trigger significant atmospheric and climatic events and lead to novel steady
states.

Advancing existing models is needed to generate hypotheses on the history of
atmospheric and climatic conditions that metabolic evolutionary innovation may
have driven on the early Earth.

Results

We first consider the direct effects on the early Earth’s atmosphere and climate, on
a relatively short timescale of ~10° years, of the transition from the initially cool,
lifeless state to a planet populated by one of three methanogenic biospheres, MG,
AG + AT, or MG + AG + AT.

Under these specific conditions, the formation of organic hazes may overwhelm
the warming effect of methanogenic ecosystems and leave the planet in a globally
glaciated state.

In the MG + AG + AT ecosystem the two methanogenic pathways interact syner-
gistically, leading to a nonlinear, multiplicative increase in biomass production at low
and high temperature.

With a deposition rate corresponding to our lowest value of 107 molecules cm™
s~ (Ref. [60]), and a hydrothermal removal rate of [HySOy]oc. X 7.2 X 102 L y’1
(ref [61]), we obtain an abiotic oceanic concentration of 0.4 mM. Such a stock is
sufficient for methanotrophs to consume most of the atmospheric CHy, leading to
the global cooling described above.

2

Discussion

Our results confirm the contention that the late Hadean/early Archean planet was most
likely habitable to methane-cycling chemolithotrophic biospheres and that under the
assumption of high enough H, supply, these biospheres were key factors of the
climatic and atmospheric evolution of the planet [57-59, 62, 63].

On short time scales (10°—10° years) the evolution of methanogenic biospheres
may have considerably warmed the climate and influenced its resilience, in spite of
a very low ecosystem productivity.

A general result is that MG and AG + AT ecosystems are characterized
by extremely low biomass production relative to their planetary impact on the
atmosphere and climate.

By performing equilibrium analyses of the planetary system on longer time-scales
(107-10% years), on which the carbon cycle responds to ecosystem function and
sequential metabolic diversification of the biosphere, we find that the climate regu-
lation of the planet by the abiotic carbon cycle largely buffers the influence of early
methanogenic activity on climate.

Methods

Catabolism produces energy used by anabolism for biomass production, which deter-
mines cell growth and division; a fraction of energy produced by catabolism is used
for cell maintenance.
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Both metabolic rate and maintenance cost increase with cell size, but not as fast
as structural biomass.

The biomass specific rates of metabolism and energy consumption for mainte-
nance decrease with cell size.

Grid, we derived the following simple parametrization of the mean surface temper-
ature as a function of pCO, and pCH4 (expressed in bar): In the coupled biological-
planetary model, we assume that the climate is always at equilibrium, meaning that
the timescale of climate convergence is shorter than biological and geochemical
timescales.

The reaction rates of (R1) and (R2) can be parameterized respectively as (in
molecules cm™2 s~!):where u (between 0.5 and 1) is given by To simulate the evolu-
tion of pCO, with time and feedbacks between the microbial community, climate,
and the carbon cycle, we use a simple carbon cycle model based on Ref. [64].
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The Origin and Degassing History of the Earth’s Atmosphere
Revealed by Archean Xenon

https://doi.org/10.1038/ncomms 15455

Abstract-Summary

The initial isotopic composition of atmospheric Xe remains unknown, as do the
mechanisms involved in its depletion and isotopic fractionation compared with other
reservoirs in the solar system.

High precision analyses of noble gases trapped in fluid inclusions of Archean
quartz (Barberton, South Africa) that reveal the isotopic composition of the
paleo-atmosphere at ~3.3 Ga. The Archean atmospheric Xe is mass-dependently
fractionated by 12.9 £ 2.4 %o u~! (£ 20, s.d.) relative to the modern atmosphere.

The primordial Xe component delivered to the Earth’s atmosphere is distinct from
Solar or Chondritic Xe but similar to a theoretical component called U-Xe.

Introduction

When corrected for mass-dependent isotope fractionation, atmospheric Xe is
depleted in its heavy isotopes (!**Xe and '*6Xe) relative to Solar or Chondritic Xe,
and cannot be related to any known cosmochemical component [65, 66].

Recent studies of Archean barite and quartz samples from North Pole, Pilbara
(NW Australia) demonstrated that, 3.5 to 3.0 Ga ago, atmospheric Xe had an isotopic
composition less isotopically fractionated than the modern atmospheric Xe relative
to any of the potential primordial components [67-70].
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Xenon escape processes could have also led to mass-independent isotope frac-
tionation, in addition to the mass-dependent one, that could account for the unique
isotope composition of modern atmospheric Xe.

Depletion in radiogenic '**Xe relative to the modern atmosphere allows us to
compute a degassing rate from the Earth’s mantle to the atmosphere over the last
3.3 Ga. Furthermore, Archean Xe originates from a primordial component different
from all other known reservoirs of Xe in the solar system and similar to the theoretical
U-Xe.

Results

The initial **Ar/*°Ar is 458 + 4 (20, s.d.) for sample BMGA3-9, which is higher
than the modern atmospheric ratio of 298.6 (Ref. [71]), this may be explained by the
presence of some *°Ar excess uncorrelated with the chlorine content.

This value is a minimum value for the Archean atmospheric *’ Ar/* Ar ratio but
is in broad agreement with previous estimates and prediction (143 £ 21, 3.5 Ga ago,
(ref 70)) and models invoking a peak in crustal extraction between 3.8 and 2.5 Ga
(Refs. [70, 72]).

Xenon in Barberton quartz thus has an Archean isotopic composition that differs
from the modern atmosphere.

The isotopic fractionation of xenon in Barberton quartz relative to the isotopic
composition of the modern atmosphere was computed using the light stable, non-
fissiogenic, non-radiogenic isotopes of Xe (12%128130Xe) plus '3'Xe, for which
production by the fission of 233U is small [73].

Discussion
The atmospheric increase in '?*Xe(I) excess between 3.3 Ga and the present day
corresponds to an integrated '>°Xe(I) degassing rate of 8 & 4 mol a~! (%10, s.d.)
(Methods).

Estimates for the mantle '*°Xe/3He ratio range from 0.85 x 1073 to 3.5 x 1073
(Refs. [74-76]) and values between 1.29 and 1.7 for the '*Xe(I)/'**Xe (Ref. [77]),
this leads to a modern degassing rate of 1.37 = 0.88 (10, s.d.) mol a~! of '*Xe(I).

Depletions in '**Xe and '*®Xe for the primordial component similar to U-Xe as
recorded by Barberton quartz may reflect either a mass-independent isotope frac-
tionation process, not yet identified, or the presence of a nucleosynthetic anomaly
(for example, r-process deficit) in the early atmosphere compared with other major
components of the solar system (Chondritic or Solar Xe).

The intense '?*Xe(I) degassing rate of 8 & 4 (£10, s.d.) mol a~! integrated over
3.3 Ga probably reflects degassing of the whole mantle in the active early Earth.

Methods

The irradiation parameter J is determined from the measured *’ Ar/* Ar ratio in the
Hb3gr hornblende standards that were irradiated in the same tubes as the samples
(Eq. 1): where t,, is the age of Hb3gr of 1074.9 &+ 3.5 Ma (Ref. [78]) and \ is the
total decay constant (5.531 x 10710 a~!, Ref [79]).
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In units of moles cm~3 STP: Following irradiation, samples were analysed in two
successive steps: (1) step-crushing to release fluids trapped in fluid inclusions; (2)
step-heating up to 1,700 °C to release K, CI and Ar trapped in small inclusions, and
present in the quartz lattice.

The fitting method led to a “° Ar/K value of 6.63 x 107> (£8 x 1075, + 20, s.e.m.)
for B that formally corresponds to an age of 3.3 (£0.1) Ga (20, s.e.m.). (*°Ar/*°Ar),,
representative of the initial “°Ar/3®Ar trapped in Barberton quartz, is 458 + 4 (20,
s.e.m.) higher than the present day atmospheric value of 298.6.

Additional Information
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Timescales of Oxygenation Following the Evolution
of Oxygenic Photosynthesis

https://doi.org/10.1007/s11084-015-9460-3

Abstract-Summary

Itis widely accepted that the invention of oxygenic photosynthesis ultimately resulted
in the rise of oxygen by ca 2.35 Gya, but it is debated whether this occurred more
or less immediately as a proximal result of the evolution of oxygenic Cyanobacteria
or whether they originated several hundred million to more than one billion years
earlier in Earth history.

Calculations illustrate that oxygenation would have overwhelmed redox buffers
within ~100 kyr following the emergence of oxygenic photosynthesis, a geologi-
cally short amount of time unless rates of primary production were far lower than
commonly expected.

This result arises because of the multiscale nature of the carbon and oxygen
cycles: rates of gross primary production are orders of magnitude too fast for oxygen
to be masked by Earth’s geological buffers, and can only be effectively matched by
respiration at non-negligible O, concentrations.

These results suggest that oxygenic photosynthesis arose shortly before the rise
of oxygen, not hundreds of millions of years before it.

Extended

Itis widely appreciated that burial and weathering (plus volcanic) fluxes are in balance
on million year timescales for an atmosphere of ~20% O, by volume. (e.g., Lasaga
and Ohmoto [80]).
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Introduction

These arguments often rely on redox buffers, geologically-sourced reduced
compounds in the atmosphere and/or oceans (like Fe?* or CHy4), which reacted
with molecular oxygen to prevent its environmental accumulation (Schidlowski [81];
Gaillard and Others [82]; Kump and Barley [83]).

The depletion of these redox buffers over geological time due either to changes in
source fluxes or reaction with oxygen is thought to eventually allow oxygen to rise
(e.g., Holland 2009).

This tight coupling of primary production and aerobic respiration has maintained
a stably oxygenated atmosphere over Phanerozoic time (Glasspool and Scott [84]),
but this balance may not have applied soon after oxygenic photosynthesis evolved,
as efficient mechanisms for aerobic respiration may not have evolved until after the
evolution of oxygenic photosynthesis (Gribaldo and Others [85]).

Until oxygen concentrations were reached that made aerobic respiration an effi-
cient O, sink, O, sourced from oxygenic phototrophs would largely titrate reduced
compounds such as methane and ferrous iron in seawater and the atmosphere—redox
buffers that might prevent accumulation of oxygen in the atmosphere depending on
their relative abundances and reaction kinetics (Lyons and Others [86]).

Basic Accounting

While this serves as no more than a rough approximation, it highlights that despite
the overall reduced state of the Archean Earth, absolute abundances of redox buffer
compounds are small compared to the anticipated fluxes of oxygen produced through
oxygenic photosynthesis.

Model Summary

If the Faint Young Sun is instead counteracted by, for instance, high concentrations of
CO; as has been elsewhere proposed (Owan and Others [87]), these concentrations
may be substantially lower and would lower existing reduced pools and accelerate
atmospheric oxidation; we therefore utilize these upper concentration ranges as a
conservative estimate.

Photolysis of methane, and hydrogen escape to space are modeled as first order
reactions with time constants based on rates from Catling and Others [88], resulting
in a net loss of reducing power from the Earth system over time without consumption
of 02.

This form of equation is used for reduced compounds with the exceptions of
methane and hydrogen, which are taken as functions following the modified form:
X (t) =X (t — 1) + Xp¥t*e ™, where c is a constant based on estimated lifetimes
for these compounds in the Archean atmosphere (Catling and Others [88]).

Results

Goldblatt and Colleagues [89] showed that the balance between photosynthetic
oxygen production and geologic flux of reduced compounds is fundamental to deter-
mining steady state oxygen concentrations and that oxygenation of the fluid Earth
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would proceed rapidly in less than 150 kyr, a conclusion similar to the model results
here.

As most organic carbon fixed in the modern ocean is quickly respired, the balance
of O, in the atmosphere can be quickly perturbed if burial rates are altered, and
uncertainty in burial efficiency introduces a large degree of uncertainty into our
model results.

Although hydrothermal activity, volcanic outgassing, and crustal production rates
are minor components of this model, if their rates are far higher as suggested by some
authors (e.g., Kump and Barley [83]) this could delay oxygenation somewhat (though
a doubling of either factor affects the time to oxygenation by no more than a few
thousand years).

Conclusions

From the perspective of the calculations presented here, the characteristic timescales
of environmental oxygenation [certainly the timescales required to impact sensitive
redox proxies like redox-sensitive detrital grains (Johnson and Others [90]) and
mass independent S isotope fractionation (Pavlov and Kasting [91]) following the
evolution of oxygenic photosynthesis are geologically rapid—unless rates of GPP
are far lower than typically thought.

It has been shown that extant Cyanobacteria experience a defect in growth rate
when exposed to high dissolved iron concentrations—an effect termed anaerobic
iron toxicity—suggesting that perhaps iron toxicity may have delayed oxygenation
following the evolution of oxygenic photosynthesis (Swanner and Others [92]).

It is reasonable to expect that Cyanobacteria rapidly adapted and became
specialized within a variety of environments following the evolution of oxygenic
photosynthesis.

This radiation likely allowed the Cyanobacteria to quickly adapt to an oxygenic
photosynthetic lifestyle and occupy new niches and environments, with a dominant
role in photosynthetic ecosystems.
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Emergence of Life: Physical Chemistry Changes the Paradigm

https://doi.org/10.1186/s13062-015-0060-y

Abstract-Summary

To re-energize the research and define a new experimental paradigm, we advance
four premises to better understand the physicochemical complexities of life’s emer-
gence: (1) Chemical and Darwinian (biological) evolutions are distinct, but become
continuous with the appearance of heredity.
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We discuss these premises in relation to current ‘constructive’ (non-evolutionary)
paradigm of origins research—the process of complexification of chemical matter
‘from the simple to the complex’.

This paradigm artificially avoids planetary chemical complexity and the natural
tendency of molecular compositions toward maximum disorder embodied in the
second law of thermodynamics.

Introduction: The Problem

Our premises identify physicochemical conditions for the emergence of life, and
suggest new experiments with gradients of electromagnetic radiation, temperature
and water activity that keep complex chemical mixtures in cyclic disequilibria, i.e.,
‘repeatedly stoked with energy’, and hence in continuous physicochemical evolution
[93].

The diurnal disequilibria arise naturally when Earth’s rotation converts ‘constant’
solar radiation into cyclic energy gradients that drive chemical reactions at Earth’s
oceanic and rocky surfaces; hydrothermal vents release metallic ions and other
compounds into the ocean, enriching the ocean’s molecular complexity.

At the biological end of the chemical evolutionary continuum, microbial cells
can also be viewed as (self-constructing) chemically evolving open thermodynamic
systems that exchange materials and energy with their environments as they grow
and divide.

Cellular chemical complexity has been characterized by the term ‘crowding’
resulting from the high total volume fraction of all molecules [94], some of which may
be unknown or individually at low concentrations, which leads to our last premise.

Discussion

The evolutionary continuity between chemistry and biology, our first premise, is
uncontroversial: complex non-equilibrium chemical matter inevitably evolves such
that under some conditions the emergence of living states becomes imperative, elim-
inating the discontinuous (‘miraculous’) mechanism of ‘life being breathed’ into
inanimate matter by external experimenters.

Our three remaining premises address conditions for physicochemical evolution
toward cellular life: planetary energies driving chemical evolution (premise 2) under
complex—multicomponent, multiphase, crowded, and non-equilibrium molecular
conditions (premise 3), thereby enabling the evolution of molecular recognition and
cellular self-organization (premise 4).

According to this interpretation of chemical complexity as a nominally extensive
property of evolving matter, the universal (cosmic) emergence of life progresses
from the large and complex—gravitational and nuclear evolution of stars providing
chemical elements, molecules and macromolecules in planetary disequilibria—to
the small and complex, the evolutionary chemistry of phase-separated micron-sized
microspaces.
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Conclusions
These premises lead to a new kind of non-equilibrium chemistry, i.e., evolutionary
chemistry, which deals with supramacromolecular (‘cellular’) evolution of inan-
imate open thermodynamic systems, including their boundaries (‘membranes’),
involving thousands of different molecules, driven by cyclic gradients of temperature,
electromagnetic radiation and chemical potentials of environmental chemicals.
These experiments define a paradigm that addresses the compositions and
processes that are critical for the conversion of complex non-equilibrium chemical
states into living states.
Current experimental paradigms for origins research based on ‘complexification
of matter’ are untenable because they artificially eliminate chemical complexity and
the thermal disordering effects of the second law of thermodynamics.

Reviewers’ Comments

To me, the key points are (i) the continuity of chemical and biological evolution phases
and (ii) the importance of complex chemical (micro) environments and molecular
crowding that in all likelihood were required to hatch life.

The authors repeatedly refer to the second law of thermodynamics and its “vio-
lations” by evolving complex systems, in some cases even making disingenuous
statements such as “The paradigms of molecular replicators and self-organizing
metabolic networks violate the second law of thermodynamics...” Certainly, they are
well aware that the second law cannot be violated within its domain of applicability,
i.e., in systems at equilibrium.

This is not the type of thermodynamics that is important for understanding origin
and evolution of life and complexity.

We thank the reviewer for the positive comments regarding the necessity to
understand origin of life problems in terms of molecular forces.
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Prebiotic Chemistry in Neutral/Reduced-Alkaline Gas-Liquid
Interfaces

https://doi.org/10.1038/541598-018-36579-7

Abstract-Summary

We experimentally demonstrate the uniqueness of alkaline aerosols as prebiotic
reactors that produce an undifferentiated accumulation of a variety of multi-
carbon biomolecules resulting from high-energy processes (in our case, electrical
discharges).
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Using simulation experiments, we demonstrate that the detection of important
biomolecules in tholins increases when plausible and particular local planetary
environmental conditions are simulated.

A greater diversity in amino acids, carboxylic acids, N-heterocycles, and
ketoacids, such as glyoxylic and pyruvic acid, was identified in tholins synthetized
from reduced and neutral atmospheres in the presence of alkaline aqueous aerosols
than that from the same atmospheres but using neutral or acidic aqueous aerosols.

Extended

Plausible alkaline environmental conditions and the analytical findings checked for
the tholins synthetized under such conditions lead to proposing a vision about the
origin of life such as that previously suggested by Eschemnoser via “an iconoclastic
attitude among genetic, metabolism, and compartmentalization towards one of open-
ness to horizontal transfer of ideas and insights” in the field of the prebiotic chemistry
[95].

Introduction

Since this successful experiment, most of the recent Miller-type experiments simu-
lating earth conditions used water in vapour form (e.g. [96]) or liquid water (e.g.
[97-99)).

These water surfaces can correspond to oceans, internal seas, lakes or rives and so
on, which can in turn present different compositions in terms of salinity and pH. The
introduction of these parameters together with others that are more widely studied,
such as the compositions of the gas mixtures, might lead to finding new clues about
the puzzling trouble of the origin of life.

We investigate the role of the pH in the presence of aqueous aerosols in Miller-type
experiments to understand what conditions are more favourable to the accumulation
of organics, which may be the main characters in a plausible emergence of a primitive
biology.

A wide screening for polar organic molecules was performed via GC-MS, whereas
in the case of Johnson and Others [100], HPLC was used as analytical technique, and
amino acids were mainly reported, although in both cases, the role of the aerosols
was revealed.

Materials and Methods

For the identification of polar organic molecules in all freeze-dried fractions:
(i) The samples were hydrolysed with 6 M HCl at 110 °C for 24 h and
then freeze dried to remove water, HCl and any volatile organics; (ii) two
milligrams of each hydrolysed sample in 75 pL of BSTFA with 1% TMCS
[N,O-bis(trimethylsilyl)trifluoroacetamide with trimethylchlorosilane, from Thermo
Scientific] was heated at 70 °C for 19 h to obtain the respective TMS derivatives;
and (iii) the derivatized samples were analysed by GC-MS using the following GC
oven program: 60 °C (initial temperature) with a hold time of 1.5 min, heating to
130 °C at 5 °C/min with a hold time of 11 min, heating to 180 °C at 10 °C/min with
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a hold time of 10 min and heating to 220 °C/min at 20 °C/min with a final hold time
of 15 min.

Results

The triplot showed a positive correlation between experiments performed with salts
and aerosols and the total number of organic compounds identified, number of
carboxylic acids and number of amino acids.

The high pH experiments showed a positive correlation with the number of
polyols, number of N-heterocycles and milligrams of hydrophilic tholin.

The NHj3-based atmosphere showed a positive correlation with the number of
polyols, milligrams of hydrophilic tholin, milligrams of hydrophobic tholin and high
final pH. The experiments were plotted on different areas of the diagram depending
on their experimental characteristics.

The experiments performed under extreme conditions (lowest pH and upper pH)
presented a high correlation with the total number of organic compounds identified,
especially if they were performed in the presence of aerosols and salts (experiments
4,8 and 9).

Discussion

The identification and formation of carboxylic acids under possible prebiotic condi-
tions is a key component of the autotrophic hypothesis about the origin of life and
the emergence of a primitive metabolism [101].

In the abovementioned “glyoxylate scenario”, glyoxylate and its formal dimer,
dihydroxyfumarate, are suggested to be the key starting materials of the chemical
constitution of a possible metabolism, serving as a source of the main biomonomers,
such as sugars, amino acids, pyrimidines and the constituents of the rTCA cycle
[102].

Prebiotic synthesis of cyanuric acid (h13) is demonstrated, indicating that its
production is possible using alkaline aqueous aerosols, a reductive atmosphere and
spark discharges.

Plausible alkaline environmental conditions and the analytical findings checked
for the tholins synthetized under such conditions lead to proposing a vision about
the origin of life such as that previously suggested by Eschemnoser via “an icono-
clastic attitude among genetic, metabolism, and compartmentalization towards one
of openness to horizontal transfer of ideas and insights” in the field of the prebiotic
chemistry [95].

Conclusions
Our experiments demonstrate both the formation of key elements of the rTCA cycle
and of some sugar precursors.

This is the first time that an a-ketoacid that forms part of the rTCA cycle has been
detected in tholins from spark discharge experiments.

The yields increase with the increase of the initial pH for the experiments of the
CH4 + NHj; + H,; series, and the yield for the experiments at an initial pH 12 is
greater with NHj.
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Contrasting our analysis with the control experiments demonstrates that the pres-
ence of aerosols, salts and alkaline pH values leads to a greater diversity of organic
compounds.
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Constraining the Rise of Oxygen with Oxygen Isotopes

https://doi.org/10.1038/s41467-019-12883-2

Abstract-Summary

After permanent atmospheric oxygenation, anomalous sulfur isotope compositions
were lost from sedimentary rocks, demonstrating that atmospheric chemistry ceded
its control of Earth’s surficial sulfur cycle to weathering.

Mixed signals of anoxia and oxygenation in the sulfur isotope record between
2.5 and 2.3 billion years (Ga) ago require independent clarification, for example via
oxygen isotopes in sulfate.

We show <2.31 Ga sedimentary barium sulfates (barites) from the Turee Creek
Basin, W. Australia with positive sulfur isotope anomalies of A**S up to +1.55%0 and
low 8'80 down to —19.5%o. The unequivocal origin of this combination of signals
is sulfide oxidation in meteoric water.

Introduction
Within marine and terrestrial settings, microbial sulfate reduction (MSR) processes
exert the most important controls on sulfur isotopic fractionation of SO,4>~.

It is generally accepted that S-MIF results from atmospheric photochemical reac-
tions operating under low O, of <0.001% of the present atmospheric level (PAL)
of oxygen, causing surface sulfur fluxes of insoluble Sy with A¥S > 0% and
soluble SO4%>~ with A*S < 0%o that were not homogenised during their transfer
into sedimentary rocks [91, 103].

The slow disappearance of A33S signals from the rock record after 2.45 Ga may
be attributable to the increasingly important oxidative weathering of an older, S-MIF-
bearing, continental sulfide reservoir whose anomalous isotope compositions (i.e.,
A8 >0.4%0) would be transferred to sulfate until this source was either exhausted or
negligible as compared to contemporaneous, non-anomalous, sulfur sources [104].

Results and Discussion

Palaeoproterozoic seawater appears to be faithfully recorded in Kazput carbonate
that is, as mentioned previously, on the order of 10%o lower than modern carbonates
but comparable to carbonates from around 2.3 Ga. Therefore, the Kazput barites
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recording the lowest 8'80 indicate their precursor sulfate was oxidised in the most
evolved meteoric waters, placing this water—oxygen source for this sulfate firmly
on land, as compared to a seawater 5'80 that was likely around —10%o. Although
sulfate-water oxygen isotope fractionation during sulfide oxidation requires further
study, we take a median sulfide-derived sulfate-water 8180 fractionation value of +
10%o [105], as compared to the barite, to roughly estimate that the water sources for
Kazput sulfate may have ranged between —30 and —8%.. Considering a possible
seawater composition around —10%o, this range of source water 3'30 is appropriate
for meteoric sources.

Methods

Barite extractions were performed on ~100 g of powdered drill core rock sample
using a modified barite purification technique (the DDARP method) from Bao 2006
[106] that was originally developed to purify sulfate samples for triple oxygen isotope
measurements.

Sample powders were decarbonated in HCl-acidified solution, rinsed in distilled
water, and then treated for 3 days with constant stirring in a 0.05 M Diethylen-
etriaminepentaacetic acid (DTPA) and 1 M NaOH solution to dissolve barium
sulfate.

The sample was once again redissolved in 0.05 M DTPA and 1 M NaOH solution
by agitating overnight then re-precipitated by acidification with HCI (to pH < 2) and
addition of BaCl, solution.

Purified barite samples required additional wet chemistry for quadruple sulfur
isotope analysis, all done at the Institut de Physique du Globe de Paris in Paris,
France.

The sample Ag, S precipitate was washed in triplicate in distilled water, oven-dried
overnight, then ready for sulfur isotope analysis.
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Book Reading List

Atmospheres of Earth and the Planets
by McCormac, B. (Ed) (1975).

This book contains the lectures presented at the Summer Advanced Study Institute,
‘Physics and Chemistry of Atmospheres’ which was held at the University of Liege,
Belgium, during the period July 29-August 9, 1974. One-hundred nineteen persons
from eleven different countries attended the Institute. The authors and publisher have
made a special effort for rapid publication of an up-to-date status of the physics and
chemistry of the atmospheres of Earth and the plan etc., which is an ever-changing
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area. Special thanks are due to the lecturers for their diligent preparation and excellent
presentations.

Please see https://www.springer.com/gp/book/9789027705754 for original
source.

Astrophysics of Exoplanetary Atmospheres
by Bozza, V. (Ed), Mancini, L. (Ed), Sozzetti, A. (Ed) (2018).

In this book, renowned scientists describe the complexity of exoplanetary atmo-
spheres and all of the observational techniques that are employed to probe them.
Readers will also find a panoramic description of the atmospheres of the planets
within the Solar System, with explanation of considerations especially relevant to
exoplanets.

Please see https://www.springer.com/gp/book/9783319897004 for original
source.

Biosphere Origin and Evolution
by Dobretsov, N. (Ed), Kolchanov, N. (Ed), Rozanov, A. (Ed), Zavarzin, G.
(Ed) (2008).

Modern natural science shows that the infancy of life on Earth experienced prebi-
otic evolution and included the emergence of primitive self-reproducing biologic
forms and their systems. The subsequent coevolution of inorganic environment and
biologic systems resulted in global propagation of life over the Earth and its enormous
diversification. Diverse living organisms colonized the land, water, and atmosphere,
as well as upper layers of the lithosphere, thereby forming the biosphere. The book
covers notions by scientists of various branches on the evolutionary relationship
between the biosphere and geosphere, evolution features at various levels of living
matter organization, and problems of prebiotic evolution and life origin.

Please see https://www.springer.com/gp/book/9780387686554 for original
source.

Chemical Evolution: Physics of the Origin and Evolution of Life
by Chela-Flores, J. (Ed), Raulin, F. (Ed) (1996).

Leading researchers in the area of the origin and evolution of life in the universe
contributed to Chemical Evolution: Physics of the Origin and Evolution of Life. This
volume provides a review of this interdisciplinary field. In 35 chapters many aspects
of the origin of life are discussed by 90 authors, with particular emphasis on the early
paleontological record: physical, chemical, biological, and informational aspects of
life’s origin, instrumentation in exobiology and system exploration; the search for
habitable planets and extraterrestrial intelligent radio signals.

Please see https://www.springer.com/gp/book/9780792341116 for original
source.

Chemical Evolution and the Origin of Life
by Rauchfuss, H. (2008).


https://www.springer.com/gp/book/9789027705754
https://www.springer.com/gp/book/9783319897004
https://www.springer.com/gp/book/9780387686554
https://www.springer.com/gp/book/9780792341116
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Up to now, we do not have a generally accepted theory about the origin of life and
about the process of development of life, we only have a great number of—to some
extent even contradictory—hypotheses. Meanwhile there came up some scientific
findings beyond thought only a few years ago.

Horst Rauchfuss is comparing the different theories from the view of the latest
results and is giving an exciting and easy understandable insight into the present state
of research.

Please see https://www.springer.com/gp/book/9783540788225 for original
source.

Earth’s Early Atmosphere and Oceans, and The Origin of Life
by Shaw, G. H. (2016).

This book provides a comprehensive treatment of the chemical nature of the
Earth’s early surface environment and how that led to the origin of life. This includes
a detailed discussion of the likely process by which life emerged using as much
quantitative information as possible. The emergence of life and the prior surface
conditions of the Earth have implications for the evolution of Earth’s surface envi-
ronment over the following 2-2.5 billion years. The last part of the book discusses
how these changes took place and the evidence from the geologic record that supports
this particular version of early and evolving conditions.

Please see https://www.springer.com/gp/book/9783319219714 for original
source.

Evolutionary Biology: Genome Evolution, Speciation, Coevolution and Origin
of Life
by Pontarotti, P. (Ed) (2014).

This book includes the most essential contributions presented at the 17th Evolu-
tionary Biology Meeting in Marseille, which took place in September 2013. It
consists of 18 chapters organized according to the following categories: Molecular
and Genome Evolution, Phylogeography of Speciation and Coevolution, Exobiology
and Origin of Life.

Please see https://www.springer.com/gp/book/9783319076225 for original
source.

Exobiology: Matter, Energy, and Information in the Origin and Evolution
of Life in the Universe
by Chela-Flores, J. (Ed), Raulin, F. (Ed) (1998).

Leading researchers in the area of the origin, evolution and distribution of life
in the universe contributed to Exobiology: Matter, Energy, and Information in the
Origin and Evolution of Life in the Universe. This volume provides a review of this
interdisciplinary field. In 50 chapters many aspects that contribute to exobiology are
reviewed by 90 authors. These include: historical perspective of biological evolution;
cultural aspects of exobiology, cosmic, chemical and biological evolution, molecular
biology, geochronology, biogeochemistry, biogeology, and planetology.
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https://www.springer.com/gp/book/9783319076225
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Please see https://www.springer.com/gp/book/9780792351726 for original
source.

Evolution, Origin of Life, Concepts and Methods
by Pontarotti, P. (Ed) (2019).

This book presents 15 selected contributions to the 22nd Evolutionary Biology
Meeting, which took place in September 2018 in Marseille. They are grouped under
the following major themes: Origin of Life and Concepts and Methods.

Please see https://www.springer.com/gp/book/9783030303624 for original
source.

Origin and Evolution of Planetary Atmospheres
by Lammer, H. (2013).

Based on the author’s own work and results obtained by international teams he
coordinated, this SpringerBrief offers a concise discussion of the origin and early
evolution of atmospheres of terrestrial planets during the active phase of their host
stars, as well as of the environmental conditions which are necessary in order for
planets like the Earth to obtain N_2-rich atmospheres. Possible thermal and non-
thermal atmospheric escape processes are discussed in a comparative way between
the planets in the Solar System and exoplanets. Lastly, a hypothesis for how to
test and study the discussed atmosphere evolution theories using future UV transit
observations of terrestrial exoplanets within the orbits of dwarf stars is presented.

Please see https://www.springer.com/gp/book/9783642320866 for original
source.

Origin and Evolution of Biodiversity
by Pontarotti, P. (Ed) (2018).

The book includes 19 selected contributions presented at the 21st Evolutionary
Biology Meeting, which took place in Marseille in September 2017. The chap-
ters are grouped into the following five categories: Genome/Phenotype Evolution,
Self/Nonself Evolution, Origin of Biodiversity, Origin of Life and Concepts.

Please see https://www.springer.com/gp/book/9783319959535 for original
source.

Philosophy and the Origin and Evolution of the Universe
by Agazzi, E. (Ed), Cordero, A. (Ed) (1991).

It has often been noted that a kind of double dynamics char- terizes the devel-
opment of science. On the one hand the progress in every discipline appears as the
consequence of an increasing specialization, implying the restriction of the inquiry
to very partial fields or aspects of a given domain. On the other hand, an opposite
(but one might better say a complementary) trend points towards the construction of
theoretical frameworks of great ge- rality, the aim of which seems to correspond not
so much to the need of providing «explanations» for the details accumulated through
partial investigation, as to the desire of attaining an - rizon of global comprehension
of the whole field.
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Please see https://www.springer.com/gp/book/9789401055956 for original
source.

Planetary Atmospheres
Sagan, C. (Ed), Owen, T. (Ed), Smith, H. (Ed) (1971).

Please see https://www.springer.com/gp/book/9789027701657 for original
source.

The Early Evolution of the Atmospheres of Terrestrial Planets
by Trigo-Rodriguez, J. (Ed), Raulin, F. (Ed), Muller, C. (Ed), Nixon, C. (Ed) (2013).
“The Early Evolution of the Atmospheres of Terrestrial Planets” presents the main
processes participating in the atmospheric evolution of terrestrial planets. A group
of experts in the different fields provide an update of our current knowledge on this
topic.
Please see https://www.springer.com/gp/book/9781461451907 for original
source.

Towards Revealing the Origin of Life
by Ikehara, K. (2021).

The origin of life has been investigated by many researchers from various research
fields, such as Geology, Geochemistry, Physics, Chemistry, Molecular Biology,
Astronomy and so on. Nevertheless, the origin of life remains unsolved. One of
the reasons for this could be attributed to the different approaches that researchers
have used to understand the events that happened on the primitive Earth. The origins
of the main three members of the fundamental life system, as gene, genetic code and
protein, could be only separately understood with these approaches.

Please see https://www.springer.com/gp/book/9783030710866 for original
source.

The Evolving Universe and the Origin of Life
Teerikorpi, P., Valtonen, M., Lehto, K., Lehto, H., Byrd, G., Chernin, A. (2009).

Sir Isaac Newton famously said, regarding his discoveries, “If I have seen further
it is by standing upon the shoulders of giants.”

The Evolving Universe and the Origin of Life describes, complete with fascinating
biographical details of the thinkers involved, the ascent to the metaphorical shoulders
accomplished by the greatest minds in history. For the first time, a single book can
take the reader on a journey through the history of the universe as interpreted by
the expanding body of knowledge of humankind. From subatomic particles to the
protein chains that form life, and expanding in scale to the entire universe, this book
covers the science that explains how we came to be.

Please see https://www.springer.com/gp/book/9780387095349 for original
source.
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Chapter 2 ®)
Downscaling, Regional Models e
and Impacts

Introduction by Guido Visconti

One of the reasons why General Circulation Models (GCM) were invented was the
necessity to predict the geographical distribution of climatic changes especially at
regional level. Until a few decades ago GCM had a resolution of a few hundred kilo-
meters that was not enough for the above purpose so that around the early eighties
Regional Climate Models (RCM) were introduced. They were applied to a regional
domains (like the Mediterranean area) and could then use a much smaller grid space
than GCM and in theory could take into account the regional characteristics of orog-
raphy, surface and so on. In order to run them they use boundary conditions produced
by a GCM with a technique known as nesting. The use of RCM is a typical modeling
application that does not solve basic physical problems and it is more like a magni-
fying glass applied to a GCM. One reason to achieve higher resolution is in fact to
solve accurately small scales effects like convection dynamics. The RCM approach
had great success especially in terms of published papers and soon the same models
found an application to weather forecast in the form of the so called dynamical down-
scaling. In this case the coarse scale weather forecasts were detailed on a specific
region using an RCM driven this time with the GCM forecast results. This is one
of the downscaling methods the other being the statistical downscaling. In this case
the statistical correlation between different scales are used that could be obtained
when high-resolution weather data were available. All these processes at the end are
necessary to evaluate the impact at regional level of the climatic changes or of the
weather events. Of particular interest are the consequences on the hydrological cycle
where the high resolution is really important if one thinks about the formation of
precipitation and its effects on the ground.

In principle the use of RCM should add some knowledge to the large scale (GCM)
results and as a matter of fact this constitutes what is called the “added value” problem
that is the question is to understand if all the results obtained with RCM were already
in the GCM. The conclusions on the long debate about added value indicate that RCM
do not answer fundamental questions like those related to small scale convection but
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show greater details over mountain regions and coastal zones while the effects are not
so evident in ocean regions. Besides RCM can resolve mesoscale weather phenomena
and also represent better heavy rainfall. There is an intrinsic limit to increase of
resolution in RCM and this is related to the fact that below some grid dimension the
hydrostatic approximation is no longer valid and new numerical schemes have to
be used. This aspect could be solved with a technique known as telescoping where
beside a GCM and an RCM a high resolution model (at the level of cloud convection)
is used. This approach could resolve scales at the tornado level.

As mentioned before, dynamic downscaling is one of the possible applications
of RCM. First of all, downscaling can be performed on spatial and temporal char-
acteristics of climate projections. In spatial downscaling methods are used to derive
finer-resolution spatial climate information from coarser-resolution GCM output at
specific regions. Temporal downscaling refers to the derivation of fine-scale temporal
information (like daily rainfall sequences) from coarser-scale temporal GCM output
(like monthly or seasonal rainfall amounts). Statistical downscaling requires estab-
lishing some empirical relationship between large-scale data and local data (at the
station level). Such relationships could be obtained using historical data. Based on
the assumption that such correlation is maintained through the climatic change they
are used to extrapolate the GCM projections at the local level. Statistical downscaling
implies only the handling of data and does not require expensive numerical facilities
to run very complex models so apparently should be quite suitable for underdevel-
oped countries which on the other hand may not have extensive weather records to
establish the correlation. It is to notice that RCM should be adapted to the specific
geographical area of interest and the quality of results depends on the quality of
driving GCM. On the other hand, RCM results may be used for long term planning
and especially for impact studies. The statistical method is indicated in particular for
modeling and management of water and other natural resources.

Machine-Generated Summaries
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Joint Variable Spatial Downscaling

https://doi.org/10.1007/s10584-011-0167-9

Abstract-Summary

Joint Variable Spatial Downscaling (JVSD), a new statistical technique for down-
scaling gridded climatic variables, is developed to generate high resolution gridded
datasets for regional watershed modeling and assessments.
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The proposed approach differs from previous statistical downscaling methods in
that multiple climatic variables are downscaled simultaneously and consistently to
produce realistic climate projections.

In the bias correction step, JVSD uses a differencing process to create stationary
joint cumulative frequency statistics of the variables being downscaled.

The results show that the proposed downscaling method is able to reproduce the
sub-grid climatic features as well as their temporal/spatial variability in the historical
periods.

Comparisons are also performed for precipitation and temperature with other
statistical and dynamic downscaling methods over the southeastern US and show
that JVSD performs favorably.

The downscaled sequences are used to assess the implications of GCM scenarios
for the Apalachicola-Chattahoochee-Flint river basin as part of a comprehensive
climate change impact assessment.

Extended
The results show that there is no significant statistical difference between dynamic
downscaling (DDS) and JVSD with no bias correction.

The downscaled sequences are used to drive hydrologic watershed models which
have been shown to represent sufficiently well the dynamics of runoff and other
hydrologic variables.

The downscaled sequences should capture climatic mean and variability trends.

Introduction
RCMs provide high resolution climatic fields spatially and globally consistent with
GCM scenarios.

The currently available results are not sufficient for comprehensive climate change
impact assessments, but are used in this study to compare the skill of statistical versus
dynamic downscaling methods.

Statistical downscaling is based on relationships between low resolution GCM
outputs and associated higher resolution observations over the same historical period.

Wood and others [ 1] proposed a two-step statistical downscaling method to address
bias correction and spatial disaggregation (BCSD).

The spatial disaggregation step translates the adjusted GCM data on climate
model resolutions to a basin-relevant resolution (observational resolution) by using
interpolated spatial factors.

BCSD is a very efficient statistical downscaling technique for climate change
assessments.

The CA assumption is that the relationships between large-scale and downscaled
fields derived based on historical reanalysis data will also be valid in future climates.

Joint Variable Spatial Downscaling (JVSD)
Of removing and replacing the variable long term trends before and after the bias
correction step, JVSD uses a differencing process to create stationary time series
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and joint frequency distributions (for temperature and precipitation) between GCM
control and future runs.

In keeping with the previous discussion, the bias correction process consists of
(1) creating a differenced series of future temperature and precipitation; (2) finding
the joint frequency of the contemporaneous differenced data values; (3) considering
that this joint frequency is the same in the future differenced series as it is in the
control differenced series; and (4) mapping each joint frequency point of the GCM
Control distribution to a corresponding point on the joint frequency distribution of
the observed differenced series (OBS).

The bias corrected monthly temperature and precipitation series for each GCM
cell (denoted TS7 and TS8) are obtained by inverting the differencing operation
on the bias corrected series: The JVSD spatial downscaling component is based
on matching the bias-corrected temperature and precipitation patterns with similar
observed patterns (historical analogues) over the assessment region (e.g., the ACF
river basin).

Downscaling Results and Comparisons

The figures show that JVSD results compare favorably with observed precipitation
and temperature data in that they reproduce fairly well the seasonal spatial distribu-
tions and coherence. (In generating the JVSD results, the corresponding historical
month being downscaled has, of course, been excluded from the historical analogue
data set.) Furthermore, specifically for the CGCM A1B run shown, the results in
columns 3 and 4 indicate: (1) Temperature exhibits increasing trends over the south-
east and the ACF basin for all seasons; Temperature increases are more significant
in the 2050-2099 time period.

Comparing JVSD with bias correction and DDS indicates that the former is signif-
icantly different from the latter for both temperature and precipitation at 0.05 and
0.01 significance levels. (Buford temperature is the only exception where the two
frequency distributions are not statistically different at a 0.01 significance level, but
the test statistic is marginal.) This finding combined with the favorable JVSD (BC)
comparison with observed data (in previous sections) leads to the conclusion that
dynamic downscaling without some form of bias correction may not be adequate for
climate change assessments.

ACF Climate Change Assessments
The lower quartile (LQ) of the monthly precipitation distribution increases in January,
February, and October, and decreases in March through August.

July and August register the largest such decrease, raising concerns for summer
water availability. (2) Buford Temperature: Mean monthly temperature increases in
all months of the year with the most pronounced increases taking place from January
through May and October through December.

The monthly upper temperature quartile increases for all months, with March
and September registering the largest change (of approximately 3 °C) for the A2
scenarios and the second half of the century.
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The monthly upper mean precipitation quartile increases for all months with
the largest increase occurring in February through May. The monthly lower mean
precipitation quartile shows a decreasing trend from January through August, with
the most marked decline noted in June, July, and August.

Conclusions

This article introduces a new statistical downscaling technique, named Joint Variable
Spatial Downscaling—JVSD, for the generation of high resolution gridded datasets
suitable for regional watershed modeling and assessments.

JVSD as well as all other existing statistical downscaling methods assume that the
spatial pattern of finer scale precipitation and temperature within a large GCM grid
and the temporal distribution of (daily) precipitation or temperature within a month
will remain the same.

Application of the method to the Apalachicola-Chattahoochee-Flint (ACF) river
basin (for all IPCC GCM scenarios) leads to the following conclusions: Mean
monthly temperature exhibits increasing trends over the ACF basin for all seasons
and all A1B and A2 scenarios.

In the southern ACF watersheds, mean precipitation generally exhibits a mild
decline, except in late winter when it shows an increase.

For the northern ACF watersheds, mean precipitation increases are noted in winter
(as in the south) but also early spring.
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D4PDF': Large-Ensemble and High-Resolution Climate
Simulations for Global Warming Risk Assessment

https://doi.org/10.1186/540645-020-00367-7

Abstract-Summary

A large-ensemble climate simulation database, which is known as the database for
policy decision-making for future climate changes (d4PDF), was designed for climate
change risk assessments.

It contains the results of ensemble simulations conducted over a total of thousands
years respectively for past and future climates using high-resolution global (60 km
horizontal mesh) and regional (20 km mesh) atmospheric models.

Several sets of future climate simulations are available, in which global mean
surface air temperatures are forced to be higher by 4, 2, and 1.5 K relative to
preindustrial levels.

Nonwarming past climate simulations are incorporated in d4PDF along with the
past climate simulations.
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The atmospheric models satisfactorily simulate the past climate in terms of clima-
tology, natural variations, and extreme events such as heavy precipitation and tropical
cyclones.

Data users can obtain statistically significant changes in mean states or weather
and climate extremes of interest between the past and future climates via a simple
arithmetic computation without any statistical assumptions.

The database is helpful in understanding future changes in climate states and in
attributing past climate events to global warming.

Introduction
Increasing the climate simulation period was highly desirable for the impact
projection and assessment, and for adaptation to future extreme hazards.

They developed future scenarios at several warming levels in the twenty-first
century by performing numerous members of climate simulations using high-
resolution global and regional atmospheric models forced by observed and future
sea surface temperatures projected by CMIPS5 participating models.

To realize this, d4PDF is constituted by the high-resolution and large-ensemble
climate simulations, aiming at re-examining previous results on climate changes
including past and future extreme events and at drawing highly reliable conclusions
in both climate and assessment studies.

Both UKCPI18 and d4PDF enable probabilistic evaluations of occurrence of
extreme events, although the former treats a wider range of uncertainties in future
climates by using a coupled model rather than an atmospheric model, more CMIP5
model states, and physics parameter ensemble.

Review

Large-ensemble database d4PDF was designed to be able to estimate future changes
in severe weather and climate events occurring rarely, such as heavy precipitation
and tropical cyclones, as well as changes in mean climate states.

2 most early conducted a study with d4PDF-G. They attributed historical changes
in daily temperature and precipitation extremes to global warming and pointed out
that spatial distributions and anthropogenic impacts of record-breaking events are
sensitive to climate models and boundary conditions used in the experiments.

Two studies commonly confirmed that the frequency of extreme rainfall events
in Baiu will increase in the future simulations of d4PDF-R. In particular, the former
study focused on changes in typical atmospheric synoptic patterns and reported that
Baiu heavy rainfall events mainly occur in western Japan in the past climate; however,
the areas extended eastward in future climates with increasing trends of accumulated
precipitation amount per rainfall event.

Conclusions

The large-ensemble and high-resolution climate simulation database called d4PDF
was developed for extensive use in impact/risk assessment and policy decision-
making for adaptation measures.
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Large-ensemble climate simulation studies have advanced our understanding of
past and future climate changes and have provided statistical reliability for assessing
the impacts of significant weather and climatic phenomena in the future.

Although d4PDF comprises climate simulations at several warming levels with
uncertainties in the future projections of the CMIPS5 participating models, its range
of uncertainties is limited.

Those in the model simulations are shifted north in many models, because the reso-
lution adopted by most CMIP5 climate models is too coarse to resolve the regional
atmosphere and ocean climates in this region.

The current resolution of the JMA operational regional model is a 2 km mesh,
which is expected to reach 1 km or less in the future.

Acknowledgement
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Effect of Empirical Correction of Sea-Surface Temperature
Biases on the CRCMS5-Simulated Climate and Projected
Climate Changes Over North America

https://doi.org/10.1007/s00382-018-4596-2

Abstract-Summary

Dynamical downscaling (DD) consists in using archives of Coupled Global Climate
Models (CGCM) simulations as the atmospheric and sea-surface boundary condi-
tions (BC) to drive nested, Regional Climate Model (RCM) simulations.

Biases in the CGCM-generated driving BC, however, can have detrimental
impacts on RCM performance.

It is well documented for the historical period that CGCM-simulated sea-surface
temperatures (SST) suffer substantial biases, especially important near coastal
regions.

The CGCM-simulated sea-surface temperatures (SST) are first empirically
corrected by subtracting their systematic biases; the corrected SST are then used
as ocean surface BC for an atmosphere-only GCM (AGCM) simulation; finally this
AGCM simulation provides the atmospheric lateral BC to drive an RCM simulation.

This is what we refer to as the 3-step approach CGCM-AGCM-RCM of DD,
which can be compared to the traditional 2-step approach CGCM-RCM consisting
of driving an RCM simulation directly by CGCM-generated BC.

The results show that, in current climate, the seasonal-mean 2-m temperature
fields simulated with the 3-step DD have generally smaller biases with respect to the
observations than those simulated with the 2-step DD; in fact the performance of the
3-step DD simulations often approaches that of the reanalyses-driven simulation.
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Differences are particularly important for temperature: over the bulk of the North
American continent, the 3-step DD projects more warming in winter and less in
summer.

Extended

Dynamical downscaling (DD) using fine-mesh limited-area nested regional climate
models (RCMs) is one of the techniques used to generate high-resolution climate
data in order to assess the anticipated climate changes at regional and local scales
(Giorgi and Gutowski [3]; Rummukainen and others [4]; Rockel [5]).

Introduction

Over Europe, the SST correction had little impact on the simulated 2-m temperature
and precipitation biases, but the improved atmospheric lateral BC (as a consequence
of using an intermediate-resolution AGCM) had a large impact in reducing biases in
the historical period for summer and autumn seasons; for the other seasons, however,
results were different (Déqué and others [6]).

The correction of CGCM-generated SST, followed by an intermediate AGCM
simulation using the corrected SST as lower BC, yields improved input for the RCM
simulation while keeping physical consistency between the corrected SST and the
driving corresponding atmospheric variables.

We investigate the effect of applying an empirical correction of CGCM-generated
SST on RCM simulations for current and future periods under RCP8.5, using the
fifth-generation Canadian Regional Climate Model (CRCMS5) over the CORDEX
North-America domain on a grid mesh of 0.22°.

Experiments Setup

The third and final step is to use the atmospheric fields from the AGCM simulation,
together with the corrected SST, as lateral atmospheric BC and surface ocean BC,
respectively, for driving an RCM simulation over the region of interest: in the present
case, the North American CORDEX domain.

The corrected SST fields are then used as ocean surface BC for 2 AGCM simula-
tions (referred to as Agem_el and Agem_e2, the subscript e being used as a reminder
of the empirical correction applied to CGCM-simulated SST fields and the numbers
as indicators of the corresponding CGCM outputs), from 1949-2100 under historical
and RCP8.5 emission scenario.

The Agcm_e# simulations will provide the atmospheric lateral BC for the CRCMS5
simulations over the North American CORDEX domain for the same period (1949—
2100), using the corrected SST fields; these simulations will be referred to as
Rcm/Agem_el and Rem/Agem_e2, and they will be compared to those driven by
the corresponding CGCM-driven CRCMS5 simulations following the usual two-step
dynamical downscaling, noted as Rem/Cgem1 and Rem/Cgem?2.

Historical Climate Simulations
The skill of the 3-step DD (Rem/Agem_el and Rem/Agem_e2) and 2-step DD
(Rem/Cgeml and Rem/Cgem?2) CRCMS historical simulations are assessed with
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respect to the CRU reference observational dataset, and compared to the ERA-driven
hindcast simulation (Rcm/ReAn).

In JJA the Rcm/Agem_el is overall better than the reference simulation
(Rcm/ReAn), which is indicative of compensation between structural errors of
CRCMS and errors inherited from BC forcing.

In JJA both 3-step DD simulations Rem/Agem_el and Rem/Agem_e2 exhibit
superior performance than that of the hindcast simulation Recm/ReAn; this counter-
intuitive result is assuredly indicative of compensation between structural errors of
the RCM and of that of the driving BC.

The 4th row shows the difference between the Rem/Cgem# and Rem/Agem_e#
historical simulations to illustrate the impact of the 3-step DD.

Climate-Change Projections
Rows 1 and 3 show the projected change from the Cgcm# as well as from the Rem
following the 2-step (Rcm/Cgem#) and 3step (Recm/Agem_e#) DD technique.

Differences between the projected climate changes from the 2-step (Rem/Cgcm#)
and 3-step (Rem/Agem_e#) DD technique are shown in the right panel of rows 2 and
4.

The projected changes of the 3-step DD simulations are quite different from the
corresponding 2-step ones, the difference being larger in the case of Rem/Cgeml
and Rem/Agcme_el (right panel, second row).

Also that the 3-step DD simulations (Rcm/Agem_el and Rem/Agem_e2) give
different projections of seasonal mean precipitation while having the same AGCM
model, but different SSTs (right panels, first and third rows); the projected precipi-
tation differences between the 2-step and 3-step DD simulations are generally larger
for the Cgem1 suite of models.

Conclusions

For current climate, the 3-step DD simulations (Rcm/Agem_el and Rem/Agem_e?2)
have in general smaller seasonal-mean temperature biases with respect to the CRU
analysis of observations than the 2-step DD simulations; the biases in fact approach
those of the reanalyses-driven simulation (RCM/ReAn).

Differences in projected climate change between the two methods of DD are, at
least, as important as the differences between the driving and driven model of the 2-
step DD simulations and often larger; this is the situation for the two studied variables
in the two seasons and the two CGCM models and their suite of simulations.

In the case of precipitation, 3-step DD simulations are also rather similar in both
seasons for the period of current climate, but different in the future, the difference in
the future being more important in winter than in summer.

The differences in climate changes projected by the two DD approaches (with and
without empirical correction of SST biases) are another indication of the uncertainties
in downscaled climate simulations.
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3-Step Dynamical Downscaling with Empirical Correction
of Sea-Surface Conditions: Application to a CORDEX Africa
Simulation

https://doi.org/10.1007/s00382-016-3201-9

Abstract-Summary

Dynamical downscaling of climate projections over a limited-area domain using a
Regional Climate Model (RCM) requires boundary conditions (BC) from a Coupled
Global Climate Model (CGCM) simulation.

It is in this context that an empirical method involving the bias correction of
the sea-surface conditions (SSCs; sea-surface temperature and sea-ice concentra-
tion) simulated by a CGCM has been developed: The 3-step dynamical downscaling
approach.

The SSCs from a CGCM simulation are empirically corrected and used as lower
BC over the ocean for an atmosphere-only global climate model (AGCM) simulation,
which in turn provides the atmospheric lateral BC to drive the RCM simulation.

We analyse the impact of this strategy on the simulation of the African climate,
with a special attention to the West African Monsoon (WAM) precipitation, using the
fifth-generation Canadian Regional Climate Model (CRCMS5) over the CORDEX-
Africa domain.

The most remarkable effect of this approach is the positive impact on the simu-
lation of all aspects of the WAM precipitation, mainly due to the correction of
SSCs.

That the climate-change projections under RCP4.5 scenario obtained with the 3-
step approach are substantially different from those obtained with usual downscaling
approach in which the RCM is directly driven by the CGCM output; in the WAM
region most of the differences in the projected climate changes came mainly from
the empirical correction of SST.

Extended

We analyse the results of the application of the “3-step DD” over the CORDEX Africa

domain using the fifth-generation Canadian Regional Climate Model (CRCMY).
We analyse the results of CRCMS historical simulations comparing the skill of

the 3-step DD simulation (Rcm/Agcm_e) with that of the 2-step DD simulation

(Rem/Cgcem), as well as with hindcast ERA-driven simulation (Rcm/ReAn) over the

CORDEX Africa domain.


https://doi.org/10.1007/s00382-016-3201-9

Machine-Generated Summaries 41

Introduction
Bruyere and others [7] corrected the mean bias of the CGCM while retaining its
synoptic and climate variability by first decomposing the CGCM-simulated data as
well as the atmospheric and SST reanalyses into a mean seasonally-varying climato-
logical component and a perturbation component, and then constructing the BC for
driving the RCM simulation by replacing the CGCM climatological mean component
by that of the reanalyses.

Their study shows that the simulation of precipitation is significantly improved
for current climate when using the bias-corrected CGCM-SST as lower BC.

Sea-surface conditions simulated by a CGCM are empirically corrected and used
as lower BC over the ocean for an intermediate-resolution AGCM simulation, which
in turn will generate the atmospheric lateral BC to the RCM downscaling simulation,
hence the name “3-step DD” (CGCM-AGCM-RCM), in contrast with the usual “2-
step DD” (CGCM-RCM) used for example for CORDEX (Giorgi and others [8];
Jones and others [9]).

Methodology

The third and final step is to use the atmospheric fields from the AGCM simulation,
together with the corrected sea-surface fields, as lateral atmospheric BC and surface
ocean BC respectively, for driving an RCM simulation over the region of interest: in
the present case, the CORDEX-Africa domain.

This Agem_e simulation will provide the atmospheric lateral BC for the CRCMS5
simulation over the CORDEX-Africa domain for the same period (1949-2100), using
the corrected sea-surface fields; this simulation will be referred to as Rcm/Agem_e,
and it will be compared to that driven by the Cgcm following the usual two-step
dynamical downscaling, noted as Rem/Cgcm.

These include: a CRCMS simulation driven by the atmospheric lateral BC from
the CGCM but with the corrected sea-surface BC (noted Rem/Cgcem_*e); two other
AGCM-driven CRCMS simulations: one with the uncorrected CGCM-simulated sea-
surface fields (noted Rcm/Agem_u) and another with the ER A-Interim analysed sea-
surface fields (Rcm/Agem_o); and finally a reanalysis-driven hindcast simulation
(Rcm/ReAn).

Historical Climate Simulation Results

The most striking effect of the 3-step DD with the empirical correction of the SSTs
can be seen in the WA-S region (panel b), where the bimodality of the annual cycle
present in the observations and the reanalysis-driven simulation (Rcm/ReAn) that
was lost in the Rem/Cgcem simulation is recovered with the empirically corrected
SST in Rem/Agem_e.

For the other regions, the 3-step DD (Rcm/Agem_e) shows an improved represen-
tation of the annual cycle of precipitation, nearly as good as the hindcast simulation
driven by the reanalysis (Rcm/ReAn) and even sometimes coincidentally better (e.g.,
CA-NH region, panel d).

Comparison with the sensitivity experiments simulations Rcm/Agem_u and
Rem/Cgem_*e (not shown) suggests that the improvement in the representation of
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the diurnal cycle of precipitation in the three equatorial regions (WA-S, CA-NH and
CA-SH) is a result of the correction of the sea-surface conditions.

Climate-Change Projections
The comparison with the sensitivity test simulation Rcm/Agem_u (not shown)
revealed that the differences in the projected 2-m temperature changes between
the two DD techniques came mainly from the empirical correction of the sea-
surface correction in JFM, but in JAS the use of the intermediate-resolution AGCM
contributed substantially also.

For JAS there is a substantial difference between the projected precipitation
changes obtained with the two DD methods in the latitude band between 0 and
15°N, with the 3-step DD projected changes being smaller in magnitude and spatial
extension than the 2-step DD projected changes.

The comparison with the sensitivity test simulation Recm/Agecm_u (not shown)
revealed again that the differences in the projected precipitation changes between
the two DD techniques came mainly from the empirical correction of the sea-surface
correction, not from the use of the intermediate-resolution AGCM.

Conclusions

The sea-surface conditions (SSC; sea-surface temperature, SST; and sea-ice concen-
tration, SIC) from a simulation of a coarse-mesh coupled global climate model
(CGCM), in this case the Earth System Model of the Max-Planck-Institut fiir
Meteorologie (MPI-ESM-LR), were empirically corrected by subtracting the bias
calculated over the historical period, and used as sea-surface boundary condi-
tion (BC) for a simulation of an atmosphere-only GCM (AGCM), in this case an
intermediate-resolution global version of CRCMS.

Several sensitivity test experiments were also conducted in order to analyse the
respective impact on the CRCMS simulations of (1) the bias correction of SSC, (2) the
change of driving atmospheric model (AGCM vs. CGCM), and (3) the combination
of both modifications as in the 3-step DD.

The comparison with the sensitivity test simulations revealed that the differences
in the projected climate changes between the two DD techniques came mainly from
the empirical correction of the SSC, although there were regions and variables for
which the use of the intermediate-resolution AGCM also contributed substantially.
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Dynamical Downscaling with the Fifth-Generation Canadian
Regional Climate Model (CRCMS5) Over the CORDEX Arctic
Domain: Effect of Large-Scale Spectral Nudging

and of Empirical Correction of Sea-Surface Temperature

https://doi.org/10.1007/s00382-017-3912-6

Abstract-Summary

As part of the CORDEX project, the fifth-generation Canadian Regional Climate
Model (CRCMS) is used over the Arctic for climate simulations driven by reanalyses
and by the MPI-ESM-MR coupled global climate model (CGCM) under the RCP8.5
scenario.

The analysis shows that SN is effective in reducing the spring MSLP bias, but
otherwise it has little impact.

We have also conducted another experiment in which the CGCM-simulated sea-
surface temperature (SST) is empirically corrected and used as lower boundary
conditions over the ocean for an atmosphere-only global simulation (AGCM), which
in turn provides the atmospheric lateral boundary conditions to drive the CRCMS5
simulation.

This approach, so-called 3-step approach of dynamical downscaling (CGCM-
AGCM-RCM), which had considerably improved the CRCMS historical simulations
over Africa, exhibits reduced impact over the Arctic domain.

The most notable positive effect over the Arctic is a reduction of the T2m bias
over the North Pacific Ocean and the North Atlantic Ocean in all seasons.

Future projections using this method are compared with the results obtained with
the traditional 2-step dynamical downscaling (CGCM-RCM) to assess the impact of
correcting systematic biases of SST upon future-climate projections.

Introduction

An increase in precipitation, large reductions in sea ice and glacier volume, sea level
rise and the thawing of permafrost are expected consequences in the Arctic of the
projected global warming (IPCC [10]).

From the side of regional climate modelling, a comprehensive study of RCM
hindcast simulations was done as a part of the Arctic Regional Climate Model
Intercomparison Project (ARCMIP; Curry and Lynch [11]).

Dynamical downscaling of the CGCM projections over the Arctic by RCMs
shows warming up to 6.5 K in the mean tropospheric temperature over Barents,
Kara Seas and the Beaufort Sea during winter (Rinke and Dethloff [12]), the regions
corresponding to the areas with the maximum projected sea ice loss.

The Arctic is also one of the recommended domains for the COordinated Regional
climate Downscaling EXperiment (CORDEX), an international coordinated sets
of experiments for hindcast, historical simulations and climate projections under
RCP4.5 and RCPS.5.
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Methodology

An empirical bias correction of sea-surface conditions (SSC) has been tested for
CRCMS5 simulations over the African CORDEX domain (HD16); it was shown that
for the West African monsoon, the skill of the historical simulations, driven by an
AGCM with the empirical correction of the CGCM-simulated sea-surface conditions,
was substantially improved, approaching in fact that of hindcast simulations driven
by reanalyses.

The atmospheric fields from this AGCM simulation is then used as lateral atmo-
spheric BC, together with the corrected SST as surface ocean BC, for driving an
RCM simulation over the region of interest: in the present case, the CORDEX Arctic
domain.

Regarding the study of the effect of the empirical correction of SSTs, two CRCMS5
simulations are performed, spanning the 1979-2100 time period under historical and
RCP8.5 emission scenario, one is driven at the boundaries by the CGCM, and another
by the AGCM with corrected SST.

Hindcast Climate Simulations Driven by Reanalyses

Hindcast simulations (noted CRCMS5/ERA) are used to evaluate structural biases
of CRCMS5 over the CORDEX Arctic domain, upon assuming that LBC and SSC
derived from reanalysis are quasi perfect, therefore the identified biases result from
the structure of the model: its formulation, approximations and parameterizations.

The CRCMS simulation driven by ERA-Interim using the technique of large-scale
spectral nudging will be referred to as CRCM5(SN)/ERA.

In case of 2-m temperature (T2m), the different observationally-based gridded
datasets exhibit substantial differences amongst themselves, and hence the apparent
biases of CRCMS5 simulation vary considerably depending on the reference data set
used.

The apparent precipitation bias when compared to GPCP is larger in winter than
in summer, possibly because of the difficulty for the model to adequately simulate
winter clouds and precipitation, or for the satellite-based GPCP to distinguish clouds
from snow cover.

Historical Climate Simulations Driven by GCM

We analyse the results of CRCMS historical simulations driven by MPI-ESM-MR
(CRCMS5/CGCM) and compare it with the results of 3-step dynamical downscaling
with the empirically corrected SST (CRCM5/AGCM_e).

The CRCM5/CGCM SST was interpolated from the MPI-ESM-MR and reflects
the aforementioned biases over open oceans.

The CRCM/AGCM_e SST consists of the CGCM SST empirically corrected
using ERA-Interim, and hence the bias should vanish in principle.

Areas with non-vanishing CRCM/AGCM_e SST bias reflect where the SST
correction could not be applied due to conflicting values of SIC in CGCM and
ERA-Interim.

The difference between CRCMS simulations with and without SN as well as
CRCMS simulations driven by CGCM and AGCM_e is relatively modest.
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Comparing CRCM5/CGCM and CRCMS5/AGCM _e, the SST correction reduces
some of the biases over the land and the remaining biases are comparable to those
seen with CRCMS5/ERA.

Climate Change Projections

The largest SIC decline is projected to occur during autumn, with more than 60%
reduction over a vast area of the Arctic Ocean, particularly in East Siberian, Laptev
and Kara seas, resulting in a nearly late summer ice-free Arctic Ocean by the end of
twenty-first century.

Over the Beaufort sea, the CGCM projects a larger warming than
CRCMS5/AGCM_e and CRCM5/CGCM.

Some studies such as Koenigk and others [13] have suggested that precipitation
and temperature changes in the future are somehow linearly related; the projected
precipitation increase over Kara sea and Bering sea, where the largest warming is
projected, tends to confirm that hypothesis.

There is a noteworthy difference between the projected precipitation changes
by CRMC5/CGCM and CRCMS5/AGCM_e in summer, with CRCMS5/AGCM_e
suggesting a widespread reduction (0.5 mm/day) for continental areas surrounding
the Arctic Ocean.

Summary and Conclusions

The skill of CRCMS5 hindcast simulations driven by ERA-Interim reanalysis, the
effectiveness of the large-scale spectral nudging (SN), and future climate-change
projections using 2- and 3-step dynamical downscaling over the CORDEX Arctic
domain were investigated.

The precipitation bias of CRCMS5 simulations when compared to the GPCP dataset
is more pronounced in coastal areas.

Positive impact of SST correction are seen through a reduction of the T2m bias
over North Pacific Ocean and North Atlantic Ocean in all seasons, as well as over
the Bering Sea in summer.

Future projections of CGCM were compared with those performed with CRCM5
driven by CGCM (CRCM5/CGCM) and driven by the AGCM using bias-corrected
SST (CRCM5/AGCM_e).

Both CRCMS simulations project less warming over the Arctic Ocean for fall
compared to the CGCM simulation.

For summer, CRCM/AGCM_e projects widespread decreasing precipitation
unlike CGCM and CRCM5/CGCM, but the decrease is modest, about 0.5 mm/day.
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Assessment of Climate Change Impact Over California Using
Dynamical Downscaling with a Bias Correction Technique:
Method Validation and Analyses of Summertime Results

https://doi.org/10.1007/s00382-020-05200-x

Abstract-Summary

This study explores climate-change influences on future air pollution-relevant mete-
orological variables (e.g., temperature, wind, humidity, boundary layer heights) and
atmospheric phenomena (e.g., heat wave, marine air penetration, droughts) over
California by the 2050s.

The Community Earth System Model simulation results from Coupled Model
Intercomparison Project Phase 5 under an emission scenario that most closely aligns
with California’s climate change goals were bias-corrected with respect to North
American Regional Reanalysis data to reduce biases in both the climatological mean
and inter-annual variations.

Our downscaled results projected a future increase of approximately 1 K in
summer mean surface temperature over California under this single future climate
realization.

Water vapor mixing ratio is also projected to increase over California and off the
coast.

There are discernable decreases in boundary layer heights over the mountain
ranges surrounding the central valley of California, while increases in boundary
layer heights are observed over other regions in California.

The occurrence of marine air penetration events over the northern California is
also projected to increase in the future.

Extended
The results from this study create a potential future scenario in a high resolution.

Introduction

Given the seasonal variation of both PM and ozone, as well as the differences in
the underlying meteorological drivers influencing these two types of pollution, we
need to evaluate different meteorological parameters and phenomena in summer [e.g.,
temperature extremes and marine air penetration (MAP)] versus winter (precipitation
characteristics and stagnation events) when we analyze climate change impacts on
meteorological conditions relevant to air quality in California.

The primary goal of this study is to explore the future projection of air pollution-
relevant meteorological variables (e.g., temperature, wind, precipitation and venti-
lation) and important atmospheric phenomena (e.g., heat wave events, MAP events
and droughts) over California in greater detail using the aforementioned dynamical
downscaling with bias correction (i.e., the mean bias correction plus the adjustment
of inter-annual variations).
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To evaluating the dynamical downscaling method with bias correction applied to
the CESM data, this paper also presents the climate change impact on summertime
meteorological conditions and atmospheric phenomena.

Models and Methodology

Following Xu and Yang [14], bias correction was applied to three-dimensional (3D)
air temperature, zonal and meridional wind, water vapor mixing ratio, and geopo-
tential height at each model grid and on each vertical level for each 6-hourly CESM
output.

Figures S2 and S3 show monthly mean T2 at 00 UTC (4 pm PST) from the original
CESM, bias-corrected CESM and NARR data for July averaged over the validation
periods.

These bias correction coefficients are applied to adjust the biases of the CESM
data for the future simulation period (2046—2055) in this study.

To WRF downscaling simulations driven by bias-corrected CESM data, WRF
simulations were also conducted driven by NARR data and the original CESM data
for the present 10-year period.

Evaluation of the Dynamical Downscaling Results with the Bias Correction
Method

Driven by bias-corrected CESM data, D_BCCESM over (under) predicts RH2 for 5
(4) out of 9 sub-regions; and the magnitude of the difference is reduced more than
50% for SAC, BA, MC, SJV and SC.

After applying bias correction to the CESM data (i.e., D_BCCESM), the positive
difference below 500 hPa was reduced by more than 50%, especially for the lowest
2 layers close to the surface where the differences were reduced from 1.72 K and
1.98 K to 0.28 K and 0.82 K, respectively.

The large negative biases above 500 hPa were reduced remarkably and the magni-
tudes of the differences were smaller than 0.4 K. The over-predictions of Qv from
D_OCESM were reduced for almost all layers after using bias-corrected CESM data
(i.e., D_BCCESM), especially for the lowest two layers.

Summertime Climate Change Projections Over California

Heat wave events are defined as a period of at least three consecutive days in which the
regional-mean Tmax exceeds the 90th percentile threshold of summertime regional-
mean Tmax for the present decade (Tc_max_90_reg) calculated based on WRF
downscaled results.

The average durations of heat wave events are expected to increase by 1 day and
0.9 days in the future decade for MD and SJV, respectively, while a twofold increase
is projected for the maximum duration of heat wave events for both regions.

Both the frequency and duration of heat wave events are expected to increase in
the future decade for almost all sub-regions analyzed in this section, within which,
MD, SJV and SC are projected to experience greater impacts than other sub-regions.

It was demonstrated in the previous section that California will likely experience
more extreme hot days and heat wave events in future decades on top of the overall
warming trend during summer months.
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Concluding Remarks

The regional mean summertime surface temperature is projected to increase over
0.9 K for 7 out of 9 geographical sub-regions over California in the future decade,
among which the increase over GBV and MD is over 1.1 K. The projected temperature
increase is statistically significant at the 95% confidence level over almost the entire
analysis domain.

Our WRF downscaling results project an over twofold increase in the number of
heat wave events over MD and SC for the future simulation period.

This is the first comprehensive climate change study using dynamically down-
scaled bias-corrected CESM results from CMIP5 on to a 4 x 4 km? grid over Cali-
fornia via WRF model, followed by detailed analysis on potential climate change
impacts on meteorological variables and phenomena over different geographical
sub-regions in California.
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Which Complexity of Regional Climate System Models is
Essential for Downscaling Anthropogenic Climate Change
in the Northwest European Shelf?

https://doi.org/10.1007/s00382-017-3761-3

Abstract-Summary

Climate change impact studies for the Northwest European Shelf (NWES) make use
of various dynamical downscaling strategies in the experimental setup of regional
ocean circulation models.

Projected change signals from coupled and uncoupled downscalings with different
domain sizes and forcing global and regional models show substantial uncertainty.

We investigate influences of the downscaling strategy on projected changes in the
physical and biogeochemical conditions of the NWES.

Our results indicate that uncertainties due to different downscaling strategies
are similar to uncertainties due to the choice of the parent global model and the
downscaling regional model.

Downscaled change signals reveal to depend stronger on the downscaling strategy
than on the model skills in simulating present-day conditions.

Introduction

The conventional approach to address regional climate change impacts in the ocean
is the dynamical downscaling of a global climate projection by a regional ocean
model.
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The importance to account for coupled air—sea interaction has been proposed in
many studies on regional ocean modeling and dynamical downscaling (e.g. Schrum
and others [15]; Rummukainen [16]; Tian and others [17]; Van Pham and others [18];
Groger and others [19]; Wang and others [20]).

A high sensitivity in the response of physical and biogeochemical conditions in
the ocean to changes in the atmospheric wind and thermal forcings is characteristic
for shelf and marginal seas but cannot be accounted for by uncoupled models because
they are driven with bulk formulae which do not allow the atmosphere to adjust to
the downscaled ocean conditions (e.g. Adlandsvik [21]; Holt and others [22]; Olbert
and others [23]; Groger and others [24]; Mathis and Pohlmann [25]; Tian and others
[26]; Tinker and others [27]).

What is missing so far is a consistent test of the various downscaling strategies,
ranging from a downscaling with a fully coupled regional climate system model over
forcing a regional ocean model with data from a dynamical atmosphere downscaling
to directly using forcing fields from the global model output.

Methods

With this experiment, we mimic a stand-alone regional ocean model that uses MPI-
ESM output not only for the atmospheric forcing but also to prescribe oceanic
conditions at the open lateral boundaries of its North Sea-Baltic Sea domain.

In the fifth experiment RF (REMO forcing), MPIOM is forced with REMO output
from an atmosphere-only downscaling of ECHAMSG6, which has been driven by atmo-
spheric lateral boundary data, sea surface temperature (SST), sea ice conditions and
sea surface velocity from the global MPI-ESM simulation.

RFroc mimics a state-of-the-art uncoupled dynamical downscaling with a regional
ocean model driven by downscaled high resolution atmospheric forcing and
prescribed lateral boundary conditions in the ocean extracted from the parent global
climate simulation.

To rule out remaining effects of model drift in the projected climate change signals,
control simulations under constant preindustrial atmospheric CO, concentration
(285 ppm) have been performed for the global and regional coupled setups.

Results

The change signal of the northeastern North Atlantic water masses is advected into
the North Sea, causing a stronger salinity drop in MPI-ESM than in Cref in the
northern and central North Sea as well as in the English Channel.

In EF, the decrease in North Sea primary production is generally stronger because
of a weaker warming trend and a stronger nutrient decline in the northeastern North
Atlantic, while the downscaled trend in RF is quite similar to the coupled reference
simulation Cref.

When water temperature, salinity and nutrient concentrations are restored in EFroc
and RFroc towards MPI-ESM anomalies, the less intense SPG nutrient decline in
MPI-ESM weakens the downscaled negative trends in North Sea primary production
and enhances the positive trends, compared to EF and RF, respectively.



50 2 Downscaling, Regional Models and Impacts

Discussion

The experiments with three-dimensional restoring in the ocean EFroc and RFroc
have further confirmed that the oceanic forcing at the open lateral boundaries of
stand-alone regional ocean models is of secondary importance for downscaling SST
change signals in the North Sea.

Experiments EFroc and RFroc have shown that downscalings by regional ocean
models forced with salinity anomalies of a global simulation suffer from inconsis-
tencies between the change signals of the global simulation and a fully coupled
downscaling.

A larger domain size including the northeastern North Atlantic might reduce the
influence of the global forcing data, as also indicated by Schrum and others [28]
where different forcing global models yielded a similar spread in downscaled North
Sea salinity changes as obtained in our study from different downscaling strategies.

Conclusions

When regional ocean models are used, however, the prescribed oceanic boundary
conditions can introduce large errors to the downscaled change signals, even in
coupled simulations.

We therefore recommend the coupling domain of the downscaling model system
to include the northeastern North Atlantic region in order to allow for local ocean—
atmosphere responses related to changes in the NAC pathway and transport rates.

The downscaling strategies compared here cover a wide range of complexity,
decreasing gradually from a fully coupled ocean—atmosphere climate system model
to a stand-alone ocean model forced with boundary conditions extracted from other
general and regional circulation models of different grid resolutions.

The resulting change signals in the North Sea reveal to depend stronger on
the individual downscaling strategy than on the fidelity of simulated present-day
conditions.

Inter-model comparisons of climate projections regionalized for the NWES show
large uncertainties in the downscaled change signals.
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Uncertainties in Predicting Impacts of Climate Change
on Hydrology in Basin Scale: A Review

https://doi.org/10.1007/s12517-020-06071-6

Abstract-Summary
Modelling the hydrological impacts of climate change is generally done in various
stages and has uncertainty associated with each of them.
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These include scenario uncertainty in climate scenario selection, model uncer-
tainty in climate simulation by global climatic models (GCMs), uncertainties while
downscaling GCMs, biases in downscaled data, erroneous input to the hydrolog-
ical model, and uncertainty in the structure and parameterisation of the hydrological
model.

The present paper aims at reviewing the uncertainties involved at each stage of
climate change impact assessment of hydrology.

Climate scenario uncertainties would be smaller than those associated with the
choice of GCMs.

GCMs shall be downscaled by statistical or dynamical methods (regional climatic
models (RCMs)) before using them for regional studies.

Taking into account the uncertainties associated with climate impact studies can
help formulate effective adaptation strategies.

Introduction
Land use and climate change are two key factors which impact the quantity and
quality of water available (Kaushal and others [29]).

Climate change as a result of global warming influences the availability and
distribution of water.

Some studies have also analysed the effect of climate change on water quality
(e.g. Azadi and others [30]).

Since climate change disrupts the hydrological cycle, the pattern of precipitation
and temperature changes which in turn, affects the water resources of an area.

There are uncertainties involved at every stage of hydrological impact assessment
of climate change at a local scale.

A crucial aspect of assessing the predictability of the hydrological impact of
climate change is the quantification of the total uncertainty associated with the results
(Maraun and others [31]).

The climate change effects on hydrology have become a priority area for water
management strategies.

Uncertainties in Climate Impact Studies
Hydrological models require high-resolution meteorological forcing data for climate
impact assessments (Barnett and others [32]; Asong and others [33]).

Teutschbein and Seibert [34] analysed the performance of six bias correction
methods, namely linear scaling, variance scaling, local intensity scaling, power trans-
formation, distribution transfer and the delta-change approach and found that distri-
bution mapping performed the best in streamflow simulation of the five Swedish
catchments considered in the study.

Kim and others [35] employed a method to reduce the distributional parametric
uncertainty that comes along with observational and climate model data.

Two main approaches for selecting hydrological models for climate impact studies
are (1) using multi-model ensembles without considering model performance and
(2) selecting a single model by evaluating its performance.
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There are a few studies which have analysed the uncertainties related to hydro-
logical model choice in the climate impact studies (Jiang and others [36]; Maurer
and others [37]; Bastola and others [38]; Najafi and others [39]; Surfleet and others
[40]; Veldzquez and others [41]; Vansteenkiste and others [42]; Karlsson and others
[43]).

Discussion
Impact studies of climate change involve various uncertainties.

Uncertainties are considered barriers to climate change adaptation.

Addressing these uncertainties can significantly improve future predictions and
thus improve climate adaptation options (Kusangaya and others [44]).

Uncertainties related to climate model projections are often the largest source of
uncertainty in climate impact studies (Minville and others [45]).

Selection of the climate model is a critical step in climate impact studies (Lutz
and others [46]).

In the prospect of longer planning, the uncertainties related to climate scenario
selection are of prime importance.

For future climate, the basic assumption of stationarity in bias correction
procedures makes the selection process questionable.

Model evaluation enhances the scientific reliability and acceptance of modelled
results of climate change impact studies.

Climate models and hydrological models are expected to be better integrated in
the future.

Conclusions

A range of possible climate scenarios is recommended for impact studies as future
emissions would be mostly dependent on mitigation policies taken in the future,
which are uncertain.

Use of single best or average case climate scenario may be misleading.

GCMs are often the largest contributors to uncertainty, followed by climate
scenarios and impact models.

GCM simulations need downscaling for their use in regional or local impact
studies.

Decent performance of hydrological models in the past increases the confidence
of projected impacts and decreases the uncertainty related to hydrological models,
but does not guarantee good performance in the future climatic condition.

Impact studies use either a multi-model ensemble or a single model after
evaluating their performance.

Acknowledgement
A machine generated summary based on the work of Jose, Dinu Maria; Dwarakish,
Gowdagere Siddaramaiah (2020 in Arabian Journal of Geosciences).



Machine-Generated Summaries 53

Evaluations of High-Resolution Dynamically Downscaled
Ensembles Over the Contiguous United States

https://doi.org/10.1007/s00382-017-3645-6

Abstract-Summary

This study uses Weather Research and Forecast (WRF) model to evaluate the perfor-
mance of six dynamical downscaled decadal historical simulations with 12-km
resolution for a large domain (7200 km x 6180 km) that covers most of North
America.

The initial and boundary conditions are from three global climate models (GCMs)
and one reanalysis data.

The GCMs employed in this study are the Geophysical Fluid Dynamics Labo-
ratory Earth System Model with Generalized Ocean Layer Dynamics component,
Community Climate System Model, version 4, and the Hadley Centre Global
Environment Model, version 2-Earth System.

We evaluate the model performance for seven surface variables and four upper
atmospheric variables based on their climatology and extremes for seven subregions
across the United States.

We find that the use of bias correction and/or nudging is beneficial in many
situations, but employing these when running the RCM is not always an improvement
when compared to the reference data.

The use of an ensemble mean and median leads to a better performance in
measuring the climatology, while it is significantly biased for the extremes, showing
much larger differences than individual GCM driven model simulations from the
reference data.

Extended

We find that there is clear advantage by using the downscaled simulations over the
raw GCM counterparts, especially in mountainous and convection dependent regions
and for higher percentiles in the PDF distribution.

The use of bias correction does not cause large differences between the two
CCSM4 driven WREF runs in relative errors, which have ranks that are mostly near
the middle of pack.

The use of bias correction (WCB) reduces the cold bias over the Northwest,
Southwest as well as Southeast regions by 0.5-2 °C, but increase the bias over the
Midwest and Northeast regions by 1 °C in comparison with the run without bias
correction (WCNB).

The value of using three separate GCMs to create an ensemble over North America
will allow for an improved ability to capture the future uncertainties.

Introduction
This information is particularly needed in regions where global model’s resolution
cannot capture the orographic variations sufficiently enough to represent observed
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changes accurately and for an improved ability at modeling regional extremes
associated with rare climate events.

Uncertainties in the RCM simulations can come from a number of sources,
including physics parameterization, model representation of internal variability, the
choice of emission scenarios for projecting future changes in climate, and the differ-
ences in the global climate models used to drive the RCM (Giorgi and Bi [47]; Mearns
and others [48]).

Halmstad and others [49] investigate the NARCCAP six simulations for the histor-
ical period over the Villamette River Basion, Oregon, and find that the weather
research and forecasting (WRF) regional climate model performs better in extreme
precipitation than its boundary conditions when driven by the Community Climate
System Model, version 3, but performs worse than the boundary conditions when
driven by the Canadian Climate Centre Coupled General Circulation Model version
3.

Model Description and Reference Data

Among the six WRF simulations, the NCEP-R2 driven run was conducted first, along
with which we conducted sensitivity experiments considering different nudging
strength, microphysics, convective parameterizations and spin-up time.

While the study by Wang and Kotamarthi [50] compare the impacts of bias correc-
tion using CCSM4 to drive the WRF model, they only focus on precipitation over
different regions of North America.

This study compares not only the effect of bias correction, but also the effect of
spectral nudging and different lateral boundary conditions on the model performance.

To explore the impacts of spectral nudging on model performance when bias
correction is applied, we conducted two WRF runs driven by GFDL-ESG2G, with
spectral nudging turned on in one of the simulations and turned off in the other
simulation.

We also use PRISM monthly precipitation data set as the reference data to evaluate
the model and understanding the uncertainty of model’s performance to different
reference data.

Results

The two CCSM4 driven WRF simulations (with and without bias correction) also
underestimate the extreme maximum temperature for all seven climate regions, but
show smaller cold bias than do mean and median.

In the two runs where WGN and WCB use both spectral nudging and bias correc-
tion, there are large differences in all seven regions, indicating that the GCM used to
force the WRF makes a larger difference than the use of bias correction and nudging
does for maximum temperature.

Similar to the maximum temperature, the tail in the PDF curve for GCM driven
simulations are too close to the mean and underestimate the intensity of extreme cold
temperature (with warm bias) for many of the regions.

The RMSE for the two models (WGN and WCBC) that use both bias correction
and nudging is higher for the North Plains, South Plains, and Midwest regions, but
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they both show smaller bias in the same region for extreme precipitation than the
other simulations.

Discussion and Summary

Few downscaling projects have compared CMIP5 GCM-driven dynamical down-
scaled model performance for variables other than surface temperature and precip-
itation, especially as an ensemble (Fowler and others [51]; Lee and others [52,
53)).

One of the challenges in a study like this is to compare the model output to best
reference data set available, but in reality, the “ground truth” for variables, such as
precipitation, often have sources of biases and error themselves (Cosgrove and others
[54]).

If there is a known overall bias in the dynamically downscaled method for a
specific region in all members of the ensemble, that can now be accounted for when
making projections of future climate change.

Since most of the uncertainty in future climate comes from choices such as the
climate model used and the emission scenario (Déqué and others [55]), our multi-
climate model ensemble, while employing bias correction and spectral nudging, can
prove valuable at analyzing the uncertainties in future climate extremes.
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Improving Sea-Level Projections on the Northwestern
European Shelf Using Dynamical Downscaling

https://doi.org/10.1007/s00382-019-05104-5

Abstract-Summary

The projections of ocean dynamic sea level presented in the IPCC ARS were
constructed with global climate models (GCMs) from the Coupled Model Inter-
comparison Project 5 (CMIPS).

We use the regional shelf seas model AMMY7 to show that, depending on the
driving CMIP5 GCM, dynamical downscaling can have a large impact on DSLC
simulations in the NWES region.

Dynamical downscaling affects the simulated time of emergence of sea-level
change (SLC) above sea-level variability, and can result in differences in the projected
change of the amplitude of the seasonal cycle of sea level of over 0.3 mm/yr.

We find that the difference between GCM and downscaled results is of similar
magnitude to the uncertainty of CMIP5 ensembles used for previous DSLC
projections.
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Our results support a role for dynamical downscaling in future regional sea-level
projections to aid coastal decision makers.

Extended

We use the AMM7 (Coastal Ocean version 6) configuration of the primitive-equation
modeling framework Nucleus for European Modelling of the Ocean (NEMO) V3.6
(Madec and NEMO Team [56]) to downscale long-term simulations of two CMIP5
GCMs.

Introduction

Projections of DSLC driven by climate change scenarios are commonly made with
the output of coupled global climate models (GCMs, e.g. Slangen and others [57,
58]; Church et al. [59]; de Vries and others [60]; Kopp and others [61]; Palmer and
others [62]).

Sea-level projections at a finer spatial resolution can be obtained by downscaling,
which is a technique to obtain regional to local detail from larger scale information
(Rummukainen [63]).

For the North Pacific, downscaled DSLC was computed with the regional ocean
model ROMS (1/4° by 1/4°) for three different driving CMIP5 GCMs (Liu and others
[64]).

We assess the importance of dynamical downscaling for the NWES region and
quantify the uncertainties related to constructing regional DSLC projections with
CMIP5 GCMs.

We do this by downscaling the simulations of two CMIP5 GCMs with a regional
shelf seas model (the Atlantic Margin Model (AMM?7), O’Dea and others [65]) and
comparing the results with the original simulations for two different representative
concentration pathways (RCPs, Meinshausen and others [66]).

Data and Methods

We use the AMMY7 (Coastal Ocean version 6) configuration of the primitive-equation
modeling framework Nucleus for European Modelling of the Ocean (NEMO) V3.6
(Madec and NEMO Team [56]) to downscale long-term simulations of two CMIP5
GCMs.

The lateral boundary conditions consist of monthly mean temperature and salinity,
barotropic currents and SSH, which are derived from the GCMs and interpolated onto
the AMMY7 grid.

Discrepancies in mass transport across the boundaries of the NWES region
between the GCMs and AMM?7 can result from the interpolation of the lateral
boundary conditions (e.g. barotropic currents) from the parent grid onto the AMM7
grid and from the different representations of bathymetry, atmosphere and river
run-off.

To directly compare DSLC in the GCMs with DSLC in AMM?7, we correct the
DSLC output of AMMY for the differences in regional mean DSLC resulting from the
Boussinesq approximation and from discrepancies in mass transport due to artefacts
of the downscaling setup.
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The Impact of Dynamical Downscaling on Historical Simulations
In the Norwegian Sea, simulated MDT is too low in GCM-MPI, RCM-HAD and
RCM-MPI, and does not agree spatially with the observations in GCM-HAD.

Similar to MDT, the biases of simulated SST with respect to the observations
are larger for GCM-HAD than for GCM-MPI, and the improvement for GCM-HAD
after downscaling is also larger.

Near the boundaries of the NWES region, biases of RCM-HAD and RCM-MPI
with observations are larger than in the interior, and the downscaled simulations are
closer to their driving GCMs due to the applied boundary conditions.

Comparing simulated interannual variability near TG stations to the observed TG
data, GCM-HAD has a PCC of 0.7 and RMSE of 1.12 cm.

The comparison suggests that the impact of dynamical downscaling on simu-
lations of interannual sea-level variability along the coast depends strongly on the
driving GCM.

Dynamical downscaling generally improves the historical GCM simulations with
respect to observations (i.e. reduces biases).

The Impact of Dynamical Downscaling on Projected DSLC
This difference is approximately 30% of the sterodynamic SLC (DSLC plus
‘zostoga’, Gregory and others [67]) simulated by GCM-HAD for the North Sea.

In the North Sea, GCM-MPI simulates slightly larger DSLC, but differences
with RCM-MPI do not exceed 2.5 cm (7% of the sterodynamic SLC simulated by
GCM-MPI).

The local steric change in GCM-HAD can be over 15 cm larger than in RCM-HAD
in the northern North Sea.

SLC due to bottom pressure changes is up to 13 cm larger in GCM-HAD than in
RCM-HAD in the North Sea.

Since sea-level variability and the timing of SLC differ between GCM and RCM,
the effect of dynamical downscaling on ToE on the NWES can be large, even if
differences in DSLC by the end of the twenty-first century are relatively small.

Projected Changes in the Seasonal Sea-Level Cycle
The large differences in trends between the GCM and downscaled simulations
suggest that RCMs should be used for accurate projections of the change in seasonal
amplitude in the NWES region.

Dynamical downscaling is important to better project the variability of the
amplitude of the seasonal sea-level cycle in the NWES region.

Discussion and Conclusions

The objective of this study was to explore the use of dynamical downscaling with the

regional model AMMY7 to refine the CMIP5 GCM simulations of the ocean dynamic

component of sea-level variability and long-term change for the NWES region.
Since the horizontal resolution of HadGEM2-ES is more typical for the CMIP5

ensemble than the horizontal resolution of MPI-ESM-LR, we expect the results
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of dynamical downscaling for HadGEM2-ES to be representative of other CMIP5
models as well.

Sea-level projections for the NWES constructed with an ensemble of GCMs could
be improved by weighting or excluding models based on their bathymetry and land
mask or skill at reproducing observations regionally (e.g. McSweeney and others
[68]).

Our results show the importance of improving the representation of coastal regions
in GCMs for regional sea-level projections for the NWES, and support a role for
dynamical downscaling in improving projections for coastal regions.

Acknowledgement

A machine generated summary based on the work of Hermans, Tim H. J.; Tinker,
Jonathan; Palmer, Matthew D.; Katsman, Caroline A.; Vermeersen, Bert L. A.;
Slangen, Aimée B. A. (2020 in Climate Dynamics).

West African Monsoon Intraseasonal Activity and Its Daily
Precipitation Indices in Regional Climate Models: Diagnostics
and Challenges

https://doi.org/10.1007/s00382-016-3016-8

Abstract-Summary

This paper analyses an ensemble of simulations from six regional climate
models (RCMs) taking part in the coordinated regional downscaling experi-
ment, the ECMWF ERA-Interim reanalysis (ERAI) and three satellite-based and
observationally-constrained daily precipitation datasets, to assess the performance
of the RCMs with regard to the intraseasonal variability.

RCMs that fail to represent the seasonal-mean position and amplitude of the
meridional gradient of PW show the largest discrepancies with respect to seasonal-
mean observed precipitation.

The study investigates the skill of the models with respect to hydro-climatic
indices related to the occurrence, intensity and frequency of precipitation events
at the intraseasonal scale.

Although most of these indices are generally better reproduced with RCMs than
reanalysis products, this study indicates that RCMs still need to be improved (espe-
cially with respect to their subgrid-scale parameterization schemes) to be able to
reproduce the intraseasonal variance spectrum adequately.

Extended
The study investigates the frequency-time distribution of rainfall predicted by RCMs
through spectrum analysis.
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Introduction
Fewer studies have targeted the ability of RCMs to reproduce the monsoon intrasea-
sonal events such as rainfall onset and retreat, AEW intermittency, or the precipitation
diurnal cycle.

Although a set of arguments tends to confirm the real added value of RCMs,
Flaounas and others [69] have shown a decisive impact of physical parameteriza-
tions on the monsoon onset and precipitation intraseasonal variability, implying that
substantial work is still needed to calibrate or to adapt RCMs for Africa.

A large part of the WAM precipitation is attributable to intraseasonal activity and,
therefore, the ability of RCMs to represent the intraseasonal variability is closely
related with their performance regarding the day-to-day rainfall.

Focusing on the climate of the recent past (1989-2008), this paper aims to assess
the ability of the RCMs (from available CORDEX runs) to represent the WAM
intraseasonal variability spectrum in comparison with observations.

Data and Methodology

In order to give some measure of the uncertainty in satellite-based observations,
two other sets of satellite-based and observationally-constrained daily precipitation
were used: TRMM 3B42 version 6 (Tropical Rainfall Measuring Mission; Huffman
and others [70]) providing 3-hourly precipitations on a 0.25°-mesh grid covering the
tropical regions since 1998.

On the WAM (e.g. Vellinga and others [71]; Fitzpatrick and others [72]), two main
features can be used for detecting the onset: (1) the large-scale onset that focuses
on the shift (or jump) of the sustained rainy band from its Guinean position (~5°N)
to a Sudanese position (~10°N), (2) the local onsets are related to more agricultural
purposes and represent the effective start of sustained rainfall at a specific location.

The large-scale precipitation onset has been quite widely analyzed, in particular
in CORDEX simulations (among others, Gbobaniyi and others [73]; Nikulin and
others [74]; Diaconescu and others [75]) and most RCMs tend to improve the onset
occurrence in comparison with ERAI and GCMs.

Climatological Background: Column-Integrated Humidity and Monsoon
Precipitation

Over the Sahel, rainfall seems to occur only where PW exceeds 30 mm (south of
20°N).

It seems important that RCMs reproduce this baroclinic mean state over the Sahel,
which can be inferred through PW meridional gradient.

Regarding the precipitation field, these RCMs simulate the precipitation patterns
north of 17°N relatively well despite the fact that they overestimate PW.

This excessive gradient in CRCMS appears to be related to its overestimated
precipitation south of or near 10°N, and almost no rainfall north of 15°N. More
generally, despite significant discrepancies with respect to ERAI PW, most of the
RCMs tend to improve the spatial distribution of precipitation shown by ERAI over
the whole Sahel area.
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It also seems clear that, when RCMs have a good representation of PW (such as
RCAA4), they reproduce the seasonal-mean rainfall more accurately.

WAM Intraseasonal Scales in RCMs

The large Eastern African low-frequency activity shown in all RCMs simulations
(variance field in 10-90-day) is consistent with the analysis of Alaka and Maloney
[76] showing that the MJO dry and wet phase oscillations induce strong PW
fluctuations over this region.

Over the coastal region, CRCMS5 driven by ERAI has approximately the same
variance as ERAI (~103% of ERAI variance): 42% of this intraseasonal variance is
due to low-frequency activity while the rest (~58%) is due to synoptic scales.

The wavelets computed on RCM simulations, as opposed to ERAI reveal a more
intense synoptic-scale activity (below 10 days), more often after June, and so seem
more consistent with observations.

The synoptic scales (i.e. 3—10 day and 1-3 day, by order of importance) explain
more than 80% of the precipitation intraseasonal variability, consistently with the
conclusions of Mathon and others [77] on the influence of MCSs on the seasonal
rainfall amount.

WAM Onset/Retreat and Daily Precipitation Indices

This section aims to evaluate some specific aspects of the WAM intraseasonal vari-
ability, namely its onset/retreat and the resulting precipitation indices related to the
occurrence, duration and intensity of daily events during the monsoon season.

There is a straightforward relationship between a model’s ability to handle the
intraseasonal spectrum and its performance regarding the daily precipitation statistics
that account for the occurrence of events (e.g. onset/retreat and wet/dry days), their
duration and their intensity (e.g. dry/wet spells and high quantiles).

R1mm is related to the occurrence of rainy events (defined as daily precipita-
tion >1 mm day‘l), while other indices such as SDII, R20mm or Rd3 account for
both occurrence and intensity (i.e. mean intensity per wet day, percentage of days
with daily precipitation >20 mm/day, or maximum amount of rainfall over three
consecutive days, respectively).

Conclusion and Future Work

The 2009 summer season, characterized by intense rainfall in September and an
associated flooding event, is examined in the light of ARC2 wavelet analysis and
illustrates two aspects: (1) the poor representation of ERAI regarding the shorter
scale events, leading to a relatively flat precipitation time series, and (2) in RCMs,
the relative excess of high-frequency activity, despite low-frequency activity being
overestimated.

The 1-10 day scale phenomena such as AEWs and the related convective activity
have more realistic impact on the shape of the spectrum. (-) Like ERAI, RCMs
still overestimate the low-frequency (10-90-day) activity and this has the effect of
artificially increasing the intraseasonal variability in general.
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This appears to be related to the improvement of meteorological scale phenomena
(e.g. MCSs). (=) ERAI outperforms all RCMs in terms of wet day occurrence and
seasonal mean precipitation correlation.
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Optimal Nudging Strategies in Regional Climate Modelling:
Investigation in a Big-Brother Experiment Over the European
and Mediterranean Regions

https://doi.org/10.1007/s00382-012-1615-6

Abstract-Summary

The objective of this work is to gain a general insight into the key mechanisms
involved in the impact of nudging on the large scales and the small scales of a
regional climate simulation.

The main focus is on the sensitivity to nudging time, but the BBE approach allows
to go beyond a pure sensitivity study by providing a reference which model outputs
try to approach, defining an optimal nudging time.

The BBE approach to optimal nudging is used with a realistic model, here
the weather research and forecasting model over the European and Mediterranean
regions.

The impact of other numerical parameters, specifically the domain size and update
frequency of the large-scale driving fields, on the sensitivity of the optimal nudging
time is investigated.

Regarding the determination of a possible optimal nudging time, the conclusion
is not the same for indiscriminate nudging (IN) and spectral nudging and depends
on the update frequency of the driving large-scale fields t,.

For IN, the optimal nudging time is around t = 3 h for almost all cases.

For spectral nudging, the best results are for the smallest value of t used for the
simulations (t = 1 h) for frequent update of the driving large-scale fields (3 and 6 h).

The optimal nudging time is 3 for 12 h interval between two consecutive driving
large-scale fields due to time sampling errors.

In terms of resemblance to the reference fields, the differences between the
simulations performed with IN and spectral nudging are small.

The optimal nudging time itself is not sensitive to domain size.
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Extended
For spectral nudging, the optimal nudging time t varies between 1 and 3 h. Indeed,
for T, = 3 and 6 h, the highest model skills are found for Tt = 1 h. One must note
here that t = 1 h is the smallest value used for the simulations.

The optimal nudging time could thus be smaller than 1 h but this has not been
investigated, in part due to numerical instabilities produced for very small values of
T

Introduction

Regarding LAMs specifically, previous studies have investigated the specific sensi-
tivity of the predictions to the update frequency of the boundary conditions, the size
and resolution of the domain of simulation in order to prevent these models to mislead
(Bhaskaran et al. [78]; Noguer et al. [79]; Seth and Giorgi [80]; Denis et al. [81, 82];
Castro et al. [83]).

Salameh et al. [84] consider the impact of the nudging time on the root-mean-
square error of the modelled small and large scales.

Compared to previous studies examining the sensitivity of RCM results to domain
size and the frequency of update of boundary conditions (e.g. Bhaskaran et al. [78];
Noguer et al. [79]; Seth and Giorgi [80]; Denis et al. [81, 82]; Castro et al. [83]), we
address here specifically the interaction between these parameters and the nudging
parameters.

Castro et al. [83] studied the sensitivity of RAMS model simulations to domain
size and also to the activation of IN but a single large value of the nudging time (24 h)
was considered.

Numerical Setup

We use the BBE (Denis et al. [81]) to investigate the impact of the indiscriminate
and spectral nudging on WREF skills to produce significant small scales from low
resolution driving data.

The nudging technique consists in relaxing the model state towards the driving
large-scale fields by adding a non-physical term to the model equation.

The aim of this study is to achieve the best dynamical consistency between the
driving large-scale field and the small-scale field simulated with a nudged LAM as
a RCM.

In terms of the downscaling typology presented in Castro et al. [83] our work
could be relevant to types 2, 3 or 4 depending on which type of fields are used to
drive the regional model.

Contrary to Omrani et al. [85], we can not use a wide range of values for the
update frequency of the driving large-scale fields t, because of the diurnal cycle.

Results Over the EURO-CORDEX Domain
As for the zonal surface wind component, when nudging is applied (IN and SN
simulations), the bias is almost supressed over land, whatever the season.

In the IN simulations and for T = 1 h, the production of small scales is inhibited
because the LB fields are too tightly constrained by nudging to the large-scale driving
fields.
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In the SN simulations, the nudging does not affect the small scales but for example
for T, = 12 h, the smallest scales present in the large scale driving fields are probably
not well resolved in time (Omrani et al. [85]).

We also note that in summer, the SN simulations have systematically a higher
standard deviation compared to BB, however the IN simulations display a smaller
standard deviation for all updating and nudging times (T, T).

Comparison with the Results Over the HyMeX/MED-CORDEX Domain

The HyMeX/MED-CORDEX domain being smaller than the EURO-CORDEX
domain, the impact of nudging should be damped (Miguez-Macho et al. [86]; Leduc
and Laprise [87]; Omrani et al. [88]).

Comparisons of LB—Med simulations with the results obtained over the EURO-
CORDEX domain (LB—Euro simulations) are made on the overlapping domain (i.e.
the HyMeX/MED-CORDEX).

One can also note that the spatial pattern of the surface temperature bias is not
the same between NN simulations over the HyMeX/MED-CORDEX and EURO-
CORDEX domains.

The center of the LB—Euro simulation domain is located over Central Europe
whereas it is located over the Mediterranean Sea for the LB—Med simulations.

Nudging inhibits the impact of the domain size on the simulated surface
temperature whatever the season.

This confirms the two previous results: nudging reduces the sensitivity of the
model to the domain size and the control by the boundaries is significantly more
important over the LB-MED simulations even though the LB—Med simulations still
need to be nudged.

Conclusions and Perspectives
We have analyzed the impact, as a function of the nudging time, of indiscriminate
and spectral nudging on an ensemble of simulations performed with the WRF model.

The ensemble of numerical simulations was performed on two different but over-
lapping domains to investigate the impact of the size of the domain on the sensitivity
to nudging time.

Domain size and update frequency of the large-scale driving fields are the key
parameters identified by Omrani et al. [85, 88] controlling how the quality of nudged
simulations depends on the nudging time.

Regarding the determination of a possible optimal nudging time, the conclusion
is not the same for indiscriminate nudging and spectral nudging and depends on the
update frequency of the driving large-scale fields t,.

This difference can be explained by the different time scales involved in the
dynamics of the temperature, wind and precipitation fields and advocates for possible
different optimal nudging time regarding the various variables.
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Downscaling Large-Scale Climate Variability Using a Regional
Climate Model: The Case of ENSO Over Southern Africa

https://doi.org/10.1007/s00382-012-1400-6

Abstract-Summary

This study documents methodological issues arising when downscaling modes of
large-scale atmospheric variability with a regional climate model, over a remote
region that is yet under their influence.

Regional simulations are performed with WRF model, driven laterally by ERA40
reanalyses over the 1971-1998 period.

‘We document the sensitivity of simulated climate variability to the model physics,
the constraint of relaxing the model solutions towards reanalyses, the size of the
relaxation buffer zone towards the lateral forcings and the forcing fields through
ERA-Interim driven simulations.

The incidence of SST prescription is also assessed through additional integrations
using a simple ocean mixed-layer model.

The model deficiencies are found to result from biased atmospheric forcings and/or
biased response to these forcings, whatever the physical package retained.

These results confirm the significant contribution of nearby ocean SST to the
regional effects of ENSO, but also illustrate that regionalizing large-scale climate
variability can be a demanding exercise.

Introduction

More particularly, attention is given on the regional effects of El Nifio Southern
Oscillation (ENSO), the leading mode of large-scale interannual variability in the
tropics.

Focusing on the seasonal timescale, this study aims at (1) showing how accu-
rately an RCM, namely the Weather Research and Forecasting (WRF) model, is
capable to downscale ENSO-associated variability over SA when driven laterally by
global reanalyses supposed to contain realistic ENSO signal due to data assimilation;
(2) assessing to what extent these results are dependent of the model physics and
experimental setup.

Rather than exploring in detail the physical mechanisms through which global-
scale ENSO variability impacts SA rainfall (which has attracted a large number of
publications in the last 25 years, but still remains partly matter of debate), focus is
given here on a quantification of our regional model skill, the main factors likely
to modulate its capabilities and deficiencies, and its sensitivity to the experimental
protocol.

Data and Experimental Setup

ERAA40 reanalyses are generated by an a posteriori integration of the IFS (Integrated
Forecasting System) atmospheric GCM with 6 hourly assimilations of satellite data,
buoys and radiosondes, at a T159 spectral truncation (giving a horizontal resolution
of nearly 125 km for the reduced Gaussian grid) with 60 vertical levels.
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Over these years, additional simulations forced by ERA-Interim reanalyses
(Simmons and others [89]; Dee and others [90]) allow documenting sensitivity to
lateral forcings.

ERA-Interim incorporates many improvements in the model physics and analysis
methodology: a new 4D-var assimilation scheme, likely to improve the quality of
the data over regions where amounts of assimilated data are low and inconstant, a
T255 horizontal resolution (roughly 80 km), better formulation of background error
constraint, additional cloud parameters and humidity analysis, more data quality
control and variational bias correction.

EI, forced by ERA-Interim reanalyses over the same domain and season but for
years 1979—-1998.

These simulations aim at disentangling atmospheric and SST forcings responsible
for rainfall anomalies and biases.

Simulating Southern African Rainfall (1971-1998)

Spatial correlations between WREF simulated and observed rainfall range between
0.38 and 0.86 (in 1995-1996 and 1985-1986, respectively) and reach the 95%
significance bound 25 years out of 28.

They are even negative for 10 years out of 28, denoting once again a moderate
skill in simulating seasonal South African rainfall interannual variability.

ERA40 performs better on average, suggesting a stronger skill for simulating
South African rainfall interannual variability.

These results are consistent with the fact that the weak co-variability between
observed and WRF simulated rainfall in SA mostly relates to a poor simulation of
regional ENSO effects.

This shows that, if the model is deficient for simulating year-to-year rainfall
fluctuations over South Africa as a whole, it is mostly due to the fraction of climate
variability that is directly imputable to ENSO.

Case Studies: Two Strong and Contrasted El Nifio Events

Although anomalies in the regional atmospheric dynamics differ from ERA40, espe-
cially in the upper layers, WRF has reasonable skill in reproducing the rainfall
departures recorded in SA during the strongest El Nifio event of the century.

This highlights that SST anomalies over adjacent oceanic basins significantly
influence SA rainfall, confirming Nicholson [91] and Nicholson and Kim [92]
succeeds at reproducing dry (wet) conditions over SA (the SWIO), despite near
climatological atmospheric forcings, illustrating the specific influence (i.e. the
contribution) of regional SST anomalies during this season.

ATM_CLIM exp. (isolating the specific influence of SST) simulate abnormally
wet (dry) conditions over the SWIO (SA) and SST_CLIM exp. (documenting in
contrast the role of the lateral forcings) enhance the dry (wet) oceanic (continental)
biases compared to CTRL and OML exps.

Such anticyclonic (cyclonic) anomalies account for the contrasted dry (wet)
anomalies simulated there by SST_CLIM and OML exp. (ATM_CLIM).
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Conclusion and Discussion

This moderate skill (1) is barely modified when changing the model convective
and planetary boundary layer parameterizations, suggesting a weak influence of
the physics; (2) is not improved with a larger buffer zone used for the prescrip-
tion of lateral boundary conditions, nor with yearlong integrations simulating the
whole ENSO life cycle from the Spring Barrier to its peak in austral summer; (3) is
unchanged when using a simple ocean mixed-layer model to avoid prescribing SST
surface forcings; (4) is slightly improved when the model prognostic variables are
relaxed towards reanalyses above the PBL, suggesting either that large-scale mass
convergence is perfectible in these datasets or that the regional model deficiencies
are not primarily related to upper-atmospheric dynamics.

This result (1) emphasizes the importance of SST anomalies over adjacent oceanic
basins (Nicholson [91]; Nicholson and Kim [92]), although the atmospheric compo-
nent of ENSO (Cook [93]) is equally important to produce rainfall anomalies of
realistic amplitude; (2) identifies lateral boundary conditions as the origin of most of
the regional model low performance, either due to perfectible forcing fields and/or
to a biased response to realistic forcings.
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Impact of the Lateral Boundary Conditions Resolution
on Dynamical Downscaling of Precipitation in Mediterranean
Spain

https://doi.org/10.1007/s00382-007-0242-0

Abstract-Summary

Conclusions on the General Circulation Models (GCMs) horizontal and temporal
optimum resolution for dynamical downscaling of rainfall in Mediterranean Spain
are derived based on the statistical analysis of mesoscale simulations of past events.

Three sets of simulations are designed using input data with 1°, 2° and 3° hori-
zontal resolutions (available at 6 h intervals), and three additional sets are designed
using 1° horizontal resolution with less frequent boundary conditions updated every
12, 24 and 48 h. The quality of the daily rainfall forecasts is verified against rain-
gauge observations using correlation and root mean square error analysis as well as
Relative Operating Characteristic curves.

For the whole Mediterranean Spain, model skill is not appreciably improved when
using enhanced spatial input data, suggesting that there is no clear benefit in using
high resolution data from General Circulation Model for the regional downscaling
of precipitation under the conditions tested.
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The analysis is particularized for six major rain bearing flow regimes that affect
the region, and differences in model performance are found among the flow types,
with slightly better forecasts for Atlantic and cold front passage flows.

A remarkable spatial variability in forecast quality is found in the domain, with
an overall tendency for higher Relative Operating Characteristic scores in the west
and north of the region and over highlands, where the two previous flow regimes are
quite influential.

The findings of this study could be of help for dynamical downscaling design
applied to future precipitation scenarios in the region, as well as to better establish
confidence intervals on its results.

Introduction

This idea was originally based on the concept of the one-way nesting, in which
large-scale meteorological fields from general circulation model runs provide initial
and time-dependent meteorological lateral boundaries conditions (LBCs) for high-
resolution regional climate models (RCMs) simulations.

Issues of major importance in this technique are: numerical nesting strategy,
spatial resolution difference between the driving data and the nested model, spin-up,
update frequency of the LBCs, model physics, domain size, etc. Many of these issues
have been addressed in subsequent studies, like Denis et al. [§1] and Beck et al. [94],
concluding that in spite of the sensitivity of the results to the RCM set-up, the one
way nesting strategy has skill in downscaling large-scale information to the regional
scales.

We evaluate the sensitivity of mesoscale numerical simulations of rainfall for
Mediterranean Spain to large-scale model input data resolution, to help to answer
the question whether GCM higher resolution would provide improved dynamically
downscaled information in that region in the context of climate change research.

Data Base and Methodology
Six simulations are performed for each heavy rainfall day by nesting the HIRLAM
mesoscale model within large scale analyses.

Large-scale meteorological analyses used to nest the HIRLAM model are
constructed from the European Centre for Medium Range Weather Forecasts
(ECMWF) ERA-15 spectral reanalysis of geopotential height, temperature, relative
humidity and horizontal wind components at eleven standard pressure levels.

The model is run over a 54 h period, starting at 00 UTC on the day before the
cataloged heavy rainfall day.

A fourth, fifth and sixth experiments, referred to as 1° + 12, 1° + 24 and 1° +
48 h, are run by using 1° resolution input data but less frequent—12, 24 and 48 h
apart, respectively—boundary updates for the large-scale meteorological fields.

In HIRLAM, the time varying boundary conditions during model integration are
defined by linear interpolation between large scale data at consecutive boundary
update times.
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Results and Discussion

Atlantic flows, mostly associated with large-scale low pressure systems, favour rain-
fall over the western and northern zones but are hardly effective in the east and
southeast; Mediterranean air flows, less common and associated with smaller-scale
disturbances, encourage rainfall in these latter zones but not in sheltered areas like
western and central Andalusia.

The higher ROC scores over the western and northern regions (even exceeding
0.9 in mountainous areas of western Andalusia) can be associated with the relatively
high forecast capability for Atlantic flow situations.

In order to alleviate this problem, the circulation types have been further simpli-
fied by considering only two categories: northern disturbances, associated with a
significant Atlantic or northerly component at low levels, composed by A, C and N
situations (85 days); and southern disturbances, associated with a dominant easterly
flow component over Mediterranean Spain, composed by SW, S and SE situations
(80 days).

Conclusions

This study represents an attempt to examine the problem of dynamical downscaling
of precipitation over Mediterranean Spain—a highly vulnerable region according
to most of the climate change precipitation scenarios (Meteorological Office [95];
Watson and Zinyowera [96])—with respect to its sensitivity to the spatial and
temporal resolution of GCM input fields.

Our conclusions have been outlined from various sets of 165 mesoscale numerical
simulations of heavy rainfall events in Mediterranean Spain, initialized with real
meteorological grid analyses at six different spatial and temporal resolutions, under
the following assumptions: (1) heavy rainfall events are representative of the whole
fraction of rainfall days with respect to the model sensitivity—or insensitivity—to
input data resolution; (2) the six considered resolutions (1°, 2° and 3° in space, plus
1°+ 12, 1° 4+ 24 and 1° + 48 h in time) are sufficient to describe the actual envelope
of sensitivities of the forecast system; and most importantly, (3) the use of smoothed
meteorological analyses is equivalent to coarse grid GCM outputs.
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Limitations of Time-Slice Experiments for Predicting Regional
Climate Change Over South Asia

https://doi.org/10.1007/s00382-004-0509-7

Abstract-Summary
While time-slice simulations with atmospheric general circulation models (GCMs)
have been used for many years to regionalize climate projections and/or assess their
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uncertainties, there is still no consensus about the method used to prescribe sea
surface temperature (SST) in such experiments.

The response of the Indian summer monsoon to increasing amounts of greenhouse
gases and sulfate aerosols is compared between a reference climate scenario and three
sets of time-slice experiments, consisting of parallel integrations for present-day and
future climates.

Different monthly mean SST boundary conditions have been tested in the present-
day integrations: raw climatological SST derived from the reference scenario,
observed climatological SST, and observed SST with interannual variability.

For future climate, the SST forcing has been obtained by superimposing climato-
logical monthly mean SST anomalies derived from the reference scenario onto the
present-day SST boundary conditions.

None of these sets of time-slice experiments is able to capture accurately the
response of the Indian summer monsoon simulated in the transient scenario.

The monsoon response is also shown to depend on the simulated control climate,
and can therefore be sensitive to the use of observed rather than model-derived SSTs
to drive the present-day atmospheric simulation, as well as to any approximation in
the prescribed radiative forcing.

Extended

The relative agreement between the monsoon response in TS1/TS3 and SG1 is prob-
ably the fortuitous consequence of differences in their control climates, and there
is no reason to believe that prescribing bias-corrected instead of raw model-derived
SSTs in global time-slice experiments warrants a better consistency with the climate
response of the coupled model.

Introduction

Coupled AOGCMs are still computationally expensive and transient climate change
experiments cannot be run as often as necessary to explore all the possible
combinations of radiative forcings and models.

The most straightforward technique is probably to derive monthly mean SST and
sea-ice boundary conditions directly from a coupled model, using two “time slices”
of a transient scenario corresponding to present-day and future climates respectively
(May and Roeckner [97]).

Most time-slice experiments have been based on control simulations forced with
observed monthly mean SSTs, while the perturbed simulations were driven by future
SSTs constructed as the sum of the observed SSTs and of the SST anomalies derived
from a coupled model.

Such an experiment design is generally justified by the fact that interannual vari-
ability is relevant to study some aspects of climate change (for example changes in
extremes), but does not show robust responses in coupled climate change experiments
(IPCC [98]).

Model and Experiments
Both scenarios show identical present-day climatologies and very similar climate
anomalies when comparing the last 50 years (2050-2099, hereafter referred to as P3)
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with the first 50 years (1950-1999, hereafter referred to as P1) of the integrations
(Ashrit and others [99]).

Various reasons can be put forward to explain this pattern, including the significant
retreat of the Arctic sea ice, the relatively stronger warming over land (not shown)
that could influence the surrounding oceans through atmospheric advection, as well
as the weaker influence of deep convection than in the tropics where the surface
warming is vertically redistributed.

All time-slice experiments show exactly the same surface ocean warming as in
the reference scenario, even in the high latitudes.

In the 10-year integrations, the concentrations have been fixed at the annual level
prescribed in SG1 in the middle of P1 (year 1975) and P3 (year 2075) for present-day
and future climate, respectively, so that the radiative forcing is slightly different from
that prescribed in SG1.

Comparison Between Forced and Coupled Experiments

They show a less homogeneous response during the monsoon season, since rainfall
is decreased in July (when SG1 shows a maximum increase) and increased in August
and September, which seems to be related to a strong increase in the late monsoon
flow (as suggested by positive IMI anomalies, while SG1 shows negative ones).

Despite the use of observed rather than model SSTs in the control climate simu-
lation, TS3 minus TS1 anomalies is more consistent with the CCM response, at least
for precipitation.

The t-test is applied to test the statistical significance of the anomalies found in
SG1, as well as of the difference between the climate response in the time-slice
versus coupled experiments.

Differences between TS3 minus TS1 anomalies and SG1 anomalies are only
marginally significant, though they indicate a weaker increase in monsoon rainfall
over the west coast of the Indian peninsula.

Discussion

There are several possible reasons for the different monsoon response in the coupled
scenario and in the various time-slice experiments: (1) the response can be sensitive
to the control climate that is not fully identical among the various experiments; (2)
the SST feedback is suppressed in the time-slice experiments, while it is known that
both local and remote air—sea interactions in the Asia—Pacific sector play an important
role in the maintenance and evolution of the Asian summer monsoon; (3) interannual
variability in SST is removed in TP1/TP3 and TS1/TS3 while the Indian monsoon
shows a large interannual variability that is partly driven by SST fluctuations.

The relative agreement between the monsoon response in TS1/TS3 and SG1 is
probably the fortuitous consequence of differences in their control climates, and there
is no reason to believe that prescribing bias-corrected instead of raw model-derived
SSTs in global time-slice experiments warrants a better consistency with the climate
response of the coupled model.
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Conclusions

While it was shown by Ashrit and others [99] that the CCM performs a reasonable
simulation of present-day climate and produces a global warming that is consistent
with the instrumental records and with former IPCC projections, the present study is
aimed at evaluating the ability of the atmospheric component of the CCM, namely the
ARPEGE model, to capture the CCM response in equilibrium or time-slice climate
change experiments.

Changing the model would probably lead to different results, but would not neces-
sarily challenge the main conclusion, namely the sensitivity of the model response to
the experiment design, at least in the regions where the SST feedback and variability
have a strong influence on the control climate simulated by the coupled model.

Prescribed SSTs should not necessarily include interannual variability: while the
lack of SST variability can contribute to alter the atmospheric response to global
warming, using time-varying SST boundary conditions could be even worse due to
a possible unrealistic atmospheric sensitivity to interannual SST fluctuations in such
forced experiments.
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Dynamical Downscaling of CMIP5 Global Circulation Models
Over CORDEX-Africa with COSMO-CLM: Evaluation Over
the Present Climate and Analysis of the Added Value

https://doi.org/10.1007/s00382-014-2262-x

Abstract-Summary

The results of the application of the consortium for small-scale modeling (COSMO)
regional climate model (COSMO-CLM, hereafter, CCLM) over Africa in the context
of the coordinated regional climate downscaling experiment.

We compare the results of CCLM to those of the driving GCMs over the present
climate, in order to investigate whether RCMs are effectively able to add value, at
regional scale, to the performances of GCMs.

CCLM is generally able to better represent the annual cycle of precipitation, in
particular over Southern Africa and the West Africa monsoon (WAM) area.

By performing a singular spectrum analysis it is found that CCLM is able to repro-
duce satisfactorily the annual and sub-annual principal components of the precipi-
tation time series over the Guinea Gulf, whereas the GCMs are in general not able
to simulate the bimodal distribution due to the passage of the WAM and show a
unimodal precipitation annual cycle.
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Extended

CCLM is generally not able to correct the bias, which, in some cases, e.g., the band
around 20°N, is even worsened as a result of the combination of both GCM’ and
CCLM’ cold biases over the region.

By performing a SSA over the regions along the Gulf of Guinea it was shown
that CCLM is able to better represent the sub-annual principal components of the
precipitation time series, in turn reproducing satisfactorily the bimodal distribution
of the annual cycle, whereas GCMs are not able to simulate this feature and they
show a unimodal distribution.

The analysis of the projections of future climate change will be presented in a
forthcoming work.

Introduction

Despite GCMs have demonstrated the ability to generally replicate the precipitation
trend over the second half of the twentieth century, they may present significant defi-
ciencies in simulating the African climate, especially complex systems like the West
Africa Monsoon (WAM), which is driven by the interaction of atmosphere, ocean,
and land-surface, initiated by differential heating of the ocean and land surface (e.g.
Steiner and others [100]), and also strongly related to mid-tropospheric circulation
such as the African Easterly Jet (AEJ) (Cook [101]).

When RCMs are driven by GCMs, however, the downscaled climate may present
even larger biases, as the ones inherited through the lateral boundary conditions are
added to those introduced by the RCM by means, for instance, of model errors and
parameterizations (e.g. Dosio and Paruolo [102]; Hong and Kanamitsu [103]).

It is important first to generally evaluate the ability of CCLM to reproduce the
general characteristics of the African climate (e.g., seasonal distribution of temper-
ature and precipitation, and WAM climatology) and, second, to investigate whether
the downscaled simulations add value to the ones by the driving GCMs.

Model Description, Setup and Observational Data

The three-dimensional non-hydrostatic regional climate model COSMO-CLM
(CCLM) is used, in the same configuration as the’evaluation runs’ (i.e., forced by
the ERA-Interim reanalysis) described in Panitz and others [104].

The historical control runs, forced by observed natural and anthropogenic atmo-
spheric composition, cover the period from 1950 until 2005, whereas the projections
(2006-2100) are forced by two Representative Concentration Pathways (RCP) (Moss
and others [105]; Vuuren and others [106]), namely, RCP4.5 and RCPS.5.

In this work we evaluate the performance of CCLM by comparing the results to
those of the driving GCMs over the present climate (1989-2005).

High-quality observational datasets for Africa are scarce, and significant discrep-
ancies exist amongst different datasets mainly due, for instance, to the limited number
of gauge stations, retrieval, merging, and interpolation techniques (Huffman and
others [107]; Nikulin and others [74]; Sylla and others [108]).
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A combination of available ground observations, satellite products, and reanalysis
is used, as done in Panitz and others [104], where a critical review of the available
observational dataset for Africa was presented.

Results

CCLM results are much closer to the observations, especially to GPCP, although in
summer CWD is still slightly overestimated over the area between 0°N and 15°N.
It is interesting to note that the downscaled CCLM simulations are similar to the
ERA-Interim driven run, especially over land, and seem to be somehow independent
of the influence of the driving GCM (i.e., lateral boundary conditions) compared to,
for instance, the precipitation mean intensity.

GCMs’ results are quantitatively similar to observed values, especially over land,
although in JFM CNRM-CMS5 and EC-Earth underestimate CDD over South Africa,
whereas in JAS over North-East Africa CDD is overestimated by HadGEM2-ES and
MPI-ESM-LR and underestimated by CNRM-CMS5 and EC-Earth.

Summary and Concluding Remarks

It was important first to generally evaluate the ability of CCLM to reproduce the
general characteristics of the African climate (e.g., seasonal distribution of temper-
ature and precipitation, and WAM climatology) and, second, to investigate whether
the downscaled simulations add value to those of the driving GCMs.

Itis found that, in general, the geographical distribution of mean sea level pressure,
surface temperature and seasonal precipitation is strongly affected by the boundary
conditions (i.e. driving GCM): for instance, GCMs show a marked cold bias, espe-
cially in JFM, which CCLM is only partially able to correct, especially in areas such
as Central and South Africa where the evaluation runs showed a slight warm bias.
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Intercomparison of Statistical and Dynamical Downscaling
Models Under the EURO- and MED-CORDEX Initiative
Framework: Present Climate Evaluations

https://doi.org/10.1007/s00382-015-2647-5

Abstract-Summary

Given the coarse spatial resolution of General Circulation Models, finer scale projec-
tions of variables affected by local-scale processes such as precipitation are often
needed to drive impacts models, for example in hydrology or ecology among other
fields.
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Downscaling can be performed according to two approaches: dynamical and
statistical models.

If several studies have made some intercomparisons of existing downscaling
models, none of them included all those families and approaches in a manner that
all the models are equally considered.

Six Statistical Downscaling Models (SDMs) and five Regional Climate Models
(RCMs) are compared in terms of precipitation outputs.

The 11 models are evaluated according to four aspects of the precipitation:
occurrence, intensity, as well as spatial and temporal properties.

The results indicate that marginal properties of rain occurrence and intensity
are better modelled by stochastic and resampling-based SDMs, while spatial and
temporal variability are better modelled by RCMs and resampling-based SDM.

The indicators suit specific purpose and therefore the model evaluation results
depend on the end-users point of view and how they intend to use with model outputs.

Building on previous intercomparison exercises, this study provides a consistent
intercomparison framework, including both SDMs and RCMs, which is designed to
be flexible, i.e., other models and indicators can easily be added.

This framework provides a tool to select the downscaling model to be used
according to the statistical properties of the local-scale climate data to drive properly
specific impact models.

Extended
Based on that, it is expected to perform consistent future intercomparison studies
between SDMs as well as RCMs.

Introduction

The alternative approach to RCMs is based on Statistical Downscaling Models
(SDMs) that rely on determining statistical relationships between large- and local-
scale variables and do not try to solve the physical equations modelling the dynamic
of the atmosphere.

SDMs are based on a static relationship, i.e. the mathematical formulation of the
relation between predictand (i.e., the local-scale variable to simulate) and predictors
(i.e., the large-scale information or data used as inputs in the SDMs) is supposed to be
valid for any time period: not only for the current climate on which the relationship
is calibrated, but also, for example, for future climates.

To perform a consistent intercomparison, we want to compare models outputs from
all types of models (i.e., from the four approaches of SDMs and from RCMs, see
Schmidli et al. [109] and observational data with similar resolution over a common
area.

Data and Experimental Setup

In order to design the experiment rigorously, it is essential to keep in mind assump-
tions under which the SDMs are performed (Hewitson and Crane [110]): (1) the
relationship between local-scale data and large-scale predictors is fixed in time (even
if the statistical properties of the downscaled simulations can evolve in time), (2) the
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predictors fully represent the climate signal, (3) the large-scale variables are well
reproduced by climate models, including reanalysis.

SPARSE CCA was carried out between a set containing the first PC of each of the
seven potential predictors and a second set of variables comprising the precipitation
on the EURO-CORDEX area.

As precipitation is usually not well represented by the GCMs, this variable is
rarely employed as a predictor in Statistical Downscaling Models.

The variable selection pre-processing resulted in 12 predictors (2 first PCs for
each of the 5 variables selected through the SPARSE CCA and precipitation).

Statistical and Dynamical Downscaling Models

In the first one, GAM has been calibrated with all values (i.e., including 0’s) and
then rain intensity has been directly simulated and the rain occurrence is dealt by
thresholding the outputs at 1 mm.

Quantile—quantile based methods have been widely used for downscaling (e.g.,
Vrac et al. [111] and references therein) or to correct bias in model outputs thanks
to observations CDFs (e.g., Gudmundsson et al. [112], and references therein) and
the correspondences between predictors and predictands quantiles.

Those methods can be directly calibrated on models outputs (e.g., GCM or RCM).

The CDF-t model consists in relating local-scale (i.e., here E-OBS precipitation)
CDF to the large-scale (i.e., here ERAI reanalysis precipitation) CDF.

The CDF-t and quantile—quantile methods are similar in philosophy, except that
CDF-ttakes into account the change in the large-scale CDF from the calibration to the
projection (or validation) time period, while quantile—quantile projects the simulated
large-scale values onto the historical CDF to compute and match quantiles.

Intercomparison Results
For the winter season the results are more or less the same for all the models except
for the EURO-CNRM model where the biases are smaller and distributed in terms
of sign all over the domain.

All the models except GAM show skills for reproducing the wet spells of E-OBS,
especially the EURO-IPSL and ANALOG models.

In winter, the results are similar except that the mean wet spells biases absolute
values are smaller for all the models (see auxiliary materials).

Similar results are found for winter although with smaller biases for all the models
except MED-IPSL (see auxiliary materials).

Similar patterns means that the models have a good ability to reproduce the spatial
variability of the observations.

In winter (see auxiliary materials), the spatial variability of all the models is better
caught than in summer, except for GAM-so and SWG-s again.

Conclusions and Discussion

11 models (six SDMs and five RCMs) have been selected and their outputs confronted
according to criteria characterizing the four following aspects of the rain: occurrence,
intensity, as well as spatial and temporal properties.
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From the SDMs fitted over the historical period (e.g., 1979-2008) to the obser-
vations (E-OBS) and reanalyses (ERAI) (i.e., basically similar to which has been
done in this study), new time series driven this time by GCMs as predictors will be
generated and evaluated.

It is not generalized until the 2000s (e.g. Palmer and Shukla [113]; Pavan and
Doblas-Reyes [114]; Lambert and Boer [115]; Gillett et al. [116]; Jacob et al. [117];
Ruti et al. [118]; Solman et al. [119]; Gallardo et al. [120]) and is consolidated as
the standard in studies of climate performed with dynamical models.

One can object that the ANALOG model could have been run with the same set
of predictors that have been used for the other SDMs (i.e., the 12 PCs).
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Application of SDSM and LARS-WG for Simulating
and Downscaling of Rainfall and Temperature

https://doi.org/10.1007/s00704-013-0951-8

Abstract-Summary

Impact studies on the water basin and region are difficult, since general circulation
models (GCMs), which are widely used to simulate future climate scenarios, do
not provide reliable hours of daily series rainfall and temperature for hydrological
modeling.

There is a technique named as “downscaling techniques”, which can derive reli-
able hour of daily series rainfall and temperature due to climate scenarios from the
GCMs output.

The LARS-WG and SDSM models obviously are feasible methods to be used as
tools in quantifying effects of climate change condition in a local scale.

Although both models do not provide identical results, the time series generated
by both methods indicate a general increasing trend in the mean daily temperature
values.

The trend of the daily rainfall is not similar to each other, with SDSM giving a
relatively higher change of annual rainfall compared to LARS-WG.

Extended

There is a small agreement on the “best” method of selection of predictor variables.
The LARS-WG and SDSM models are popular statistical downscaling models to

downscale the GCMs model.
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Introduction
To estimate future climate change resulting from the continuous increase of green-
house gas concentration in the atmosphere, general circulation models (GCMs) are
used.

This paper focuses on two statistical downscaling methods, which are stochastic
weather generators and regression models.

The resulting weather generator models are then used to simulate daily series of
indefinite length representatives of the altered climate (Wilks and Wilby [121]).

Regression models involve in establishing a linear or nonlinear relationship
between subgrid scale, (e.g., rainfall or temperature) parameters, and grid scale (e.g.,
GCMs) variables (Wilby and Wigley [122]).

The LARS-WG and SDSM models are popular statistical downscaling models to
downscale the GCMs model.

Both SDSM and LARS-WG models can be adopted with reasonable confidence
as downscaling tools to undertake climate change impact assessment studies for the
future (Dibike and Coulibaly [123]; Hashmi and others [124]).

Materials and Methods

The framework of this study consists of four steps, which are: (1) download and screen
the GCM data for the province under different emission scenarios, (2) downscale the
GCM data using the statistical downscaling models (SDSM and LARS-WG), (3)
validate the statistical downscaling models with the observed data, and (4) project
the rainfall, maximum (T;x), and minimum (Ty,;,) temperatures corresponding to
the climate change scenarios for the next 90 years as 2011-2040 (2025), 2041-2070
(2055), and 2071-2100 (2085).

Since p; of very low daily rainfall (<1 mm) is high, and low rainfall gives little
effect on the outcome of a process-based impact model, the study used the values
recommended by Semenov and Stratonovitch [125], with v; =0.5 mmand v, = 1 mm
to approximate rainfall within the interval (0, 1), with p; written as: An extremely
long dry and wet series are considered in the model, with two values close to 1 are
used in SEDs for wet and dry series, p,—; = 0.99 and p,_, = 0.98.

Results and Discussions

The downscaled mean daily and monthly temperature by SDSM and LARS-WG
are slightly smaller in difference as compared to the observed temperature, which is
about 0-0.07 °C.

Both of RMSE and R values indicate that SDSM perform better in simulating the
monthly rainfall compared to the LARS-WG model.

The monthly Ty« and Ty, simulated by SDSM (including SDSM A2 and B2)
and LARS-WG show a better simulation with the range of RMSE and R values of
between 0.50 and 1.15 and 0.41 and 0.92 °C, respectively.

For stations in the central and southern regions, the changes in annual rainfall
corresponding to the LARS-WG A2 and B2 models with respect to baseline are not
similar with the changes of annual rainfall projected by SDSM A2 and SDSM B2.
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An increase in Tpax 1S shown in this station by 0.02 to 2.94 °C, simulated by the
SDSM and LARS-WG models under the climate scenarios.

Discussion

The study found that the SDSM model was robust in downscaling performance of
the time series of daily and monthly rainfall and temperature variables as compared
to the LARS-WG model.

In terms of the characteristic of daily mean rainfall, the LARS-WG model is able
to downscale very well, although it is slightly overestimated, the mean rainfall time
series, in which similar results had been shown by Dibike and Coulibaly [123] and
Fowler and others [51].

In the results, the HadCM3 A2 and B2 scenarios, which donated as SDSM A2
and SDSM B2, respectively, are able to generate the synthetic monthly rainfall and
temperature data series very well, based on the RMSE and R indicators.

Based on the differences of the observed and generated rainfall and temperature
data from the graphical comparisons, the SDSM A2 and B2 are consistent in showing
a good agreement between observed and simulated data.

Conclusion
The SDSM model approximates the observed climate data series corresponding to
the present climate series reasonably well as compared to the LARS-WG models.
The SDSM outputs show a relatively higher change in annual rainfall compared
to the LARS-WG outputs.
LARS-WG produced a relatively higher change in Ty« and Ty, as compared to
SDSM, with the higher value of 3.60 °C.
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Multisite Multivariate Modeling of Daily Precipitation
and Temperature in the Canadian Prairie Provinces Using
Generalized Linear Models

https://doi.org/10.1007/s00382-016-3004-z

Abstract-Summary
Based on the Generalized Linear Model (GLM) framework, a multisite stochastic
modelling approach is developed using daily observations of precipitation and
minimum and maximum temperatures from 120 sites located across the Canadian
Prairie Provinces: Alberta, Saskatchewan and Manitoba.

Large scale atmospheric covariates from the National Center for Environmental
Prediction Reanalysis-I, teleconnection indices, geographical site attributes, and
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observed precipitation and temperature records are used to calibrate these models
for the 1971-2000 period.

Results of the study indicate that the developed models are able to capture
spatiotemporal characteristics of observed precipitation and temperature fields,
such as inter-site and inter-variable correlation structure, and systematic regional
variations present in observed sequences.

A number of simulated weather statistics ranging from seasonal means to char-
acteristics of temperature and precipitation extremes and some of the commonly
used climate indices are also found to be in close agreement with those derived from
observed data.

This GLM-based modelling approach will be developed further for multisite statis-
tical downscaling of Global Climate Model outputs to explore climate variability and
change in this region of Canada.

Extended

Based on the residual plots, distributional features of both Tmin and Tmax are rela-
tively better described by the GLMs compared to the precipitation field when the
entire domain is considered as one region.

Based on the analyses performed for other sites (not shown due to space
constraints), the GLMs were able to reproduce the systematic regional variations
and spatial structures of both mean and extreme weather states at the majority of the
120 sites.

Introduction

The dynamic downscaling techniques use Regional Climate Models (RCMs) to
predict finer-scale climate variables when these models are driven by GCM outputs
at their boundaries (Giorgi [126]).

For many water resources design and management related projects, particularly
in large river basins, it is important to model simultaneous sequences of multiple
variables (e.g., precipitation and temperature) over large heterogeneous areas, while
maintaining physically plausible spatial, temporal and inter-variable relationships.

By Maraun and others [31], multisite generation offers many significant chal-
lenges primarily due to the need to model the joint distribution of, for example,
precipitation simultaneously at all sites and inter-variable and inter-site dependence
structures.

This study seeks to investigate the suitability of GLMs for multisite multivariate
modelling of precipitation and temperature fields in the Canadian Prairie Provinces,
with the aim of using these models for downscaling GCM outputs for climate change
impact analysis.

Study Area and Data
Apart from the moderating effects due to regional changes in topography, atmospheric
circulation also controls precipitation patterns (Borchert [127]).

Standardized daily values of large scale atmospheric covariates are derived for
the 1961-2005 period from the National Center for Environmental Prediction and
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the National Center for Atmospheric Research (NCEP/NCAR) Reanalysis-I (Kalnay
and others [128]) over a spatial domain encompassing latitudes 40°N to 70°N and
longitudes 130°W to 70°W. In total, 21 large scale covariates (wind speed at 10-
m, 500- and 850-hPa; U-component and V-component at 10-m, 500- and 850-hPa,
vertical velocity, geo-potential height, specific humidity, and relative humidity at
850- and 500-hPa; total cloud cover, mean sea level pressure, precipitable water and
2-m air temperature) are explored.

The above mentioned observed temperature and precipitation datasets, large scale
atmospheric covariates and indices of PDO, PNA and AO were used in Asong and
others [129] to partition the study area into five homogeneous precipitation regions
on which most of the analyses presented herein are based.

Methodology

For modelling precipitation, Tmax and Tmin, the statistical significance of the covari-
ates is assessed simultaneously using likelihood ratio tests, adjusted for inter-site
dependence following the approach described in Chandler and Bate [130], when
extending a model by adding more covariate terms in the GLM framework.

GLMs are fitted separately to precipitation and temperature fields (i.e. Tmin and
Tmax) considering the entire study area as a single region and using observations
from the 1971-2000 period.

The software provides a wide range of residual-based diagnostics to check that
the fitted models are able to reproduce the systematic structure in the observations, as
well as the distributional assumptions (e.g., precipitation intensities follow gamma
distributions) and the assumed inter-site correlation structure (see Yang and others
[131] for further details).

Seasonal maxima (minima) of daily Tmax (Tmin) are derived from observed
data as well as from simulated sequences for the calibration and the two validation
periods.

Results and Discussion

Additional results of the residual analysis by month and year for the same amounts
and occurrence models (figures are not shown) suggest that a single model for the
entire region is not adequate for describing daily precipitation sequences because the
pattern of residuals do not satisfy the underlying distributional assumptions.

Based on the residual plots, distributional features of both Tmin and Tmax are
relatively better described by the GLMs compared to the precipitation field when the
entire domain is considered as one region.

These plots indicate a good correspondence between observed and simulated
monthly precipitation totals for all regions for the calibration period.

For temperature related indices (i.e. tncw10 and txhw90), it can be stated that the
GLMs are able to simulate well observed median values for both winter and summer,
given that the observed values were within the inter-quartile range of the simulated
distribution for most of the cases.
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Summary and Conclusions
The suitability of the fitted GLMs for characterizing precipitation and temperature
fields in terms of (1) simulating their mean values at the daily, monthly and seasonal
scales, (2) characteristics of extreme values, (3) intervariable relationships and (4)
selected climate indices are investigated using independent observations from pre-
and post-calibration periods.

Following this approach, residual plots for each region show significant improve-
ment in the performance of the fitted GLMs. (2) For both calibration and validation
periods, there is generally good agreement between the simulated and observed
values of various precipitation and temperature characteristics for each month of the
year.

The simulated values of precipitation characteristics are more variable than those
of temperature fields. (3) The fitted GLMs are able to capture spatial and inter-variable
dependence structure.
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Evaluation of the Impacts of Climate Change on Streamflow
Through Hydrological Simulation and Under Downscaling
Scenarios: Case Study in a Watershed in Southeastern Brazil

https://doi.org/10.1007/s10661-020-08671-x

Abstract-Summary
This work aimed to analyse future climate scenarios for the Ribeirdo do Lobo River
Basin, located in the state of Sdo Paulo, Brazil.

In all, five future scenarios were generated, with scenarios A, B, C and D projected
based on the 5th report of the IPCC and scenario E based on the trend of climate data
in the region.

Among the scenarios generated, scenario D, which considers an increase of 4.8 °C
in air temperature and a reduction of 10% in rainfall, is responsible for the worst
water condition in the basin and can reduce up to 72.41% of the average flow and up
to 55.50%, 54.18% and 38.17% of the low flow parameters Q90%, Q95% and Q7,
10, respectively, until the end of the twenty-first century.

The E scenario also becomes a matter of concern, since it was responsible for
greater increases in temperature and greater reductions in rainfall and, consequently,
more drastic monthly reductions in streamflow, which may negatively impact water
resources and affect the various uses of water in the Ribeirdo do Lobo River Basin.
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Introduction

Researchers have used hydrological models integrated with climate models in order
to analyse future scenarios and assess the possible impacts of climate change on
water resources in different environments and spatial scales.

Alvarenga and others [132] evaluated the future hydrological impacts due to
climate changes in the Lavrinha hydrographic basin, located in the southeastern
region of Brazil, and concluded that the streamflow is very sensitive to the increase
in temperature and decrease in rainfall, and the simulation carried out by the
authors projected a reduction in monthly streamflow between 20 and 77% over the
twenty-first century.

Based on these assumptions, this study aimed to assess the impact of climate
change on the streamflow of a hydrographic basin by means of hydrological simula-
tions using the SMAP (Soil Moisture Accounting Procedure) model associated with
future climate scenarios created by the PGECLIMA_R software.

Materials and Methods

The calibration took place in order to obtain the best values for the following model
parameters: Tuin = initial moisture content (%) Ebin = initial basic flow (m>/s) ai
= initial abstraction (mm) aap = field capacity (%) kkt = basic runoff recession
constant (days) sat = soil saturation capacity (mm) k2t = surface runoff recession
constant (days) Crec = ground water recharge parameter (%) The Tuin value was
established at 20%, and for the determination of the Ebin value, the first value of the
observed data hydrograph was considered, according to the National Electric System
Operator (ONS) [133].

For the simulation of climate data, the methodology used considers a base
period, for which the monthly parameterization of the statistical distributions of
the climatological series is carried out.

For the initialization of the rest of the simulated subperiods, the low flow parameter
Q95% of the previous periods was calculated in order to represent the minimum flow
value and the initial state (Ebin).

Result and Discussions

Despite observing discrepant results for different studies in the southeastern region
of Brazil, it is noteworthy that with the exception of Junior and Mauad [134], all
authors detected average annual reductions of approximately 50% in the average
flow of the studied hydrographic basins, a result that may be due to the increase in
temperature and consequently to ETo, thus suggesting possible negative impacts on
water resources for the southeastern region of Brazil, in the subperiod from 2060 to
2069.

It is noted that for both low flow parameters (Q95% and Q90%), in the subperiods
from 2030 to 2039 and 2060 to 2069, scenario E was responsible for the worst condi-
tion, indicating that the average annual increase in temperature and, consequently, in
evapotranspiration, even with the average annual increase in PREC, is responsible for
the reduction in low flow parameters, pointing again the sensitivity of the modelling
to changes in the air temperature.
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Conclusions

The use of the PGECLIMA_R stochastic generator was extremely relevant for the
simulation of future scenarios, contributing to the evaluation of the possible impacts
of climate changes at a local level.

It is expected that the results generated from the creation of future climate
scenarios and the integration of the models can effectively collaborate in decision-
making, related to the planning and management, especially in long term, of water
resources in the Ribeirdo do Lobo River Basin, in addition to providing input for
studies on the impact of these results presented on the water quality of the basin.

The usefulness of this work is highlighted as a case study, presenting and proving
the applicability of the tools/models used in order to predict the impact of climate
change on water availability, thus being able to be applied in other hydrographic
basins of interest of researchers or managers linked to the management of water
resources.
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Assessment of a Stochastic Downscaling Methodology
in Generating an Ensemble of Hourly Future Climate Time
Series

https://doi.org/10.1007/s00382-012-1627-2

Abstract-Summary

This study extends a stochastic downscaling methodology to generation of an
ensemble of hourly time series of meteorological variables that express possible
future climate conditions at a point-scale.

Marginal distributions of factors of change are computed for several climate statis-
tics using a Bayesian methodology that can weight GCM realizations based on the
model relative performance with respect to a historical climate and a degree of
disagreement in projecting future conditions.

With either approach, the derived factors of change are applied to the climate statis-
tics inferred from historical observations to re-evaluate parameters of the weather
generator.

The re-parameterized generator yields hourly time series of meteorological
variables that can be considered to be representative of future climate conditions.

The time series are generated in an ensemble mode to fully reflect the uncertainty
of GCM projections, climate stochasticity, as well as uncertainties of the downscaling
procedure.
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The inferences of the methodology for the period of 2000-2009 are tested
against observations to assess reliability of the stochastic downscaling procedure
in reproducing statistics of meteorological variables at different time scales.

Introduction

Most of the techniques that have been presented in downscaling General Circulation
Model (GCM) realizations have targeted regional spatial scales at the daily or even
monthly time resolutions (Miiller-Wohlfeil et al. [135]; Hay et al. [136]; Wilby et al.
[137]; Barnett et al. [138]; Wood et al. [1]; Schmidli et al. [139]; Merritt et al. [140];
Leander and Buishand [141]; Burton et al. [142]).

The need to account for the uncertainty in climate change predictions, as obtained
from a multi-model ensemble, can be also regarded as a fundamental task in
downscaling studies.

Several studies expressed certain confidence that a GCM ensemble can provide
more reliable projections of climate change or, at least, that the uncertainty is reason-
ably well captured by the variation among different models (Rdisdnen [143]; Knutti
[144]).

The argument has been that while model weighting is promising in principle,
the lack of correlation or information on the relation among error characteristics and
climate change variables hampers the possibility of obtaining robust weights (Weigel
et al. [145]; Giorgi and Coppola [146]; simple averaging might be preferred to avoid
another level of uncertainty (Knutti et al. [147]; Christensen et al. [148]).

Methodology

The stochastic downscaling methodology allows one to derive the distributions of
factors of change that are calculated as ratios or “delta” differences of climate
statistics (Anandhi et al. [149]) for historical and future periods.

In Fatichi et al. 150, AWE-GEN was used to generate the time series of predicted
mean/median future climate, using a single set of weather generator parameters
corresponding to the means/medians of the PDFs of factors of change.

Transferring the complete uncertainty contained in the PDFs of factors of change
into generated meteorological time series can be regarded as the ultimate step in a
downscaling methodology, allowing one to account for a heterogeneous nature of
climate predictions produced by different models.

The stochastic downscaling technique derives 170 PDFs of factors of change from
an ensemble of climate models (Fatichi et al. [150]).

Data

Hourly air temperature, wind speed, relative humidity, and atmospheric pressure for
the period of 1962 through 2010 were obtained for the Firenze Peretola station from
the National Climatic Data Center (NCDC) (Peterson and Vose [151]).

The shortwave radiation and cloudiness parameters of the weather generator were
estimated from the data for another station, Firenze Universita (about 2.1 km distant
from Firenze Ximeniano), available for the period of 2000 through 2009 (Fatichi
et al. [152]).



Machine-Generated Summaries 85

Since not all of the models had outputs for the “validation” period of 2000-
2009, the factors of change for this period were estimated using the methodology of
interpolating transient factors of change presented by Burton et al. [142].

To Burton et al. [142], a single set of factors of change was used for the period of
2000 through 2009, which was assumed to be stationary.

Results

That the relative uncertainty of the simulated future climates does not change signif-
icantly for different periods, i.e., the range of the BWA ensemble is approximately
the same for different periods.

The simulated and observed daily cycles of temperature for the period of 2000—
2009 show that the overall direction and magnitude of the change are fairly well
captured by the stochastic downscaling.

The observed and simulated delta changes of standard deviations of the daily cycle
between the control scenario and the 2000-2009 period are very similar on average,
40.11 and 40.16 °C respectively, with data for most of the hours well within the
BWA uncertainty bounds.

As for air temperature, the future relative humidity simulated with the SA approach
is always very close to the changes predicted with the ensemble median (with the
apparent exception for July for the period of 2081-2100).

Discussion and Conclusions

The novelty of this study is represented by a transfer of the uncertainty of climate
change predictions inferred from an ensemble of climate models to an ensemble of
hourly time series representing future climate conditions.

While the uncertainty derived with the presented methodology of Bayesian
weighting (the BWA approach) or simple averaging (the SA approach) of multiple
GCMs does not reflect all possible sources of uncertainty (for instance, it considers
a single emission scenario and cannot incorporate some of climate model structural
uncertainties), it represents important information for evaluations of climate change
predictions (Knutti [144]; Knutti et al. [147]).

The changes in the precipitation regime are difficult to evaluate, given the
uncertainty of stochastic realizations and climate model predictions.

In combination with the demonstrated validation of the stochastic methodology,
this allows us to conclude that the presented results can be regarded as robust estimates
of climate change for the location of Firenze, given the present knowledge of climate
systems (climate model realizations) and data available for downscaling.
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Multi-site Multivariate Downscaling of Global Climate Model
Outputs: An Integrated Framework Combining Quantile
Mapping, Stochastic Weather Generator and Empirical
Copula Approaches

https://doi.org/10.1007/s00382-018-4480-0

Abstract-Summary

The site-specific or variable-specific downscaling methods only produce climate
change scenarios for a specific site or specific variable, which is inadequate to
drive distributed hydrological models to investigate the spatio-temporal variability
of climate change impacts at the catchment scale.

This study proposes an integrated framework combining quantile mapping (QM),
stochastic weather generator (WG) and Empirical Copula (EC) approaches for multi-
site multivariate downscaling of global climate model outputs from monthly, grid-
scale to daily, station-specific scale.

In this hybrid scheme, the QM method is used to spatially downscale the monthly
large-scale climate model outputs; then a stochastic WG is used to temporally down-
scale the monthly data to daily data by adjusting the WG parameters according to the
predicted changes from large-scale climate models; at last, the observed inter-site
and inter-variable dependencies, the temporal persistence, as well as the inter-annual
variability are restored using the EC approach.

The results show that the proposed downscaling approach is able to reconstruct
the marginally distributional statistics, inter-site and inter-variable dependencies, and
temporal persistence in the downscaled data for the validation period.

The proposed methodologies are useful for downscaling ensembles of large-
scale climate model simulations and projections for distributed hydrological impact
studies.

Extended

This study proposes an integrated multi-site multivariate downscaling framework to
downscale outputs of large-scale climate models from monthly, grid-scale to daily,
station-specific scales at multiple locations across a catchment.

In this hybrid scheme, the quantile mapping was used to spatially downscale the
monthly precipitation from GCM dataset from GCM grid-scale to station-specific
scale; then the spatially downscaled monthly GCM precipitation was temporally
downscaled into daily data by adjusting the parameters of MulGETS.

The results show a good performance of the proposed downscaling framework
in reconstructing the marginally distributional statistics of the climate variables, the
inter-site and inter-variable dependencies, and the temporal persistences.

The proposed methodologies are generic, conceptually simple, and computation-
ally inexpensive, hence can be applied to downscale ensembles of large-scale climate
model projections for distributed hydrological impact studies for different regions.
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Introduction
This is inadequate to investigate the spatial variability of hydrological impact
under climate change, since a distributed input of downscaled climate simula-
tions at multiple locations—with reliable representation of inter-site dependence—
is required for hydrological modeling, especially for large catchments with diverse
topographies.

The new framework integrates quantile mapping, stochastic weather gener-
ator, and the EC approaches into a hybrid scheme, which aims to reconstruct the
observed marginally distributional statistics, inter-site and inter-variable dependen-
cies, temporal persistence as well as the inter-annual variability in the distributed
downscaled climate simulations at the catchment scale.

In this integrated framework, the quantile mapping method is used to spatially
downscale the monthly outputs of large-scale climate models from a grid-scale to a
site-specific scale; the site-specific downscaled monthly outputs are then temporally
downscaled into daily data by adjusting the WG parameters; At the last step, the
EC approach is used to reconstruct the inter-variable and inter-site dependencies,
temporal persistence, as well as the inter-annual variability in the downscaled climate
simulations.

Study Area and Data

Multi-site multivariate climate change scenarios have a greater significance for a
larger basin than a smaller one for hydrological impact studies, hence a large basin
(Dagqing river basin) is used as an example to illuminate the application of the
proposed downscaling approach.

The quality-controlled observed daily precipitation, maximum and minimum
temperature series covering the period during 1957-2016 at eleven stations across
Daging river basin are obtained from China Meteorological Data Service Center
(CMDQC) (https://data.cma.cn/).

Large-scale model simulation data from two ESMs, i.e., the CCSM4 and MRI-
CGCM3, are used to present and test the proposed methodology.

Itis necessary to emphasize here that, for large-scale climate models, only monthly
data are required by the proposed downscaling method.

A minimum of four large-scale climate model grid box is normally used for point-
scale climate change impact study to avoid the risk of non-representative data (Li
et al. [153]; Zhang et al. [154]).

Methodology
The first step spatially downscales the monthly large-scale climate model outputs to
the site-specific scale based on quantile mapping approach; In the second step, the
spatially downscaled monthly data are temporally downscaled into daily data using
a single-site weather generator; The last step rebuilds the inter-site, inter-variable,
and temporal dependencies based on the Empirical Copula method.

The observed data of the calibration period are directed used as the “refer-
ence” to build the EC template and subsequently used to arrange the spatially and
temporally downscaled GCM data of the validation period, such that the observed
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temporal ordering structure as well as the inter-variable and inter-site dependencies
(in particular, the Spearman rank correlation) are reconstructed during the validation
period.

To explore this assumption, we compare the values of three forms of dependen-
cies, i.e., inter-site correlation, Lag-1 serial autocorrelation, and inter-variable cross
correlation across the stations and months between the calibration period and the
validation period based on the observed data.

Results

‘We examine the capability of the post-processed spatially and temporally downscaled
GCM data (GCM-STD-EC) in reproducing the observed inter-annual variability
(represented by inter-annual standard deviation at both annual and monthly scales)
for all the meteorological variables over the validation period.

For inter-annual variability, the GCM-STD-EC data are generally able to represent
the standard deviation for maximum and minimum temperatures across most of the
stations at both annual and monthly timescales, though underestimations are noticed
for some stations.

The spatially and temporally downscaled GCM (GCM-STD) temperature data
without adopting the EC approach fail to reproduce the inter-annual variability at
neither annual nor monthly timescales (results not shown due to space limit).

For precipitation, the CCSM4-STD-EC data is able to reproduce the observed
inter-annual variance at monthly timescale, whereas the MRI-CGCM3-STD-EC data
tend to overestimate it for some months and stations.

Discussion

The multi-site, multivariate downscaling of large-scale climate model outputs is one
of the most challenging tasks, considering the various targets/constraints it needs
to achieve/satisfy, such as a good representation of the inter-site and inter-variable
dependencies, a reliable reflection of the short-term temporal dependence, as well as
a suitable consideration of the inter-annual variability.

For post-processing, the EC approach is implemented to reproduce the observed
inter-variable and inter-site dependencies, the temporal persistence, as well as the
inter-annual variability in the spatially and temporally downscaled climate model
simulations.

To tackle this issue, Vrac [155] proposed a “rank resampling” approach for multi-
variate bias correction where the stationarity assumption of EC is relaxed by letting
the climate model drive the temporal properties and their changes in time, whereas
the dependence structures are assumed invariant.

Summary and Conclusion
This study proposes an integrated multi-site multivariate downscaling framework to
downscale outputs of large-scale climate models from monthly, grid-scale to daily,
station-specific scales at multiple locations across a catchment.

This framework integrates quantile mapping, stochastic weather generator, and
the Empirical Copula approach into a hybrid scheme, in which the quantile mapping
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method is used to spatially downscale the monthly large-scale climate model outputs;
then the downscaled monthly data is temporally downscaled into daily data by
adjusting the parameters of the weather generators; at last, the observed inter-site
and inter-variable dependencies, the temporal persistence, as well as the inter-annual
variability is restored by using the Empirical Copula approach.
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Book Reading List

Climate Change Modeling Methodology
By Rasch, P. J. (Ed) (2012).

The Earth’s average temperature has risen by 1.4°F over the past century, and
computer models project that it will rise much more over the next hundred years, with
significant impacts on weather, climate, and human society. Many climate scientists
attribute these increases to the build up of greenhouse gases produced by the burning
of fossil fuels and to the anthropogenic production of short-lived climate pollutants.
Climate Change Modeling Methodologies: Selected Entries from the Encyclopaedia
of Sustainability Science and Technology provides readers with an introduction to
the tools and analysis techniques used by climate change scientists to interpret the
role of these forcing agents on climate.

Please see https://www.springer.com/gp/book/9781461457664 for original
source.

Climate Modelling
By A. Lloyd, E. (Ed), Winsberg, E. (Ed) (2018).

This edited collection of works by leading climate scientists and philosophers
introduces readers to issues in the foundations, evaluation, confirmation, and appli-
cation of climate models. It engages with important topics directly affecting public
policy, including the role of doubt, the use of satellite data, and the robustness of
models.

Please see https://www.springer.com/gp/book/9783319650579 for original
source.

Demystifying Climate Models
By Gettelman, A., Rood, R. B. (2016).

This book demystifies the models we use to simulate present and future climates,
allowing readers to better understand how to use climate model results. In order to
predict the future trajectory of the Earth’s climate, climate-system simulation models
are necessary. When and how do we trust climate model predictions? The book offers
a framework for answering this question. It provides readers with a basic primer on
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climate and climate change, and offers non-technical explanations for how climate
models are constructed, why they are uncertain, and what level of confidence we
should place in them.

Please see https://www.springer.com/gp/book/9783662489574 for original
source.

Development and Evaluation of High Resolution Climate System Models
By Yu, R., Zhou, T., Wu, T., Xue, W., Zhou, G. (2016).

This book is based on the project “Development and Validation of High Resolu-
tion Climate System Models” with the support of the National Key Basic Research
Project under grant No. 2010CB951900. It demonstrates the major advances in the
development of new, dynamical Atmospheric General Circulation Model (AGCM)
and Ocean General Circulation Model (OGCM) cores that are suitable for high reso-
lution modeling, the improvement of model physics, and the design of a flexible,
multi-model ensemble coupling framework.

Please see https://www.springer.com/gp/book/9789811000317 for original
source.

Introduction to Climate Modelling
By Stocker, T. (2011).

A three-tier approach is presented: (i) fundamental dynamical concepts of climate
processes, (ii) their mathematical formulation based on balance equations, and (iii)
the necessary numerical techniques to solve these equations. This book showcases
the global energy balance of the climate system and feedback processes that deter-
mine the climate sensitivity, initial-boundary value problems, energy transport in the
climate system, large-scale ocean circulation and abrupt climate change.

Please see https://www.springer.com/gp/book/9783642007729 for original
source.

Models for Tropical Climate Dynamics
By Khouider, B. (2019).

This book is a survey of the research work done by the author over the last
15 years, in collaboration with various eminent mathematicians and climate scientists
on the subject of tropical convection and convectively coupled waves. In the areas
of climate modelling and climate change science, tropical dynamics and tropical
rainfall are among the biggest uncertainties of future projections. This not only puts
at risk billions of human beings who populate the tropical continents but it is also
of central importance for climate predictions on the global scale. This book aims
to introduce the non-expert readers in mathematics and theoretical physics to this
fascinating topic in order to attract interest into this difficult and exciting research
area.

Please see https://www.springer.com/gp/book/9783030177744 for original
source.

Stochastic Climate Models
By Imkeller, P. (Ed), Storch, J. v. (Ed) (2001).
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The proceedings of the summer 1999 Chorin workshop on stochastic climate
models captures well the spirit of enthusiasm of the workshop participants engaged in
research in this exciting field. It is amazing that nearly 25 years after the formal theory
of natural climate variability generated by quasi-white-noise weather forcing was
developed, and almost 35 years after J. M. Mitchell first suggested this mechanism
as the origin of sea-surf ace-temperature fluctuations and climate variability, there
have arisen so many fresh perspectives and new applications of the theory.

Please see https://www.springer.com/gp/book/9783034895040 for original
source.

Stochastic Climate Theory
By Dobrovolski, S. G. (2000).

The author describes the stochastic (probabilistic) approach to the study of changes
in the climate system. Climatic data and theoretical considerations suggest that a large
part of climatic variation/variability has a random nature and can be analyzed using
the theory of stochastic processes. This work summarizes the results of processing
existing records of climatic parameters as well as appropriate theories: from the
theory of random processes (based on the results of Kolmogorov and Yaglom) and
Hasselmann’s “stochastic climate model theory” to recently obtained results.

Please see https://www.springer.com/gp/book/9783540663102 for original
source.
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