
Advancing 
Resilient 
Performance

Christopher P. Nemeth
Erik Hollnagel Eds.



Advancing Resilient Performance



Christopher P. Nemeth • Erik Hollnagel
Editors

Advancing Resilient 
Performance



ISBN 978-3-030-74688-9    ISBN 978-3-030-74689-6 (eBook)
https://doi.org/10.1007/978-3-030-74689-6

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2022
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether 
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of 
illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and 
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar 
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication 
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant 
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book 
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the 
editors give a warranty, expressed or implied, with respect to the material contained herein or for any 
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional 
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

Editors
Christopher P. Nemeth
Applied Research Associates, Inc
Albuquerque, NM, USA

Erik Hollnagel
Macquarie University
Sydney, Australia

https://doi.org/10.1007/978-3-030-74689-6


To the frontline workers who daily anticipate 
what may be needed and create the resilient 
performance this text advocates.



vii

Contents

 From Resilience Engineering to Resilient Performance . . . . . . . . . . . . . . .    1
Erik Hollnagel and Christopher P. Nemeth

  Development of Resilience Engineering on Worksites . . . . . . . . . . . . . . . . .   11
Akinori Komatsubara

  Fatigue Risk Management System as a Practical  
Approach to Improve Resilience in 24/7 Operations . . . . . . . . . . . . . . . . . .   27
Pierre Bérastégui and Anne-Sophie Nyssen

  Using the Resilience Assessment Grid to Analyse  
and Improve Organisational Resilience of a Hospital Ward . . . . . . . . . . . .   41
Matthew Alders, Anne Marie Rafferty, and Janet E. Anderson

  Learning from Everyday Work: Making Organisations  
Safer by Supporting Staff in Sharing Lessons About  
Their Everyday Trade-offs and Adaptations  . . . . . . . . . . . . . . . . . . . . . . . .   55
Mark Sujan

  Reflections on the Experience of Introducing  
a New Learning Tool in Hospital Settings . . . . . . . . . . . . . . . . . . . . . . . . . . .   71
Sudeep Hegde and Cullen D. Jackson

  Resilient Performance in Aviation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   85
Meredith Carroll and Shem Malmquist

  Assessing the Impacts of Ship Automation  
Using the Functional Resonance Analysis Method  . . . . . . . . . . . . . . . . . . .   97
Pedro Ferreira and Gesa Praetorius

  A Methodological Framework for Assessing  
and Improving the Capacity to Respond to the Diversity  
of Situations That May Arise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  115
Eric Rigaud



viii

  Addressing Structural Secrecy as a Way  
of Nurturing Resilient Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  133
Alexander Cedergren and Henrik Hassel

  The Second Step: Surprise Is Inevitable. Now What? . . . . . . . . . . . . . . . . .  145
Beth Lay and Asher Balkin

 Quo Vadis? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  157
Erik Hollnagel and Christopher P. Nemeth

Contents



ix

Matthew Alders King’s College London, London, UK

Janet E. Anderson King’s College London, London, UK

Asher Balkin The Ohio State University, Columbus, OH, USA

Pierre Bérastégui University of Liège, Liège, Belgium

Meredith Carroll Florida Institute of Technology, Melbourne, FL, USA

Alexander Cedergren Lund University, Lund, Sweden

Pedro Ferreira CENTEC – University of Lisbon, Lisbon, Portugal

Erik Hollnagel Macquarie University, Sydney, Australia

Henrik Hassel Lund University, Lund, Sweden

Sudeep Hegde Clemson University, Clemson, South Carolina, United States

Cullen  D.  Jackson Beth Israel Deaconess Medical Center, Harvard Medical 
School, Boston, MA, USA

Akinori Komatsubara Waseda University, Tokyo, Japan

Beth Lay Lewis Tree Service, West Henrietta, NY, USA

Shem Malmquist Florida Institute of Technology, Melbourne, FL, USA

Christopher P. Nemeth Applied Research Associates, Inc, Albuquerque, NM, USA

Anne-Sophie Nyssen University of Liège, Liège, Belgium

Gesa  Praetorius Linnaeus University, University of South-Eastern Norway, 
Notodden, Norway

Anne Marie Rafferty King’s College London, London, UK

Eric Rigaud MINES Paris Tech, PSL-Research University, CRC, Paris, France

Mark Sujan Human Factors Everywhere, Ltd., Woking, London, UK

Contributors



xi

About the Editors

Erik Hollnagel is visiting professorial fellow, Macquarie University (Australia); 
and visiting fellow, Institute for Advanced Study, Technische Universität München 
(Germany). He is also professor emeritus from Linköping University (Sweden), 
Ecole des Mines de Paris (France), and the University of Southern Denmark. Erik 
has throughout his career worked at universities, research centers, and with indus-
tries in many countries and with problems from a variety of domains and industries. 
He has published widely and is the author/editor of 26 books, including 6 books on 
resilient healthcare, as well as a large number of papers and book chapters.

Christopher P. Nemeth conducts human performance research and development 
in high-hazard sectors as a Principal Scientist with Applied Research Associates, a 
1500-member US science and engineering consulting firm. His 26-year academic 
career has included 7 years in the Department of Anesthesia and Critical Care at the 
University of Chicago Medical Center, and adjunct positions with Northwestern 
University’s McCormick College of Engineering and Applied Sciences, and Illinois 
Institute of Technology. He has served as a committee member of the National 
Academy of Sciences, is author/editor of five books, and is widely published in 
technical journals.



xiii

List of Abbreviations

AMU Acute Medical Unit
FAA Federal Aviation Administration
FPS Fatigue Proofing Strategies
FRAM Functional Resonance Analysis Method
FRS  Fatigue Reduction Strategies
HOS Hours of Service
HSIB Healthcare Safety Investigation Branch
LFI Learning from Incidents
NASA National Aeronautics and Space Administration
NHS National Health Service
NRLS National Reporting and Learning System
NTSB National Transportation Safety Board
PRIMO Proactive Risk Monitoring
QoWL Quality of Work Life
RAG Resilience Assessment Grid
RE Resilience Engineering
SOP  Standard Operation Procedures
WaI Work as Imagined
WaD Work as Done



1© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2022
C. P. Nemeth, E. Hollnagel (eds.), Advancing Resilient Performance, 
https://doi.org/10.1007/978-3-030-74689-6_1

From Resilience Engineering to Resilient 
Performance

Erik Hollnagel and Christopher P. Nemeth

Contents

1  Trends in Applications  4
2  Methods  7
3  Themes  8
 References  9

Looking back at how resilience engineering made its entry onto the safety arena in 
2004 (Hollnagel et al., 2006), it is tempting, and probably not completely mislead-
ing, to see Perrow’s proposal of normal accidents as one of the conceptual precur-
sors. Perrow’s concern was the accidents that could occur in complex industrial 
systems, and his argument was that “(m)ost high-risk systems have some special 
characteristics, beyond their toxic or explosive or genetic dangers, that make acci-
dents in them inevitable, even ‘normal’.” (Perrow, 1984, p. 4). The special charac-
teristics that made “normal accidents” inevitable were identified as the interactive 
complexity and tight coupling that resulted in nonlinear interactions, defined as 
“unfamiliar sequences, or unplanned and unexpected sequences, … either not visi-
ble or not immediately comprehensible” (Ibid, p. 78). The introduction of the con-
cept of normal accidents became a catalyst for a gradually growing dissatisfaction 
with the traditional concept of safety, even though it until then had served industries 
and societies well.

The subtitle of Perrow’s book – Living with High-Risk Technologies – made clear 
that his concern was the high-risk systems that we both had to live with and had 
made ourselves dependent on. This was in good agreement with the tacit acceptance 
that safety was about how failures of technologies and systems could lead to 
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unwanted and unacceptable outcomes; to accidents and incidents. When the notion 
of resilience began to appear in safety discussions, roughly around the turn of the 
century (Woods, 2000), the traditional safety interpretation still dominated, although 
there was a slowly growing realization that something was amiss. The conventional 
understanding of safety, for example, implied a hypothesis of different causes in the 
sense that the causes of adverse events had to be different from the causes of events 
that went well (Hollnagel, 2012a, 2012b). Otherwise, the elimination of such causes 
and the neutralization of the “failure mechanisms” would also reduce the likelihood 
that things could go well, hence be counterproductive. This dilemma was made 
clear already in the first book on resilience engineering (Hollnagel et  al., 2006), 
which argued that:

… failures are the flip side of successes, meaning that there is no need to evoke special 
failure mechanisms to explain the former. Instead, they both have their origin in perfor-
mance variability on the individual and systemic levels, the difference being how well the 
system was controlled.

It follows that successes, rather than being the result of careful planning, also owe their 
occurrence to a combination of a number of conditions. While we like to think of successes 
as the result of skills and competence rather than of luck, this view is just as partial as the 
view of failures as due to incompetence or error. Even successes are not always planned to 
happen exactly as they do, although they of course usually are desired – just as the untoward 
events are dreaded. (p. xi)

A consequence of this change in perspective was that safety concerns no longer 
should be limited to high-risk systems but should also include systems of the more 
mundane kind. The production, service, and health care sectors are examples, but 
Perrow’s worries unfortunately apply to these as well. His concern was that growing 
interactive complexity and tight couplings could lead to nonlinear interactions. 
These could lead to “unfamiliar sequences, or unplanned and unexpected sequences 
that were either not visible or not immediately comprehensible.” The problem was – 
and remains – the rapidly increasing complexity of technologies and societies, made 
worse by our general willingness to make ourselves dependent on systems that are 
partly incomprehensible and, therefore, impossible to fully control. Problems are 
usually answered by patches; temporary solutions that only provide a short-term 
relief, and they are an unfortunate consequence of our inability fully to understand 
how these systems function.

A proper solution to this problem must clearly include how a reliable functioning 
of these systems can be ensured, hence go beyond the conventional efforts to pre-
vent failures and reduce risks. There was then, and is now, a need to evolve from 
safety in the traditional interpretation, to move beyond the link between accidents 
and safety, and to find a concept that corresponds better to the new reality. Twenty 
years ago, resilience was suggested as a possible solution, and the suggestion was 
eagerly welcomed by the safety community.

In the beginning, resilience was defined as “the intrinsic ability of an organisa-
tion (system) to maintain or regain a dynamically stable state, which allows it to 
continue operations after a major mishap and/or in the presence of a continuous 
stress” (Hollnagel, 2006). This definition reflected the historical context by 
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contrasting two states: one of stable functioning and one where the system has bro-
ken down. Following the legacy of industrial safety thinking, the definition was also 
limited to consider situations of threat, risk, or stress. Indeed, for many years resil-
ience in yet another juxtaposition was defined as the antidote to brittleness.

Five years and several books later, the definition of resilience had changed to 
“the intrinsic ability of a system to adjust its functioning prior to, during, or follow-
ing changes and disturbances, so that it can sustain required operations under both 
expected and unexpected conditions” (Hollnagel, 2011a, 2011b). In this definition, 
the emphasis on risks and threats had been reduced, and the reference instead 
became how systems performed in “expected and unexpected conditions,” includ-
ing how such conditions could be anticipated. The focus had also changed from 
safety criticality and responses to unplanned and unexpected sequences. The focus 
is now on the ability to perform or function as required, not only in the face of 
adversity but more importantly during normal conditions as well. Today, ten years 
later, a working definition of resilience might be the ability to succeed under varying 
conditions, so that the number of intended and acceptable outcomes (in other words, 
everyday activities) is as high as possible.

The change in the definitions since 2006 has served to broaden the scope of resil-
ient performance. It is no longer just the ability to recover from threats and stresses, 
but rather the ability to perform as needed under a variety of conditions – which 
means being able to respond appropriately to both disturbances and opportunities. 
The inclusion of opportunities signals a change from protective safety to productive 
safety. Safety is no longer a cost but is instead an investment. Ultimately, resilience 
should be dissociated from safety, thereby leaving the increasingly sterile discus-
sions and stereotypes of the past behind. Resilience is about how systems perform, 
not just about how they remain safe. Indeed, systems that are unable to make use of 
opportunities are not in a much better position than systems that cannot respond to 
threats and disturbances; at least not in the long term.

Another way in which the definition has changed is that it now is about the char-
acteristics of resilient performance rather than about resilience per se. Resilience is 
not a mystical or mythical system property or quality as such, or something that can 
be measured or managed on its own, and therefore not something that can be engi-
neered either. This was actually made clear from the very start, although it did not 
attract much attention. In the Epilogue of the first book, it was argued that safety, 
and therefore a fortiori resilience, was something that a system did rather than 
something that it had (Hollnagel & Woods, 2006, p. 347). Or as David Woods later 
put it more forcefully: “Resilience is a verb” (Woods, 2018). (Grammatically it 
would be better to say that “resilient is an adjective.”) Resilience engineering as a 
field of research and practice is consequently about the characteristics of resilient 
performance, how we can recognise it, how we can assess (or measure) it, how we 
can improve and advance it. The Epilogue again tried to make that clear by pointing 
out that “(w)e can only measure the potential for resilience but not resilience itself” 
(op. cit).

The book you have now started to read is, therefore, not about safety in the usual 
meaning of the term, and possibly not even about safety at all. Neither is it about 
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resilience and the engineering thereof. It is rather about understanding work and 
understanding how socio-technical systems perform, so that we can make sure that 
they will also work the next time around. This is actually very important for safety 
in the conventional sense, since understanding how things work is also the basis for 
understanding how outcomes can vary. Failures are the flip side of successes, and 
can, therefore, not be understood separately from them.

A list of the issues addressed by the various chapters clearly shows that advanc-
ing resilient performance is about work rather than about safety and, therefore, 
about coping with complexity rather than recovering from failures. The issues cover 
how to use rules wisely, fatigue management, work-as-done in an acute medical 
unit, limitations in learning from incidents, ways to share information and experi-
ence, how to enhance the potentials for resilient performance, autonomous maritime 
operations, how to increase people’s ability to handle variability, addressing prob-
lems of structural secrecy, and how to clear trees from power lines. Much of the 
content is clearly relevant to ensure that performance takes place without unplanned 
and unexpected developments and outcomes. This is also a consequence of safe 
performance in the traditional sense, but in this case incidental rather than deliber-
ate. Resilience is a verb. Resilience is about how things are being done and about 
how we can find ways to manage and advance resilient performance.

1  Trends in Applications

Christopher Nemeth and Erik Hollnagel

The central questions in this book are what resilient performance means and what 
can be done to advance it. Work in the earlier years of resilience engineering cen-
tered around observation and the identification of work as it is actually done, in 
contrast to work as it is imagined. Many authors initially embraced the venerable 
tradition of field research known from countless workplace studies (Luff et  al., 
2000). However, the interest of resilience engineering in adaptive capacity, interde-
pendencies, and development of solutions grounded in understanding work-as-done 
moves beyond workplace studies. This has resulted in new knowledge and useful 
methods that have demonstrated the value of this approach, in addition to, or as a 
replacement for, current practices (Nemeth & Herrera, 2015).

Two chapters address themes that can be applied across application areas. First, 
Komatsubara examines the role that a manager plays to guide workers on when to 
follow rules and when to deviate from them. The chapter frames resilient perfor-
mance in simple terms, translating more abstract descriptions into practical terms 
that a manager can use to guide workers by showing how to accomplish production 
safely. Rather than separating Safety-I from Safety-II (Hollnagel, 2014), he con-
tends they belong together by establishing requirements and then complementing 
them with guidelines to manage them flexibly. This leads to a description of three 
kinds of “manuals,” or procedures going from technical regulations that compel 
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strict adherence, via rules that can allow deviation in emergency situations, to guides 
that invite change within acceptable norms. Workers vary in their ability to engage 
actual circumstances successfully. Because managers know their workers as well as 
which practices may be suited to conditions as they occur, they can play an essential 
role in ensuring safe production.

Bérastégui and Nyssen assess how fatigue affects performance, noting that impo-
sition of strict external norms and practices without regard for actual operations can 
actually degrade performance. They present a case for a fatigue risk management 
system (FRMS) to find, develop, and implement risk-related procedures that can be 
tailored to an organization. The measurement of safety performance indicators 
makes it possible to determine the effectiveness of procedures that are identified by 
both fatigue reduction and fatigue proofing strategies. They conclude with a case 
study showing the use of FRMS in a Belgian hospital’s emergency department and 
point to potential for it in other sectors, such as emerging “gig economy” ride hail-
ing businesses. The recognition of worker insights as they engage workplace uncer-
tainty can yield more robust means to identify and manage risk and a more grounded, 
flexible way to manage performance.

Six chapters study particular applications and distil principles that have a poten-
tial use beyond the particular area that were studied. Three study healthcare, which 
has been an area of interest from the outset, pioneered by practitioner/researchers 
including Cook (Cook & Woods, 1996; Cook et al., 1998), and Wears et al., 2006). 
The successful application of resilience engineering principles to the thorny issue of 
patient safety has already become an active field of study in itself (e.g., Hollnagel 
et al., 2019).

Alders, Rafferty, and Anderson translated Hollnagel’s (2011) Resilience 
Assessment Grid (RAG) potentials (anticipate, monitor, respond, and learn) to 
improve the performance of an acute medical unit of a London hospital. Focus 
groups with nurses yielded a grounded description of work-as-done including their 
adaptations and adjustments. A 37-item survey based on the focus group findings 
polled staff members on how well each item was performed (e.g., “taking action to 
reduce workload for the next shift” as an anticipating potential). Semi-structured 
interviews on the results with seven of the focus group participants yielded interven-
tions to improve unit performance. The approach ensured the analysis reflected 
actual work in the unit, produced a series of improvement recommendations aligned 
with each of the four RAG potentials, and revealed interdependence among units in 
the hospital.

Sujan used resilience engineering over 18 months to improve current healthcare 
operations at a radiology department of one National Health Service hospital in the 
UK, and in a surgical emergency admissions unit of another NHS facility. His 
approach is based on the argument that learning from incidents misses how health-
care professionals actually deliver care and fails to translate findings into learning. 
A resilience engineering approach would instead understand every day the trade- 
offs and adaptations that clinicians make and learn how they might be supported. 
Sujan describes a Proactive Risk Monitoring (PRIMO) approach to organizational 
learning, including staff narratives that describe problems, contribution of free-text 
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narratives, short-term as well as long-term improvements, and staff ownership of 
interventions to improve performance. Generating interventions from within an 
organization increases the likelihood of successful implementation. Learning from 
work as it is performed encourages awareness and discussion within and among 
departments.

Hegde and Jackson describe their efforts to implement the Resilience Engineering 
Tool to Improve Patient Safety (RETIPS), a self-reporting system for hospital care-
givers. The online format sought to make it easy to share accounts of adaptation in 
the workplace, reflecting actual work as it is performed. The interface invited selec-
tion of a case, entry of a narrative, a description of what went well, challenges and 
concerns, resources the contributor used, and area of clinical practice. Examples in 
the chapter demonstrate results collected using the pilot RETIPS system. The 
authors’ candid reflection includes outcomes they did not anticipate, and provides 
insights into the complexities of change management. These insights included the 
need for buy-in from key stakeholders, connecting RETIPS to processes that already 
exist, providing an incentive to use it, maintaining confidentiality, and making the 
RETIPS results evident to the organization. Their thoughts on future potential uses 
for the system range from departmental morbidity and mortality conferences to 
safety grand rounds, simulation, and lectures.

Carroll and Malmquist make the case that pilots need training to cultivate the 
foresight and flexibility that are essential to adjust their performance when con-
fronting an unanticipated event. While skilled at following rules for off-nominal 
conditions, pilots also need interactive and problem-solving skills based on an accu-
rate understanding of their systems. Exposing pilots to low probability failures 
would make practice possible across the four Resilience Assessment Grid (RAG) 
potentials: monitor cues to detect anomalies, anticipate implications, use inductive 
reasoning and problem solving to respond, and learn through debriefing. The authors 
describe approaches to accomplish this such as Tactical Decision Games (TDG) that 
require the pilot to make decisions and solve problems while under stress.

Ferreira and Praetorius use Hollnagel’s (2012) Functional Resonance Analysis 
Method (FRAM) to explore the envisioned world of autonomous maritime opera-
tions. With data collected from subject matter expert focus groups, the authors used 
FRAM in multiple scenarios to discover implications for port traffic management 
under different levels of autonomy. The analyses revealed potential challenges, such 
as the manner in which shore-based Vessel Traffic Service Centers and Shore 
Control Centers will need to collaborate to ensure safe operations. They describe 
the implications for changing from distributed control to polycentric control, the 
need for improved monitoring and anticipation, interdependencies that can be 
expected, and critical communication and coordination competencies that maritime 
traffic management will need as autonomous operations evolve.

Rigaud examines the use of resilience engineering to improve rail organizations’ 
ability to identify and handle variability, whether dealing with regular activity in a 
challenging environment or with unexpected situations. He shows how workshops, 
individual interviews, focus groups, and observations can be used to define context, 
collect data, list factors that need to be either preserved or corrected, and actions that 
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need to be performed. Thorough, organized tables depict how to conduct each of the 
steps. He concludes by describing a case study to improve scheduling train arrivals 
and departures.

Cedergren and Hassel examine how resilience engineering can improve the per-
formance of municipal organizations that, while not typically considered a high-risk 
sector, can be called on to deal with unforeseen challenges. In their three-year effort, 
they developed an approach for how the city of Malmö, Sweden, could increase the 
alignment between work-as-imagined and work-as-done. Their research revealed 
insights about the organization, such as the intentional or semantic structural secrecy 
that can block collaboration among departments. Their approach sought to improve 
performance by identifying what each unit does, assess what could quickly lead to 
negative consequences, identify what activities depend on, learn what backup solu-
tions exist, and illustrate the results. They report how their approach can break pat-
terns of secrecy, improve the potential for accurate judgment, and encourage 
dialogue.

Lay and Balkin shed light on a field that so far has not been extensively studied, 
but which poses substantial risks and hazards. Their chapter examines how to 
improve conditions for utility crews who clear trees from power lines that often 
pose a mortal threat to safety. They explore the use of resilience engineering to man-
age risks from being struck by falling limbs to contact with high voltage power lines 
that are inherent in trimming and removing trees. Their use of the Resilience 
Assessment Grid (RAG) describes how to anticipate, monitor, respond, and learn 
from the surprise that is inherent in these highly variable operations. The authors 
describe a series of methods to improve the resilience of team performance by 
changing physical or cognitive viewpoint, engaging the unknown, monitoring for 
weak signals, exploring risk, and reflecting on experience.

2  Methods

Practitioners use a range of methods that have been proven over decades of safety- 
related research. Alders, Rafferty, and Anderson; Hegde and Jackson; and Ferreira 
and Praetorious used semi-structured interviews, focus groups, and self- administered 
surveys. Hegde and Jackson used experiential learning by installing multiple itera-
tions of their RETIPS system to get reactions from users. Bérastégui and Nyssen 
make the broadest use of methods in their development of a fatigue risk manage-
ment system, from observation, to brainstorming, semi-structured interviews, focus 
groups, artefact analysis, simulator studies, workplace trials, and the use of previ-
ously validated indicators and measures (e.g., psychomotor vigilance task). Most of 
the chapter authors used some form of either deductive or inductive analysis. Alders, 
Rafferty, and Anderson; Carroll and Malmquist; and Lay and Balkin incorporated 
the Resilience Assessment Grid (RAG), while Praetorius and Ferreira used the 
Functional Resonance Analysis Method (FRAM) in their exploration of future 
autonomous maritime traffic management.
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3  Themes

Earlier work in resilience engineering often described system adaptive capacity in 
terms of a response to an unforeseen event, such as a spike in emergency department 
cases, or natural disaster such as a hurricane. Chapters in this text have turned their 
attention to themes that may not be as dramatic but are likely to have greater influ-
ence long term.

Grounded Understanding Each of the chapters pays careful attention to how work 
is actually accomplished (“Work-as-Done”). They leverage that understanding to 
develop solutions that are tailored to their setting they have studied, and that work-
ers can confirm reflects their own lived experience.

Changes to an Existing System to Improve Resilient Performance Most of the 
chapters use rigorous study to improve current conditions in a range of application 
areas. Bérastégui and Nyssen develop a more rigorous tailored approach to fatigue 
assessment to protect operator performance resilience. Sujan uses concepts from 
resilience engineering to enrich the social dimension of learning in healthcare orga-
nizations. Alders, Rafferty, and Anderson use the concepts to analyze and systemati-
cally improve healthcare units. Carroll and Malmquist use resilience engineering 
principles to recommend changes to pilot training so they are exposed to low prob-
ability events requiring immediate responses. Cedergren and Hassel look at ways to 
break down the barriers that limit a municipal departments’ ability to collaborate in 
the face of unforeseen challenges. Lay and Balkin use resilience engineering ideas 
to cultivate practices among field crews to minimize hazards inherent in tree line 
clearing, while Hegde and Jackson use them to introduce a collaborative system that 
enables residents to share their insights into how to improve their work setting. 
Finally, Rigaud develops an articulated approach that can be applied to improve 
organization performance, such as rail service scheduling.

Pursuit of an Opportunity Ferreira and Praetorius use a prospective approach to 
envision possible futures for maritime vessels that are manned by smaller size crews 
or are fully autonomous, proposing scenarios and using FRAM to examine interde-
pendencies, assess variability, and putting forward thoughts on how to develop sys-
tems that perform resiliently.

Each of these themes demonstrates progress in understanding the nature of resil-
ient performance. This advance matters, as technical professionals who are outside 
of this field need evidence of why resilience engineering concepts should be 
included in projects, as well as guidance on how it can be done in practice. Managers 
need proof of why the study of everyday operations deserves resources. In order to 
meet that need, researchers and practitioners have used criteria and techniques 
developed in one application sector and shown how they can then be applied to 
other sectors. They have moved forward in their understanding of how and why 
systems adapt. They can begin to describe the kinds of systems that are amenable to, 
or resist, adaptation and have improved our understanding of the implications for 
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resilient performance. Quantitative aspects of performance can be documented and 
added to qualitative data to become part of the resilience narrative. Such evidence 
will also address questions about resilient traits (e.g., Haavik et al., 2016), resilience 
abilities (e.g., DeBoer et al., 2020), and future prospects.
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Many worksite managers are troubled by the aspect of human error on workers. 
Though they have made various measures such as preparing manuals with guide-
lines and compelling workers diligently to follow the manuals, it has been impos-
sible to eliminate human error. Field managers are vaguely aware of limitations of 
those measures that have been previously implemented. Therefore, there are signifi-
cant expectations from Resilience Engineering, or Safety-II, as a new approach to 
tackle human error prevention. However, the emphasis that on-site staff ought to be 
flexible in adapting to changing worksite conditions can also lead to problems. For 
example, we can often hear such remarks from field managers.

“We tell our workers that resilience in the workplace is to adjust to a change of circum-
stances in your work and to act accordingly. We encourage them to become resilient and 
flexible workers. Consequently, under the pretext of being very busy with given work, 
they sometimes cease to follow or violate the manuals that describe the procedures and 
regulations, which consequently leads to accidents.”

“To avoid such accidents, we tell workers to adhere to the manuals once again, and they 
become confused.”

“In other words, they are told, on one hand, to be resilient and flexible, while on the other 
hand, they are also told to go by the book and stick to the manual.”

“How do we explain to our workers to be resilient and flexible while adhering to the 
manual?”

“How does one describe a resilient worker?”
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While on-site managers are not necessarily safety professionals, they are gener-
ally not academics either. Thus, it is necessary to explain to them—in simple 
terms—the role and significance of resilience and flexibility, in addition to its rela-
tionship with traditional safety approaches and measures.

Therefore, in this chapter, an easy-to-understand scenario will be presented to 
explain an overview of safety activities, including resilience that must be under-
taken at the worksite. Furthermore, the story is intended to draw attention to and 
emphasize certain key management ideas for resiliency.

1  A Story That Explains Safety

How to Explain Safety-I and Safety-II Whenever an on-site worker plays a certain 
role in an accident, there is a tendency to use the term human error or failure. 
Bearing this tendency in mind and without avoiding these terms deliberately, the 
difference between Safety-I and Safety-II could briefly be explained to workers as 
follows.

Safety-I Achieved only by following predetermined procedures. Deviations from 
such predetermined procedures are considered human errors. If human errors are 
avoided, work goals can be successfully achieved with safety. Thus, the goal of 
Safety-I is to eliminate all human errors. This approach has been from Safety mode 
of ‘centralized control’ (Provan et al., 2020), and will focus on adverse event like 
mishap, failure or accidents (Hollnagel, 2014).

Example: Before engaging in high-voltage electrical repair, the main power sup-
ply must be shut off. Performing electrical work without shutting off the power 
supply is a human error and may lead to accidents. Thus, this error must be 
eliminated.

Safety-II Be flexible and act according to the current situation (Hollnagel, 2014). 
If a worker does not have the ability or potential to act according to the situation on 
hand, accidents may occur. Moreover, even if there were no accidents, in hindsight, 
there may have been a better way to cope with that situation. In the case, it also 
could be a failure. Although the outcome was acceptable or even if a successful one 
for the clients, it is still considered to be a failure from the worker’s view. In this 
sense, the level of success is limitless. Thus, resilience is a means to obtain more 
desired results; therefore, this will be the approach to focus on success (Hollnagel, 
2014, 2018).

Example: Let us consider the case of a doctor performing a medical operation. If 
the surgery is not performed in accordance with the patient’s conditions, it could 
result in a failure. Even if the surgery is ultimately successful, the doctor may later 
have regrets upon realizing that there was a better way to operate in which the 
patient would not have been left with a scar. In this case, the doctor may feel the 
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operation failed. To avoid such a situation, the doctor must build up his or her skills 
and be more resiliently with careful and flexible behaviour during the operations. It 
is in this act of refinement of one’s potential to read the reality of a situation and 
make necessary adjustments for the optimal outcome that the doctor becomes a 
resilient practitioner.

2  Production Activities and the Relationship Between 
Safety-I and Safety-II

The aforementioned explanations show the differences between Safety-I and 
Safety-II. However, the relationship between the two, in actual production activi-
ties, is still unclear. We present a story to explain this.

Hunting Activity of Primitive Man Let's consider hunting activity of primitive 
man (Fig. 1). The primary reason for the necessity of safety is to achieve firm pro-
duction. First, there is a production activity. We wish this activity can be achieved 
safely. This wish implies the hope that the production staff does not suffer injuries 
and good-quality service is provided. In the event that safety is the sole concern, 
production activities ought to be stopped. However, if this were a corporation, then 
the whole purpose of its existence may be lost.

This situation is no different from that of primitive man. Let us consider primi-
tive man’s activity of hunting, wherein the production activity is the capture of prey 
in good quality condition. If man does not hunt, he will die of starvation. Therefore, 
production activities cannot be stopped.

Fig. 1 Hunting activity of 
primitive man
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However, the prey is alive, and live prey must be hunted down under changing 
weather and field conditions.

Efforts at the Individual Level: The Importance of Learning Primitive man may 
have started out by randomly chasing after his prey. It is likely that he slipped and 
hurt himself in the pursuit. This is akin to a worker’s occupational accident. He may 
have missed capturing several prey in this manner. This is known as a production 
mishap. However, there may also have been instances where prey were caught in 
good quality condition, without any injuries to the man. These are known as suc-
cesses or the safe fulfilment of production.

Surely, he must have looked back on these accidents and successes and analysed 
reasons for both. This is known as a root cause analysis. By combining the root 
cause analysis of failures and successes, primitive man would have learned effective 
and ineffective (i.e. good and bad) ways of hunting, eventually fine-tuning strategies 
to locate prey and successfully hunt. These experiences may have been compiled 
into a guideline manual to share with friends, which could also aid in educating 
newcomers.

Everyday Learning and Training Learning of guidance is not the only task one 
must complete before proceeding to hunt. It is equally important to train the mus-
cles. One must have also learned how to effectively use a spear. Technical skills 
must be built up through everyday learning and training. If all the time is spent on 
preparation, such as muscle training, and there is not enough time left to hunt, it will 
be meaningless. In other words, advance preparation that stands in the way of pro-
duction activities is the evidence of getting one’s priorities in reverse order. On the 
other hand, going out to hunt without proper muscle training is bound to result in 
accidents or failure. One can only hunt within the range of the strength gained 
through muscle training activities; hence, to catch big game, it is essential to undergo 
considerable muscle training. Production activities must be commensurate with the 
abilities acquired by the individual. In other words, one must acquire the abilities 
and potentials to meet and match the needs of the production activity.

Going Hunting After sufficient preparation with guidance and physical training, 
an individual can finally go and hunt, but before hunting, he may anticipate the 
development of the game of the day and would make a strategy of the game. At the 
hunting site, hunters must monitor the situation, must be very careful and beware of 
counterattacks by prey. Situational awareness is indispensable because the prey are 
‘live’. At precise moments of attacking to respond the prey that appeared, during the 
hunt, hunters need to make effective and immediate decisions; otherwise, the prey 
may escape. Thus, non-technical skills, such as monitoring, situational awareness 
and decision making, are also important attributes (Flin et al., 2008).

Effort at the Team Level: Team Efforts While aiming for big prey that cannot be 
tackled alone, primitive man must have organised a team to hunt. The size of the 
team must match the size of the game.
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Once the team was organized and before setting out, there must have been a 
briefing about strategy and the division of roles. The rules for calling out during the 
course of the hunt would have been set in advance, and hunters would have 
responded to each other in accordance with the rules. Such communication while 
chasing the prey cannot be lengthy and must be kept simple. If a strategy was not 
formed and each person was allowed to act resiliently, without communication, 
there would be no coordination, and the prey would escape; this may call a func-
tional resonance accident (Hollnagel, 2012a, 2012b). Upon noticing any suspicious 
movements of the prey—such as an attempt to strike back—the others must be 
immediately notified by making a loud call. This is known as assertion.

The relationship among team members is also important. If team members are 
not mutually considerate, one plus one will result in zero. To prevent this, it is nec-
essary to build a good rapport among team members.

An amicable agreement regarding rules for sharing the catch must also be made 
in advance to avoid future discord among team members. Indeed, it is possible that 
one team member may experience an injury due to an unforeseeable circumstance 
despite efforts while hunting. Perhaps he may have received an extra share, notwith-
standing the rules. Thus, there must be room to reconsider and revise decisions in an 
emergency or in an unexpected exceptional situation. Such treatment decisions, 
actions, and outcomes will accumulate and eventually be incorporated into manuals 
as precedents, but the precedent is for reference, and it is possible to be changed in 
the future, in some cases.

As part of routine activities before hunting, the entire team may have prepared by 
engaging in improvements of the hunting ground, for example, by cutting the grass 
so their feet do not get caught and to enable them to easily spot prey. This is known 
as kaizen or workshop betterment. The preparation requires a leader to provide 
instructions; however, no one will listen to the leader if the leader is a liar or inex-
perienced person. Thus, good leadership is essential.

Development of Tools With the realisation that working with bare hands has its 
limitations, primitive man developed spears and bows; this is also known as tool 
development. They may have improved the tools ergonomically to increase their 
utility and usability. These improved tools would help those who do not have excel-
lent hunting ability. Then, the rules for correct usage of these tools must also have 
been established; the blade of a spear must not be grasped. Its handle must be 
grasped. Grasping the blade will surely cause injury. In other words, technical rules 
are those that must be followed at all times. Perhaps they compiled the rules into a 
manual, shared it with newcomers, and, with the manual, trained them on how to 
use the tools.

With time, they must have thought of ideas to hunt in smaller groups, or perhaps 
not hunt at all; they may have come up with the idea of digging pits to trap prey. This 
would have been a labour-saving effort and a move towards automation.

Efforts at the Organizational Level The tribes that worked hard on the aforemen-
tioned issues would have hunted well, that is, they would have safely accomplished, 
produced, and prospered with a high number of prey. The tribes that did not make 
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any effort to tackle these issues would have been unable to catch any prey and 
declined due to casualties, resulting in an organizational accident. Ultimately, safety 
is an integral part of production and can be considered as a means to achieve suc-
cessful production. In this sense, safety measures are important as the very basis of 
existence for tribes.

Even the tribes that prospered could not afford to be complacent. The population 
of prey may have gradually declined at the hunting field. In such a case, it may have 
been necessary for people to migrate. With the introduction of crops, they may have 
felt that it was better to switch production activities to agriculture rather than rely on 
hunting. In other words, as natural and social environments around the tribe or orga-
nization slowly change, it is important that they pay close attention to signs of 
change and encourage the community and organization to accordingly adjust; orga-
nizational resilience is important, of which potential can be assessed with Resilience 
Assessment Grid (RAG) (Hollnagel, 2018). This movement may be attributed to 
organizational culture, especially on flexibility.

3  Lessons That Should Be Learned from This Story

Activities to Ensure Safety Although the entire aforementioned story is fictitious, 
it is likely an agreeable one.

The story’s lesson is that safety is a means to achieve production success. 
Furthermore, the following list of specific activities could be learned in addition to 
ways to achieve production safely.

 1. Engage in labour-saving and automation activities.
 2. Develop tools for production and improve them ergonomically for utility and 

usability.
 3. Conduct improvement or kaizen activities for the production site.
 4. Secure the number of people necessary for that production.
 5. Compile manuals for guidance, rules and regulations. Make these available to 

everyone. Moreover, make everyone familiarise themselves with these rules and 
regulations.

 6. Improve each person’s job capabilities and potentials, including technical and 
non-technical skills.

 7. As part of the production activities of the team, develop non-technical skills for 
teamwork, such as communication skills, assertion and leadership qualities.

 8. The organisation must be aware of changes in the natural and social environment 
in which it is placed and subsequently direct the organisation in a way that can 
adjust to the changes. To do so, however, organizational culture on flexibility 
may be required.

These may be considered to be safety activities to ensure satisfactory production. 
Furthermore, based on the definitions of Safety-I and Safety-II, steps 1–5 are mainly 
Safety-I activities and steps 5–8 are Safety-II-based activities.
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The Order of Actions Taken for Safety The order in which actions are performed 
at the site is also important: In other words, there exists a safety management pro-
cess that includes Safety-I and Safety-II (Komatsubara, 2011). From the eight items 
listed, steps 1–7, which are directly related to site safety, must be addressed in 
this order.

For example, let us consider the case of driving a car. If the road is strewn with 
stones and rubble, it must be cleared (step 3; see Fig. 2). That is the activity to be 
undertaken first. Attempting to skilfully navigate a rubble-filled road in the name of 
resilience (step 6) would be a meaningless exercise. Likewise, it is important to 
establish traffic laws and be orderly when following them (step 5). Instead, trying to 
drive resiliently in a chaotic traffic situation (step 6) to achieve safety would be 
counterproductive.

It is also important to offer behaviour assistance facilities to workers (step 2) 
before training their resilience potentials (step 6). As Fig. 3 illustrates, if we supply 
rear-view monitors and navigation systems, we must provide them, especially if 
drivers and workers are novices and do not have such resilience potential.

In other words, in case of a production site, if measures of Safety I can be exe-
cuted, they must be undertaken as a priority.

Fig. 2 If possible, making the road condition better to prevent needless resilience

Fig. 3 Supply resilience 
assistance facilities, 
especially for novice 
workers
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4  Questions That Arise

Manual and Resilience The relationship between Safety-I and Safety-II as safety 
activities has been explained by the story in the previous section. Now, we will 
focus on the relationship between resilience and adhering to the manual. This was 
the field manager’s problem at the onset.

If a manual can be reasonably created, it must be created, and everyone should 
act in accordance with it. The question that arises is, ‘is it good to merely follow the 
manual?’ Or, ‘is it good to be slightly flexible with regard to following the manual’s 
rules to adjust to the situation on hand and act resiliently?’

Case 1 illustrates how an issue was avoided by not acting according to the man-
ual. In this case, if the manual instructions had been strictly followed, it would have 
resulted in utter chaos.

Case 1: Retreating from a Nuclear Power Plant, 2011 It is not formally reported 
but at the Great Eastern Japan Earthquake (in 2011), a nuclear power plant was said 
to have allowed workers from inside the plant building to escape outside without 
measuring their radiation doses. If individual dosimetry had been performed—as 
prescribed by the manual—the evacuation would have been delayed detrimentally, 
threatening people’s safety.

On the other hand, there are also instances of accidents that have occurred due to 
the violation of rules in the manual, as in cases 2 and 3.

Case 2: Tokaimura Nuclear Accident in Japan, JCO Plant, 1999 Three workers 
violated the authorised procedure to produce a small batch of liquid-type uranium 
fuel, although they were given the procedure. They used an incorrectly sized tank to 
mix uranium powder into liquid acid, in an attempt to reduce workload and produc-
tion time. Then, therefore, a criticality accident occurred.

To answer the manager’s aforementioned predicament, let us consider the rela-
tionship between Safety-I, Safety-II, and the manual.

Types of Manuals In the example of the primitive hunters, there were guides, rules, 
and regulations, such as manuals. These can be categorised as three types, according 
to stringency to compliance (Komatsubara, 2016), as follows:

Type 1: Technical regulations – No room allowed for resilient behaviour: a techni-
cal procedure, with a physical or natural science background.

For example, when preparing dilute sulphuric acid, concentrated sulphuric acid 
must be added slowly into the water. If this procedure is reversed, bumping will 
occur due to the heat of hydration, resulting in the occurrence of an accident. This 
is similar to the spear usage rule in the case of primitive man: The blade must not be 
grasped. This procedure is for Safety-I and must not be treated as resilience. The 
prescribed procedure must be followed under all circumstances. No matter how 
busy workers are, they should not behave resiliently. Workers are not permitted to 
change technical procedures for the sake of physical reasons. Established 
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procedures must be followed, and any deviation from the procedure is considered an 
entirely inadmissible human error.

Type 2: Rules – Resilient behaviour is not acceptable under normal circumstances 
but it is allowed in emergency situations: a predetermined promise of 
organisations.

Rules are procedures with a sociological background. They are social promises. 
Traffic laws are simple examples. Vehicles must keep to the left of the road in Japan 
and the United Kingdom, and to the right in European countries and the United 
States. This system chosen by the respective societies is a predetermined arrange-
ment resulting in the smooth flow of traffic, thereby avoiding accidents. Under nor-
mal driving conditions, traffic rules must be followed. However, in an emergency, 
being resilient and deviating from the rule may help achieve better results. In this 
case, it is permissible to adjust by taking the concept of necessity for an emergency 
in a legal sense. In the case of primitive man, the amicable agreement for sharing the 
catch is in this vein; an extra share for an injured member would be acceptable, 
notwithstanding the agreement.

Type 3: Guides – Resilient behaviour can be accepted, or rather, it is recommended: 
standard practices that serve as references.

Guides are the manual that defines standard treatment methods. The manual, that 
defines the methods of support and service to customers in a store, is an example. 
The manual is a guide and can also be considered a textbook. In the case of primi-
tive man, guidance for chasing and hunting prey would fall into this category. 
Although this is a set standard, for example, store staffs are expected to change their 
service approach in a resilient manner depending on the nature of the customer or 
service targets, situation, and need at the time.

Type 1 requires strict adherence to the procedure. The JCO criticality accident 
was caused due to the violation of procedures (Komatsubara, 2000). Type 2 requires 
compliance, to the extent that the rule is a precondition for the procedure. However, 
in the event of an emergency, it is important to be resilient and take circumstance- 
appropriate actions rather than following procedures. It is helpful to have an emer-
gency manual, but it is difficult to foresee every type of emergency situation. Hence, 
an emergency manual shall be a Type 3 manual. In Type 3, the manual serves only 
as a guide and reference. Achieving good results or success requires good resilience.

This is summarized in Fig.  4. Managers should understand the differences 
between the three types of manuals based on this figure and explain it to the workers.

Resilient behaviour in types 2 and 3 is not unconditionally allowed for every 
worker. It is determined by the relative relationship between the magnitude of the 
situation change and the worker’s resilience potential. In short, if the worker’s resil-
ience potential is small in relation to the magnitude of the situation change, resilient 
behaviour is likely to result in undesirable outcomes. It would be beyond his capac-
ity. In order to obtain good outcomes from resilient behaviour, the worker’s resil-
ience potential must be large enough for the magnitude of the change.

Figures 5 and 6 are models showing this relationship. Line A indicates the level 
of resilience potential of the worker. Line B indicates the level of resilience 
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potential required by the worker at that time. Both lines are wavy, indicating their 
respective dynamics.

If the worker has a rich resilience potential, the line A moves up. Workers are 
allowed resilient behaviour in the situation where line B is below line A. On the 
other hand, line B moves upward as the situation deviates from the normal. As a 
result, line B goes up beyond line A, resulting in the case presented in Fig. 6. In this 

Fig. 4 Three types of 
manuals and their 
treatment in different 
situation conditions

Fig. 5 Relation between resilience potential of the worker and situational demands; case of resil-
ient behaviour being allowed
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case, since the resilience potential of the worker does not meet the demand of the 
situation, an undesirable outcome shall be obtained if the worker behaves resil-
iently. Except for real emergencies in which the worker has no choice but to respond 
himself, the worker should ask to be replaced by another worker with a higher resil-
ience potential or ask his supervisor to give appropriate instructions for coping with 
the situation.

When line B is far beyond line A, that is, when the situation is far beyond the 
worker’s resilience potential, he will perhaps not be willing to behave resiliently. 
However, in a real emergency, workers may behave resiliently if no one else can 
deal with the situation, even if they realize that it is beyond their ability. At such a 
time, regardless of the outcome, the resilient behaviour would be called a heroic act. 
However, in the worksite, problems arise when the line B slightly exceeds line A. In 
this situation, workers often behave with poor resilience potential, saying it is ‘prob-
ably OK’. This is what the ETTO principles state (Hollnagel, 2012a, 2012b). As a 
result, accidents often occur. The manager must always tell workers that ‘probably 
OK’ is ‘never OK’; it is not permitted. When the worker leans towards ‘probably 
OK’ resilience, he must first seek the permission of managers with rich potential.

Fig. 6 Relation between resilience potential of the worker and situational demands; case of resil-
ience behaviour not being allowed
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Therefore, the on-site manager must confirm the ‘type’ each manual belongs to. 
Fieldworkers must also be clearly informed of the ‘type of manual’ they are being 
provided. Type 1 is a manual for Safety-I. Type 2 is a manual for Safety-I under 
normal circumstances or in the premise of the manual that is determined. However, 
we can say that Type 3 is a manual for Safety-II.

5  People Prefer Shortcuts

In general, people prefer to use shortcuts. Figure  7 demonstrates this tendency; 
while the correct route is to walk on the paved section of the road, many people 
violate this procedure. People generally employ shortcuts in order to save on work-
load, time and money to achieve their production goals. This behaviour may be 
instinctive. Therefore, when simply told to follow manuals, workers break the man-
ual due to a tendency towards shortcuts. This is a major issue, especially with Type 
1 manuals. This is because the accident will most likely occur, as seen in the JCO 
criticality accident in case 2. To prevent such accidents, managers need to actively 
manage workers. Figure 8 summarizes the management strategies that should be 
implemented. First, low-workload procedures must be constructed; then, the worker 
must unquestioningly follow the procedures specified in the manual. Since people 
prefer a lower workload, the shortcut route should be set as the correct procedure, 
as shown in Fig. 7.

For technical reasons, it may be necessary to define high workload procedures. 
However, this stimulates shortcut tendencies. To avoid the use of a shortcut, a bar-
rier should be created. In Fig. 3, one of the measures mentioned is to build a strong 

Fig. 7 People prefer a shortcut to save on workload, time and money (author’s own photo)
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fence. However, even if a physical fence is created, it may be destroyed to create a 
shortcut. To avoid this, managers must explain and convince workers about the rea-
sons for the procedure and make them consciously follow the correct procedure. 
Even in the case of the JCO criticality accident, if the workers recognized that the 
reason for the troublesome procedure was to avoid a serious criticality phenome-
non, there would have been no resilient violation (Komatsubara, 2000).

The AIDA model—Attention or Awareness, Interest, Desire and Action—old but 
still frequently used in marketing and advertising may be useful for convincing the 
workers and calling Attention and Interest to the reasons behind the manual. This 
stimulates the desire to understand. It will be helpful to explain the danger when the 
manual is not followed and thus convince them of the reasons for following it. 
Through this, it is expected that the workers will perform the Actions specified in 
the manual.

Resilience is Closely Knit to Safety-I The manual should be described at three 
levels: process, activity and operation or motion. It must also be noted that different 
types of manuals may exist at different levels within the same job. For example, as 
aforementioned, to prepare to dilute sulphuric acid, concentrated sulphuric acid 
must be slowly added to water. This procedure corresponds to Type 1. However, 
pouring water ‘slowly’ is a resilient action, and therefore, this part of the procedure 
calls for Type 3. In other words, Safety-I and Safety-II often exist tightly coupled in 
the same job. The field manager must let workers understand this fact.

Fig. 8 Management strategies that should be undertaken for persuading workers to follow manuals
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6  Becoming a Resilient Person

The larger a person’s resilience potential, the greater their ability to adjust to changes 
on site; Resilience success cannot be obtained beyond the resilience potential they 
have. On the subject of manuals, it is possible to significantly deviate from a Type 3 
manual and achieve remarkable success. It could even lead to the creation of a more 
helpful Type 3 manual or guide. A person with high resilience may be called a 
professional.

Being professional is not merely confined to being knowledgeable. It is impos-
sible to learn all situational responses in advance. Instead, the potential to create 
answers on the spot, according to the situation, must be cultivated.

Unno Kuniaki (1999) shows a model of skilled technicians, as illustrated in 
Fig. 9. As skill level increases, the individual becomes more professional and may 
be considered to be a resilient worker.

Learning is important; however, gaining experience alone does not guarantee 
improvement in a person’s quality as a professional. Moreover, simply learning 
from production success may sometimes lead to inappropriate practices from safety 
view, as described in the following example.

Case 3: Explosion of Paint Spray Paint oil tends to harden in the winter, making it 
difficult to use. Therefore, a senior worker warmed a spray can using hot water in an 
electric kettle to soften the paint. A younger worker noticed this, and warmed a 
spray can using the same method, however, without giving any thought to the rea-
son. He warmed it for so long that the can exploded.

Fig. 9 Skill levels (Adapted from Unno, 1999)
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Awareness of reasons about how things work well or work poorly is important. 
Deep understanding of fundamental principles is essential for good resilience. 
Indeed, it is important to follow manuals and the guidance they contain, and to learn 
from successful cases. However, learning the reason behind those successes and, a 
deep study of principles behind the manual is also necessary. It is only by this pro-
cess that the desired resilient behaviour can be acquired. The field manager must tell 
workers not to confuse art with gimmicks; any good results that have been obtained 
on the surface, if resultant of tricks, any learning should be deterred from it.

7  Conclusion

Resilience is absolutely necessary at every worksite, and Safety-II is indispensable, 
because a dynamic changing to a greater or lesser extent always occurs. However, 
to achieve production safety, both Safety-I and Safety-II are imperative. An overall 
understanding and explanation of safety are needed for all workers. In areas where 
Safety-I is applicable, activities of Safety-I must first be conducted.

Workers must understand that there are three types of manuals regarding Safety-I 
and Safety-II.  It may be best explained to workers that the concept of a resilient 
person is a professional who has the potential to be capable of taking actions based 
on basic rules and principles.
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A growing body of literature indicates that schedules involving extended shifts, 
night work or other forms of atypical working hours substantially increase workers’ 
fatigue (Chellappa et  al., 2019; Doghramji et  al., 2018; Czeisler, 2015). These 
schedules are associated with reduced work performance (Caruso, 2014) and higher 
risk of errors and accidents (Salminen, 2016; Wirtz, 2010). Despite alarming fig-
ures, extended shifts and night work are becoming more common in our so-called 
24/7 society. It is estimated that approximately 25% of American workers operate 
shifts that are not during the daytime (NHLBI, 2005), and nearly 30% work 10 h or 
more each day (NSF, 2008).

Traditionally, workplace fatigue is almost exclusively managed through limits on 
the maximum number of hours worked and the minimum duration of rest periods. 
Governments around the world have imposed a range of legal hours of work limits 
in attempt to mitigate fatigue-related risk. However, by controlling the amount of 
worked hours within a specific period, the system does not manage fatigue as a risk 
factor. Rather, it regulates one  – among many others  – parameters conditioning 
operators’ fatigue levels. A single-layer normative approach represents a somewhat 
monolithic view of safety whereby being inside the limits is safe while being 
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outside is unsafe. It fails to take into account operational differences and the vari-
ability of real-world situations that are likely to affect safety. Forcing a system to 
adopt norms and practices that proved to be useful in another setting is not only 
naïve but could actually lead to an increased degradation of the system (Hollnagel 
et al., 2006). In this context, fatigue risk management systems (FRMS) emerged as 
a more comprehensive and pragmatic approach to mitigate the detrimental effect of 
fatigue on safety (Dawson et  al., 2012). In contrast to traditional prescriptive 
approaches, FRMS shift the locus of responsibility for safety away from the regula-
tor towards organizations (Gander et al., 2011).

A FRMS can be defined as “a scientifically-based, data-driven addition or alter-
native to prescriptive hours of work limitations which manages employee fatigue in 
a flexible manner appropriate to the level of risk exposure and the nature of the 
operation” (Brown, 2006). Moving away from the traditional hours-of-service 
restrictions, FRMS propose guidelines on harvesting, developing, implementing 
and monitoring tentative procedures directed toward fatigue-related risk. The main 
strength of a FRMS resides in its ecological approach of harvesting and assessing 
informal strategies currently used within the work group. In that sense, FRMS can 
be seen as a concrete way to engineer resilience by reintroducing safety managed by 
humans in addition to safety managed by regulations (Cabon et al., 2011). Following 
the principles of resilience engineering (RE), the objective is to improve the ability 
of a work system to adjust its functioning during or following disturbances of opera-
tors’ alertness level in order to sustain required operations under optimum safety 
conditions. True to the Safety-II approach, FRMS are not confined to the elimina-
tion of hazards and the prevention of malfunctions but also aim to continuously 
improve an organization’s potentials for resilient performance – namely “the way it 
responds, monitors, learns and anticipates” (Hollnagel, 2017a, 2017b).

FRMS rely on two kinds of strategies to ensure organizational resilience in the 
face of fatigue-related risk. In accordance with the Swiss Cheese Model (Reason, 
2000), these strategies are conceptualized as successive defence layers acting at dif-
ferent levels of the potential hazard trajectory (Fig. 1). Fatigue reduction strategies 
(FRS) aim to reduce the likelihood a fatigued individual is operating in the work-
place. FRS can be achieved through the prescription of maximum shift and 

Fig. 1 Fatigue-related risk trajectory with identifiable hazards and controls. (Adapted from 
Dawson & McCulloch, 2005)
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minimum break duration (level 1), the systematic control of sleep hours (level 2), or 
other behavioural indicators (level 3). In contrast, fatigue proofing strategies (FPS) 
aim to reduce the likelihood a fatigued individual operating in the workplace will 
make an error (level 4). FRS and FPS are complementary approaches that must be 
integrated into a comprehensive FRMS in order to effectively mitigate the level of 
fatigue-related impairment and its potential consequences (Gander et al., 2017). If a 
fatigue-related incident occurs despite these four defence layers, level 5 provides an 
incident analysis framework allowing the organization to improve the effectiveness 
of level 1–4 and prevent future incidents.

Traditionally, most formal controls addressing fatigue-related risk rely solely on 
FRS through hours of service regulations (level 1) and do not encompass the notion 
of fatigue proofing. Interestingly, though, it has been demonstrated that FPS develop 
as informal work practices in contexts where it is not possible or desirable to further 
reduce work hours (Bérastégui et al., 2018). The way these informal strategies are 
developed and consolidated within the workgroup are disorganized, instinctive and 
unintended. Most of the time, they are observed and passed on through long- 
standing workplace customs and undocumented mentoring systems (Dawson et al., 
2012). Although they emerge as adaptive mechanisms, these individual endeavours 
may prove to be counterproductive or hazardous. Recently, it has been suggested 
that the recurrent use of informal FPS may represent a significant risk for the opera-
tor in the long run (Bérastégui et al., 2020b). More specifically, the long-term effect 
of sustained compensatory effort is a draining of workers resources eventually 
resulting in a breakdown. In this context, the benefits of informal FPS in terms of 
sustainable performance need to be analysed in relation to the associated costs for 
the operator. Moreover, individual endeavours participate to widening the gap 
between work-as-imagined (WAI) by analysts and policymakers, and work-as-done 
(WAD) by frontline operators (Hollnagel, 2017a). The misalignment of WAI and 
WAD can make organizations more brittle, as those responsible for managing the 
work are unaware of the performance adjustments deployed on the job (Sujan et al., 
2016). Thus, it is a challenge for fatigue-related risk management to create mutually 
positive awareness between managers and practitioners in order to reduce this gap 
and identify counterproductive or harmful strategies. In this context, FRMS proved 
to be a relevant framework allowing the identification, assessment and formaliza-
tion of informal strategies (Bérastégui, 2019). Taking advantage of the dynamic 
nature of WAD (Hollnagel, 2014), FRMS allows resilient performance through a 
deep understanding of the adjustments that workers undertake on a daily basis.

1  Toward Quantifying Metrics for Engineering Resilience

Dawson et al. (2012) outline four main phases for engineering resilience to fatigue- 
related risk (Fig. 2).

The first phase is to harvest candidate strategies currently used within the work 
group. The goal is to glean as much information as possible on how fatigue-related 
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risk is handled during day-to-day operations. Field-based qualitative methods such 
as focus groups or semi-structured interviews are applied to elicit knowledge regard-
ing informal fatigue management. Discussions should revolve around a set of pre-
pared questions to ensure a reasonable level of domain-specific knowledge. Mind 
mapping adds significant value for generating and structuring ideas during focus 
groups (Bérastégui et  al., 2018). Similarly, visualising or brainstorming specific 
events may cue additional information during the elicitation process. As a general 
rule, participants should be encouraged to illustrate their statements with specific 
events they experienced or witnessed. Ideally, the qualitative knowledge-eliciting 
techniques should be complemented by a series of parallel workplace observations 
in order to contextualise the examples communicated during discussions. In cases 
where an ethnographical focus is unfeasible, supplementary knowledge-eliciting 
techniques such as open-ended questionnaires can be employed. The end result of 
this phase will be a comprehensive list of informal FRS and FPS mobilized at the 
local level. If some of these informal strategies appear to be dysfunctional, counter-
measures can be deployed as a matter of priority before moving on to the next step.

The second phase aims to extend strategy identification to similar groups of 
employees operating outside the work group. The previously described techniques 
are also suitable here. In addition to discussions with frontline operators, it is valu-
able to include a subject-matter expert and consult senior managers. Their inputs 
should shed lights on the organizational specificities likely to hinder the translation 
of elicited strategies. It may reveal specific professional boundaries and norms in 
relation to fatigue-risk management, as well as organizational factors or incentives 
likely to play a role in the integration of standardised strategies into SOP.

During phase 3, the investigators will be looking at developing new strategies 
based on currently available data. Relevant datasets include records of incidents, 
near-misses or dangerous occurrences. If necessary, data collection may be expanded 
using the eliciting techniques described in phase 1. Hazards are then grouped 

Fig. 2 Phases in the development of a FRMS
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according to thematic areas and prioritised. Selected priority areas are subject to a 
more in-depth qualitative investigation to determine appropriate countermeasure 
strategies. Discussions focus on ways to flag the level of elevated risk, to increase 
levels of error scrutiny or to mitigate error’s consequences. Focus groups should 
include employees at different levels throughout the organization in order to gain a 
full range of engagement and experience with error management. Information 
derived from these discussions will be used to support the development of new 
strategies, adding up to the result of the two preceding phases.

The last phase aims to translate informal strategies harvested during previous 
phases into tentative procedures subject to assessment. Only procedures that dem-
onstrate clear empirical underpinnings will be integrated into standard operating 
procedures. Assessment will also provide justification for the deletion of informal 
strategies at the local level when they are proved to be ineffective or counterproduc-
tive. Tentative procedures should be tested individually in order to allow a better 
understanding of their contribution to the outcomes under study. However, in cer-
tain circumstances, it may be more appropriate to evaluate them in clusters based on 
thematic or technical considerations.

Dawson et  al. (2012) propose two distinct assessment approaches. Simulator 
studies are particularly relevant in settings where observing workers is unfeasible or 
impractical. It is, however, prone to certain bias making results questionable from 
an ecological validity standpoint. Participants may exhibit stereotypical behaviours 
that would not be observed in real-life settings (Peabody et al., 2000). They may be 
overly watchful due to the expectation of an imminent significant event or exhibit 
nonchalant attitudes during the exercise due to the absence of real stakes (Datta 
et al., 2012). Therefore, when possible, a more ecological approach that considers 
real-life performance should be favoured. Workplace trials have the advantage of 
being less prone to ecological validity bias but at the expense of a lower degree of 
control over testing conditions. The main limitation of this approach resides in the 
difficulty to control for risk exposure. Some external factors are likely to undermine 
safety in one of the two groups, thus compromising the comparison. Typical 
cofounders that should be accounted are the number of workers, the number of 
hours worked, and the proportion of night shifts for each group. Ideally, this 
approach involves a longitudinal cluster randomised design where workgroups or 
sites are allocated to experimental (tentative procedures integrated to SOP) or con-
trol (SOP only) conditions. The relative performance of the two groups is then com-
pared on the basis of various safety variables (e.g. incident rates, near-misses). If 
sample size is too small, the allocation to experimental and control conditions is 
likely to undermine statistical power. In this case, it is preferable to consider proce-
dures’ frequency of use as a continuous variable and measure it across all workers. 
Safety variables are then correlated to identify effective and counterproductive pro-
cedures (see Bérastégui et al., 2020b for further details).

Irrespective of which assessment method is put in place, accurate measurement 
of a wide array of safety performance indicators (SPI) is of paramount importance. 
There are three types of SPI that should be taken into account for determining pro-
cedures’ effectiveness.
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First are fatigue-related indicators and refer to the first three levels of control of the 
FRMS (Dawson & McCulloch, 2005). It includes performance tasks such as the 
Psychomotor Vigilance Task (Basner & Dinges, 2011), and self-reported scales such 
as the Samn-Perelli Fatigue Scale (Samn & Perelli, 1982). Performance tasks should 
be favoured since it has been demonstrated that self-reported measures may not 
always accurately reflect actual fatigue-related impairments (Bérastégui et al., 2020a). 
The 5-min version of the Psychomotor Vigilance Task is both convenient and sensitive 
to changes in alertness occurring during extended working hours. However, there may 
be moments when it is impractical to ask employees to take 5 min to complete a neu-
robehavioral task. In these circumstances, the use of a single- item subjective rating 
may be relevant. Other common fatigue-related SPI are sleep-wake histories and can 
be collected using actigraphy or sleep diaries. Actigraphy is a highly reliable method 
for objective sleep monitoring with minimal inconvenience to the wearer (Signal 
et al., 2005). Sleep diaries, on the other hand, are used to collect subjective data on 
sleep and duty times. They are easy to implement, inexpensive but may show some 
variability in their accuracy (Gander et al., 2017). Combining the objective data from 
actigraphy with the subjective data from sleep diaries provides the most accurate 
assessment of actual sleep-wake history (Girschik et al., 2011).

The second type of SPI are duty-related indictors and include near-misses, errors, 
incident rates and overall performance (level 4 and 5). These indicators can be col-
lected using self-reporting systems, behavioural checklists or outcome-based 
approaches. Duty-related SPI are intrinsically linked to the specificities of the oper-
ational setting. For data collection to be effective, they should be simple to gather 
and easy to report. Most importantly, investigators must promote a no-blame culture 
reflecting an open, trusting and learning atmosphere where everyone can speak 
about safety issues. Employees participating in the assessment should be assured 
that no individual information will be shared with colleagues or management. Data 
collection will preserve anonymity, and analyses will only be conducted to compare 
and benchmark procedures from a group-level perspective.

Finally, the third type of SPI that should be taken into account relates to employ-
ee’s quality of work life. Common metrics directly available to the organization are 
absenteeism, turnover and grievance rates, and tools include the Leiden Quality of 
Work Questionnaire (van der Doef & Maes, 1999), the Occupational Stress Inventory-
Revised (Hicks et  al., 2010) and the Maslach Burnout Inventory (Maslach et  al., 
2016). These metrics are only relevant for long-term workplace trial since they require 
a certain degree of latency. For shorter trials or punctual simulation sessions, tools 
such as the NASA Task Load Index (Hart & Staveland, 1988) should be favoured.

2  Aggregating the Data

The success of a FRMS requires the integration of these measurements into a coher-
ent whole, striking a balance between a focus on system safety and employee’s 
quality of work life. This section outlines possible approaches to process the data as 
well as some of the critical factors that should be considered for data analysis.
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It is important to determine the appropriate statistical procedure before starting 
the investigation. This will determine the size of the required sample and the nature 
of the conclusions that may be drawn from the results. In cases where the assess-
ment design implies a longitudinal follow-up of employees, statistical analyses have 
to control for intraindividual correlations (the degree to which repeated measure-
ments for the same participant are correlated). Confounding inter- and intraindi-
vidual variability would have enormous consequences for the generalization of the 
findings. PROC MIXED in the SAS or SPSS software package allows to distinguish 
the two. Moreover, the use of random coefficients allows for the generalizability of 
these estimates beyond the particular data sample (IOM, 2004). If the assessment 
involves only one data point per variable (cross-sectional design), simpler model-
ling approaches can be employed, such as linear regression for normally distributed 
data, and Kendall–Theil regression when data are not normally distributed. In all 
cases, conducted analyses will aim to test the significance of differences between 
the two groups (control vs experimental) for the variables considered (Fig. 3).

Tentative procedures derived from FRS are assessed based on fatigue-related SPI 
(level 1–3). It is considered inadvisable to make conclusions based on a single mea-
sure of functional status (Gander et  al., 2017). Procedures’ assessment should 
involve the widest array of fatigue-related SPI as possible in order to ascertain the 
validity and accuracy of findings. The hypothesis under study (H1) is that partici-
pants in the experimental condition (implementation of tentative procedures) show 
significantly lower levels of fatigue than the control condition (SOP only). Typical 
confounders accounted for include age, drugs intake and sleep history.

Tentative procedures derived from FPS are assessed based on duty-related SPI 
(level 4–5). The hypothesis under study is that the experimental condition is signifi-
cantly safer than the control condition (H2). As described earlier in this chapter, risk 
exposure differences between conditions should be controlled for. Typical con-
founders include operator’s level of fatigue as well as the number of workers, hours 
worked and the proportion of night shifts for each group.

Fig. 3 Tentative 
procedures assessment
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Additionally, both types of tentative procedures should be evaluated from of a 
quality of work life standpoint (H3a and H3b). The idea is to ensure that, beyond their 
operational efficiency, these new procedures are not contributing to create an unfa-
vourable work environment for employees (Nyssen & Bérastégui, 2017).

Once the assessment comes to a conclusion, a last round of focus groups may be 
organized in order to discuss potential optimizations for dysfunctional or unsatis-
factory procedures. Reworked procedures should then be subject to a new assess-
ment phase, and so on, until they meet the organization safety standards.

3  Follow-Up and Continuous Improvement

The core principle of a FRMS is to establish a closed-loop process of safety man-
agement involving the continuous monitoring of fatigue-related risks and an ongo-
ing development of mitigation procedures. In preceding sections, we outlined the 
steps for its initial implementation as well as a set of guidelines for data collection 
and analysis. This final section describe a few key factors that should be considered 
in follow-up interventions.

Besides developing tentative procedures, a comprehensive FRMS should also 
pursue its efforts to guarantee their successful implementation in the workplace. 
The challenge is to disseminate and generalize the new set of procedures to the 
entire workforce. To this end, procedures should be turned into training materials 
and integrated into formal education programmes. Employees’ learning achieve-
ments should be closely monitored to ensure new procedures are properly mastered. 
Additionally, awareness programmes on fatigue could provide additional support 
for employees. The objective is to ensure that employees receive regular training on 
the physiologic consequences of fatigue and learn strategies for maintaining a good 
sleep hygiene.

Employees should also be given the opportunity to report dysfunctions or fail-
ures in the application of procedures. These situations will be thoroughly reviewed 
in order to identify possible room for improvement. The different control levels 
described earlier can be employed to strengthen the longitudinal follow-up and 
tweaking of procedures. Again, due emphasis must be placed on the non-punitive 
nature of self-reporting. It is crucial to establish an open reporting culture where 
failures or incidents are considered as learning opportunities rather than faulty 
behaviours. Otherwise, it is unlikely that an employee will self-identify as fatigued 
or voluntarily provide information related to a fatigue-related error. Concealing 
such information could result in a failure to implement new procedures correctly 
and may potentially pose a greater risk to safety.
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4  Example of Implementation

FRMS first appeared in the aviation industry as an alternative approach to the ‘one- 
size- fits-all’ model of Flight Time Limitations (FTL). Over the past decades, regula-
tory authorities gradually allowed airline companies to engineer their own schemes 
based on an assessment of the conditions that create fatigue in a specific setting. The 
effectiveness of these initiatives has been demonstrated through a steady decline in 
the percentage of pilots reporting duty-related fatigue between 1993 and 2006 
(ICAO, 2015). Despite these promising results, there have been very few attempts 
to implement FRMS outside of the aviation industry. This approach could greatly 
benefit other sectors where fatigue is a significant safety issue.

In a recent study, we deployed a FRMS in the Emergency Department (ED) of a 
tertiary-care centre in Belgium (Bérastégui, 2019). Emergency physicians (EP) are 
particularly vulnerable to fatigue due to inconsistent shift rotation, extended duty 
periods and overnight calls. Following the methodology described in this chapter, 
we harvested and assessed fatigue management strategies for further integra-
tion in SOP.

First, we conducted four focus groups with a total of 25 EP in order to identify 
strategies deployed to manage fatigue-related risk. EP were asked to describe how 
on-the-job fatigue affected their efficiency at work and to report any strategies they 
use to cope with these effects. Using inductive qualitative content analysis, we 
revealed content themes for fatigue management strategies. Strategies aiming to 
reduce the subjective experience of fatigue were categorised as FRS, while strate-
gies aiming to mitigate the impact of fatigue on work performance were labelled as 
FPS. The next step was to assess the efficiency of these strategies. Given the small 
size of the sample, we opted for a single group design. Each reported strategy was 
converted in a behavioural item and integrated in a questionnaire assessing fre-
quency of use. We collected fatigue-related SPI using the Psychomotor Vigilance 
Task (Basner & Dinges, 2011) and the Karolinska Sleepiness Scale (Åkerstedt & 
Gillberg, 1990). Duty-related SPI were derived from the self-assessment compo-
nent of the Physician Achievement Review (Hall et al., 1999), and quality of work 
life SPI consisted of the Maslach Burnout Inventory (Maslach et  al., 2016). All 
instruments were combined into a practical and functional Android-based applica-
tion installed on a smartphone device. Each physician was briefed on when and how 
to report each type of SPI on the smartphone. Analyses were conducted to deter-
mine the association between SPI and strategies’ frequency of use. By doing so, we 
were able to identify effective strategies and dysfunctional ones.

We were able to identify 12 FRS and 21 FPS (see Bérastégui et al., 2018 for 
details). FRS mainly consisted of rest-time management, physical exercise and food 
or energy drink intake. FPS were comprised of self-regulation, task-reallocation and 
error-monitoring strategies. For instance, EP working night shifts tend to complete 
patient records as and when it comes rather than letting things pile up to compensate 
for the impact of fatigue on short-term memory. Similarly, physicians reported 
deferring complex but not urgent tasks during the night shift to colleagues working 
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the following morning. Other examples included double-checking for tasks regarded 
as ‘vulnerable’ to fatigue-related risk, and verbalizing acts or prescriptions to avoid 
omission.

Assessment revealed that the use of FRS was associated with decreased levels of 
fatigue while preserving satisfactory levels of quality of work life. Similarly, FPS 
allowed EP to sustain adequate work performance despite sleep deprivation. 
However, the analysis of quality of work life revealed that some FPS represent a 
significant risk for EP’s well-being over the longer term. Specifically, scores on the 
emotional exhaustion sub-dimension of MBI were found to be positively associated 
with FPS frequency of use. Besides demonstrating the feasibility of applying this 
methodology in emergency care, our findings also stress the importance of consid-
ering quality of work life SPI as some strategies resulted in a trade-off between 
work efficiency and quality of working life. It allowed the ED to identify these 
dysfunctional strategies and engage a reflection on potential countermeasures. 
Effective strategies, on the other hand, were considered for implementation in 
SOP. The identification of at-risk operators, task redistribution within the team, or 
increasing standard checks for at-risk operators are examples processes that are still, 
at the time of writing, under further scrutiny (Bérastégui, 2019).

Other sectors may greatly benefit from the implementation of FRMS. This is 
especially the case of the ride-hailing industry that has grown exponentially in 
recent years. The sector faces unparalleled transformations due to the emergence of 
the so-called gig economy, transforming into a fee-for-service, unregulated taxi 
industry. With this transformation comes two key regulatory and safety challenges 
that deserve attention. First, most drivers are employed in a primary job and work in 
the ride-hailing industry during their time off. Cumulating multiple jobs is likely to 
lead to extended periods of wakefulness or during nights – two factors that increase 
the risk of driving accidents. Second, drivers are employed as independent contrac-
tors and, in this respect, are not obliged to undergo a medical examination. This 
poses a significant risk for safety as medical problems such as obstructive sleep 
apnoea are associated with reduced levels of alertness. In face of these challenges, 
the gig economy mostly promotes the ‘internalisation of external risks’ (Holts, 
2018) by shifting most of the risk of doing business from the company to individual 
gig workers. This general trend toward self-management strengthens the economic 
model of platform work at the expense of hidden human costs. Recently, the 
American Academy of Sleep Medicine (AASM) stated that fatigue and sleepiness 
are inherent safety risks in the ride-hailing industry and urged companies and regu-
latory authorities to work together to address this public safety issue. According to 
the AASM, this collaborative effort should be in the form of FRMS and more strin-
gent regulations (Berneking et al., 2019). Applying this framework would allow to 
fully grasp the scope of this issue in the gig economy and to engineer countermea-
sures tailored to the specificities of platform work. Moreover, mobile applications 
used by ride-hailing companies offer many possibilities for collecting SPI in a 
timely and systematic manner. However, the primary obstacle remains the lack of 
incentives or enforcement measures for platform companies to take responsibility 
of risk management.
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5  Conclusion

The ongoing development of 24/7 operations in various industries stress the need of 
a more tailored and comprehensive approach to manage fatigue-related risk. The 
main limitation of the traditional prescriptive approach is that it does not take into 
account the specific conditions that creates fatigue in a given environment. Moreover, 
it overlooks the importance of preserving margin of manoeuvre in complex adaptive 
systems. Organizations with insufficient margin of manoeuvre are likely to fall into 
maladaptive traps leading to systems failures (Woods Branlat, 2011). With FRMS, 
organizations move from the illusion that fatigue-related risk can be managed 
through one-size-fits-all prescriptive measures, and develop procedures tailored to 
the specificities of the work environment. By relying on a wide range of means and 
resources, FRMS enable more robust safety management than the single defensive 
layer of prescriptive regulations (Gander et al., 2017).

In line with the RE perspective, it encapsulates a broader focus than identifica-
tion of safety hazards only. Specifically, it acts on the four abilities that are neces-
sary for a system to be resilient (Hollnagel, 2011):

• Knowing what to look for (what is or can become a threat), through constant 
monitoring of relevant SPI

• Knowing what to expect (how to anticipate threats and opportunities), through 
successive defence layers acting at different levels of the potential hazard 
trajectory

• Knowing what to do (how to respond to disturbances), through the development, 
assessment and implementation of effective countermeasures

• Knowing what has happened (how to learn from experience), through an incident 
analysis framework aiming to prevent future fatigue-related incidents

In that sense, a FRMS is about how resilience can be engineered in the context of 
fatigue-related risk through concrete measures acting on each of these four factors. 
Moreover, by building on current hours of service regulations, it combines both 
regulated and managed safety – two notions that are regarded as complementary 
from a RE standpoint (Falzon, 2014). It relies on all of the available resources, 
namely, the existing rules and standards enacted by regulatory authorities, and the 
ad hoc procedures constructed locally to cope with the variability of real-world situ-
ations. Such approach is often described as ‘adaptive safety’ (Falzon, 2011) as it 
relies on the intelligence of the agents involved in everyday activities. The FRMS 
literature is laying great emphasis on the fact that employee’s expertise can provide 
critical insights regarding safety issues. This view is comforted by several studies 
showing that mitigation strategies develop as informal work practices when they are 
not addressed at the organizational level (Bérastégui et  al., 2018; Schulte et  al., 
2015; Dawson et al., 2012). Similarly, RE research has demonstrated the value of 
performance variability of frontline practitioners to deal with uncertainty (Sujan 
et al., 2015; Nyssen & Blavier, 2013). Variability in everyday performance is the 
reason why things go right as it ensures a certain degree of system flexibility in 
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response to varying conditions. True to Safety-II, FRMS are moving from a ‘quick 
fix’ philosophy and introduce a closed-loop process of safety management through 
the ongoing development of second-order solutions. It explores the ways in which 
workers have the potential to be flexible when systems may not have been perfectly 
designed or when conditions are challenging. The insights gained by such natural-
istic approaches allow a deep understanding of the causal dynamics at stake (Sheps 
& Wears, 2019) in a manner conducive to learning and system improvement.

It may be tempting to conclude that the spontaneous development of informal 
practices demonstrates the underlying capacity of the work system to self-regulate. 
However, especially in occupations associated with a high level of motivation and 
commitment, this can lead to pushing individual resources to their limits and losing 
all margins of manoeuvre. In this case, resilience at the organization level solely 
relies on resilience of individuals, at the expense of a draining of resources eventu-
ally resulting in a breakdown (Bérastégui et  al., 2020b). Moreover, individual 
endeavours may represent a significant risk for the overall organization in the long 
term resulting from the misalignment of WAI and WAD (Hollnagel, 2017a). Thus, 
it is the responsibility of the organization to support the development of formal 
procedures and to provide employees with appropriate resources to keep pace with 
work demands. Otherwise, the lack of formal procedures will shift the strain to the 
employees’ own resources to sustain safety, causing a subsequent risk of depletion. 
It is our belief that moving the ‘burden’ of adaptation from the individual to the 
system is a key element in achieving resilient performance in 24/7 operations, and 
that the FRMS framework provide a concrete approach to do so.
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1  Introduction

Helping organisations to perform in a resilient manner is an emerging area of 
research in healthcare, but despite philosophical development there remains a lack 
of practical tools that can be used by practitioners. Tools and methods for analysing 
resilient performance are needed to inform organisational improvement. This chap-
ter describes a new method for analysing resilience in hospital systems based on the 
Resilience Assessment Grid (RAG). The RAG is a tool for analysing the four resil-
ience potentials (Hollnagel, 2018) proposed to underpin resilient system perfor-
mance: anticipating, monitoring, responding, and learning (Hollnagel, 2010). Its 
purpose is to assist users to analyse their own system and diagnose areas of weak-
ness by answering a series of questions about the four resilience potentials. However, 
the original questions proposed in the RAG were high level and abstract. They were 
designed to be adapted to the local context in which it was to be applied and used in 
a survey administered to staff, but there was little guidance provided for adapting 
the questions to the context. Previous research has used different methods for 
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developing contextual RAG survey items, but these are either too close to the origi-
nal theoretical items and not very clear for healthcare professionals (Hunte, 2016; 
Engvall et al., 2017) or include conceptual additions which are not developed suf-
ficiently for understanding resilient performance (Van der Beek & Schraagen, 2015; 
Rigaud et al., 2015).

The process described in this chapter starts with a detailed exploration of Work- 
as- Done (WAD) as a basis for developing the questions, rather than starting with the 
original RAG questions and adapting them. Resilient healthcare theory distin-
guishes between Work-as-Imagined (WAI) in policies and procedures, and Work- 
as- Done (WAD) in practice. The variability of demands in a complex sociotechnical 
system means that it is impossible to plan for all eventualities (Hollnagel, 2010; 
Hollnagel et al., 2015), or specify all necessary actions in advance. People working 
in the system must adapt WAI to ensure successful performance across a range of 
conditions. Adaptive actions to manage evolving demands and problems – Work-as- 
Done – are, therefore, vital for good performance.

The three stages of the process we developed are:

 1. Exploring Work-As-Done through focus groups with the people who understand 
the work

 2. Generating survey items about responding, monitoring, learning and anticipating 
activities from the focus group data and administering the survey to gather dif-
ferent perspectives on the resilience of the system

 3. Reflecting on the survey results and identifying potential interventions to support 
or improve/strengthen organisational resilience

In this chapter, we will describe how we used this process to analyse the potential 
for resilient performance of an Acute Medical Unit in a large central London 
hospital.

2  Background to the RAG

Over the course of its development, the Resilience Engineering (RE) community 
has proposed a range of approaches for defining, characterising and modelling 
organisational resilience (Rigaud et  al., 2015). A narrative review we conducted 
showed that the resilience engineering literature for measuring, analysing or evalu-
ating resilient performance is fragmented and inconsistent (Alders, 2019). Many 
initiatives appeared to be initial ideas proposed in conference proceedings or book 
chapters and lacked sufficient conceptual and methodological development for 
application in practice.

The two most well-known approaches for analysing organisational resilience are 
the Resilience Assessment Grid (formally Resilience Analysis Grid) (RAG) 
(Hollnagel, 2010) and the Functional Resonance Analysis Method (FRAM) 
(Hollnagel, 2012), which differ conceptually and methodologically. FRAM pro-
ceeds by identifying an area for improvement or analysis and maps the relevant 
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functions and their interactions (Hollnagel, 2016). There is a growing literature 
documenting experience using FRAM (Clay-Williams et  al., 2015; Raben et  al., 
2018; Ross et al., 2018; O’Hara et al., 2020), but few applications of the RAG. This 
is possibly due to the need for more methodological development of the RAG, 
which we hope to address in this study.

The purpose of RAG is to provide a detailed characterisation of organisational 
operations that can be used to manage and develop an organisation’s potential for 
resilient performance (Hollnagel, 2018). It is important to draw a distinction 
between resilience as a quality of a system and resilient system performance 
(Hollnagel et al., 2006; Hollnagel et al., 2015). Studying resilience as a quality of a 
system is not helpful because it only emerges in response to stressors and, therefore, 
cannot be measured directly. Instead, analysis should focus on the potential for 
resilient performance (Hollnagel, 2018) and the activities that enable systems to 
perform in a resilient manner. The four resilience potentials are theorised to under-
pin resilient performance and to be equally necessary and jointly sufficient for resil-
ience to emerge (Hollnagel, 2018). They can, therefore, be used as proxy measures 
for resilient performance. Currently, these are known as the four resilience poten-
tials (Hollnagel, 2018), but previously they have been known as the four corner-
stones or the four abilities for resilient system performance (Hollnagel, 2010; 
Hollnagel, 2015). All these terms refer to the same four concepts:

 1. The potential to respond – being able to respond to expected and unexpected 
disturbances or take advantage of opportunities; by employing prepared 
responses or by changing the current mode of functioning

 2. The potential to monitor – being able to look for factors that may affect the per-
formance of the system in a positive or negative sense.

 3. The potential to learn  – being able to learn the right lessons from the right 
experience

 4. The potential to anticipate – being able to anticipate developments (both positive 
and negative) further into the future (Hollnagel, 2018).

The RAG uses diagnostic questions (adapted to the local context) to assess how 
effectively the four resilience potentials are being performed. The answers can be 
used to produce a detailed characterisation of each of the four potentials as well as 
of an organisation’s overall potential for resilient performance (Hollnagel, 2018).

3  Rationale for the Approach

Resilient performance is an emergent property of system performance, and the 
potential for it can be understood by viewing how everyday work is performed 
(Woods, 2006; Hollnagel et al., 2013; Hollnagel et al., 2015). Resilience is distrib-
uted in various ways across system functions and activities (Anderson et al., 2016) 
and emerges during performance as people, processes and equipment simultane-
ously interact and react to meet the constantly fluctuating demands of complex 
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systems. Therefore, studying everyday work is a good starting point for understand-
ing resilient performance. We used a social constructivist perspective to inform our 
research methodology, which means that understanding the social processes and 
interactions between people working in the system and their environment is 
important.

Previously, researchers have used a variety of methods for analysing resilient 
performance, including either qualitative or quantitative methods (Hollnagel, 2010; 
Mendonça & Wallace, 2015; Jain et al., 2018), but there is growing consensus that 
mixed methods are an effective way to study complex phenomena (Berg et  al., 
2018). We modified an explanatory sequential mixed method research design 
(Creswell & Clark, 2011) to create three distinct (but interconnected) research 
phases. We used a first phase of qualitative data collection to inform the develop-
ment of survey items, a second phase of quantitative data collection using the survey 
items (Creswell & Clark, 2011), which we then used to inform a third (and final) 
exploratory qualitative phase to identify potential interventions. This resulted in a 
replicable, systematic method for generating relevant items to analyse the organisa-
tional resilience of a complex system at micro, meso and macro levels.

4  Overview of New Method

In the following sections, we will describe each of the three stages in more detail, 
with the intention that the reader will be able to replicate this approach as a practical 
guide for use in their own complex system. We used this three-stage process to 
analyse the potential for resilient performance of an Acute Medical Unit (AMU) in 
a large, central London teaching hospital. AMUs are inpatient wards specifically 
staffed and equipped to treat patients presenting with acute medical (distinct from 
surgical intervention) illness from Emergency Departments (EDs) or the commu-
nity for assessment, care and treatment (Scott et al., 2009). They have multidisci-
plinary teams that assess and manage both medical illness and functional disability 
(Bell et al., 2008). Such units face complex challenges related to the high patient 
acuity, pressure for beds, the need for close coordination with the Emergency 
Department and other hospital wards, and the expectation that patients’ length of 
stay will be short before they are referred on or admitted to a ward, typically within 
a few days.

5  Phase 1: Understanding Work-as-Done

Data Sources The aim of phase one was to achieve a detailed understanding of 
WAD on the AMU (from the perspective of nursing staff) as a basis for developing 
survey questions in Phase 2. The people who work in the system have the best 
understanding of its daily functioning, and so it is important to understand what 
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they experience as challenging as it is likely to be important for understanding resil-
ient performance. We used focus groups with nurses representing the range of roles 
and experience present on the AMU to understand WAD. Eighteen nurses took part 
in nine focus groups, with two to five participants in each focus group. To ensure 
staff engagement in the process, we started by discussing what nurses find challeng-
ing about their work. We assumed they are the experts of their system, so what they 
find difficult to manage is likely to be the ‘sticking points’ of working in the system. 
By asking general questions such as ‘What is hard about your work?’, ‘Why is it 
hard?’ and ‘How do you manage your challenges?’ we started to generate an under-
standing of the WAD within their system. Crucially, it was important to talk about 
the challenges of everyday work in the language that nurses used.

Data Analysis We conducted a detailed, theoretically informed thematic analysis 
of the focus group data. We used a combined deductive-inductive approach. We 
used the CARe Resilience Model (Anderson et al., 2016) (Fig. 1) as a theoretical 
lens for the initial deductive analysis.

To understand the focus group data in more detail, we then moved to an inductive 
analysis, informed by the four resilience potentials. This allowed for a broader and 
deeper analysis of the focus group data than a simple descriptive analysis could 
provide.

Results The thematic analysis of the focus group data provided rich insights into 
the nurses’ WAD on the AMU, including the highly complex nature of nurses’ 
everyday clinical work and the importance of social interactions for achieving work 
goals, including enabling adaptations. Table 1 summarises the main topics elicited 
from nurses about the challenges of their work.

All these challenges required nurses to anticipate, respond, monitor, and learn. 
For example, managing patient flow required the ability to anticipate patient and 
organisational needs, respond to immediate patient and organisational concerns, 
monitor how the process was being managed to identify delays and other problems, 
and learn about the best way to manage patient flow.

6  Phase 2: Staff Survey

Data Sources Data from Phase 1 were used in this phase to develop the survey 
questions. The survey was then administered and analysed.

Data Analysis The thematic analysis completed in Phase 1 was reviewed line by 
line to generate questions. This resulted in a long list of potential questions that was 
then reduced by combining questions with similar meanings and removing dupli-
cates. We then reviewed the questions to determine which of the four resilience 
potentials were represented. Some resilience potentials were not represented well 
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Fig. 1 The CARe Resilience Model

Table 1 Challenges in everyday work identified in focus groups

Challenge Examples

Coordination with 
Emergency 
Department

There was sometimes a mismatch between information conveyed during 
handover and the patient’s condition on arrival to the unit. This meant 
staff were unprepared and sometimes lacked vital information for patient 
care.

Deteriorating patients Responding to patient deterioration and escalating to the medical team 
involved balancing demands on the wider team and risk to the patient.

Skill mix Newly qualified nurses and agency staff lacked the expertise of more 
experienced staff.

High tempo work Multiple simultaneous admissions and discharges created high workload 
and the need to coordinate within the unit and with other teams.

Staffing level Staffing shortages due to sickness and staff turnover were common.
Teamwork Teamwork was variable and sometimes poor.
Equipment Equipment shortages and breakdown were common.
Patient flow Coordinating admissions, transfers and discharges was a challenge and 

involved balancing competing demands.
Challenging patients Patients with aggressive behaviour, confusion, substance use disorders or 

mental health problems required more time and expertise.
Time management Nurses constantly had to prioritise tasks and patient needs according to 

the time available.
Patient acuity Many patients were clinically complex and required specialist expertise 

that had to be coordinated.
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because they were not discussed very much in the focus groups. For example, there 
were few questions about learning. We, therefore, added questions where there were 
few data to guide question development. Therefore, the final survey included items 
generated from the focus group discussions and theoretically generated items. Focus 
group participants then reviewed the questions and made suggestions, and the ques-
tions were edited into a self-administered survey format with 5-point Likert scales. 
The final survey included 37 items referring to specific system activities such as 
responding to deteriorating patients, managing security problems, and coordinating 
admissions and discharges. Participants were asked to rate how well they thought 
the system activities were conducted on a scale from one to five. Table 2 shows 
examples of survey items for each of the four resilience potentials.

The survey was administered to all 77 nursing staff on the unit using online and 
paper methods. Fifty-five completed surveys were available for analysis.

The small number of respondents meant that analysis was restricted to descrip-
tive statistics. In most systems, there will be small numbers of participants available 
to respond to a survey, which will restrict the level of statistical analysis that can be 
performed. However, the intention of this process is not to reduce organisational 
resilience to statistical values but to gather a wide range of perspectives on the most 
important activities which can then be summarised to inform improvement efforts. 
Survey data were analysed to provide information on the range of staff who com-
pleted the survey and the mean scores for all items, and each of the four resilience 
potentials to allow for comparison.

Results The response rate was 71%. The survey was completed by 55 staff, includ-
ing 14 health care assistants, 23 junior nurses, 8 senior nurses and 10 managerial 
nursing staff. Table 3 shows an overview of the results.

Table 2 Example survey items from the RAG for the AMU

Resilience 
potential Example of survey item

Responding Coordinating with the multidisciplinary team to facilitate the complex 
discharge of a patient
Appropriately escalating a deteriorating patient to a senior colleague earlier 
than the National Early Warning Score (NEWS) recommendation

Monitoring Knowing when nursing colleagues in your zone need help
Knowing how busy other zones are compared to yours

Learning Communicating the learning from things that have gone well, despite 
challenges
Changing practice in response to learning from incident reports

Anticipating Identifying when the workload on the next shift will be high
Taking action to reduce workload for the next shift
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Results showed that the highest rated activities were responding and the lowest 
were monitoring. The mean scores were used to identify areas needing further dis-
cussion in Phase 3 to identify improvements.

7  Phase 3: Identifying Potential Improvement Interventions

Data Sources Seven focus group participants participated in the final phase of the 
process. Group semi-structured interviews were used to review and discuss the sur-
vey results and consider what system-level interventions could improve the poten-
tial for resilient performance. The following topic guide was used to structure the 
interview:

• Were you surprised by the results?
• Does it support what you already knew?
• Were any system activities rated better or worse than you expected?
• Do you think any of these activities could be improved?
• How do you think these activities could be improved?

Table 3 Summary of survey results

Resilience 
potential

Number of 
items

Mean 
(SD) Lowest scoring items

Responding 23 3.84 
(.45)

Including mental health nurses in handover to support 
patients with mental health needs
Involving nursing team members in assessing a 
patient’s mental capacity
Changing staff allocation during a shift in response to 
changed workload
Agreeing the allocation of tasks between colleagues 
working in the same bay

Monitoring 6 3.41 
(.35)

Knowing how busy other zones are compared to 
yours
Coordinating patient transfers from different zones to 
the same destination
Informing team members when there are new 
admissions coming into the zone

Learning 5 3.70 
(.84)

Communicating the learning from things that have 
gone well despite challenges
Communicating the learning from incident reports
Changing practice in response to learning from things 
that have gone well

Anticipating 3 3.79 
(.23)

Taking action to reduce workload for the next shift
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Data Analysis A descriptive analysis of the interview data was used to identify 
opportunities for improvement. A list of suggested interventions was generated and 
presented to senior staff for further discussion and potential implementation.

Results There was overall agreement with the survey results, with only a few par-
ticipants expressing surprise about the results for some of the survey items. Most of 
the discussion focused on the survey items with the highest and lowest mean scores. 
The nurses provided detailed contextual descriptions that deepened understanding 
of why some system activities on the AMU were done well and why some were 
much less effective.

Nursing staff identified interventions for improving each of the resilience poten-
tials, including training, changing the organisation of work and redeploying unused 
system resources. Table 4 summarises example interventions for each of the four 
resilience potentials.

Although the suggestions were high level and not specified in detail, they pro-
vided a basis for ongoing discussions within the unit about opportunities for 
improvement. Nurses supported the view that developing system-level interventions 
could reduce unwanted variability from relying on individuals to fulfil system-level 
functions and provide support to manage the complexity of their everyday clinical 
work more effectively. The granularity of the survey items meant that it was rela-
tively straight forward to identify ways to improve the system because they repre-
sented specific activities on the unit.

Interventions were submitted to senior staff for consideration and have not yet 
been implemented.

Discussion The study advanced the RAG by developing a replicable, systematic 
process for healthcare professionals to analyse the resilience potential of their 
healthcare systems and identify potential interventions. Although the interventions 
have not as yet been implemented, focus group data showed that respondents 
thought the process focused attention on known problems that had not been 
addressed, such as integration of mental health nurses into the team, and identified 
new areas for improvement, such as monitoring the distribution of workload. The 
process systematically documented areas for improvement that could then be priori-
tised for action.

Concepts from resilient healthcare were successfully used to engage healthcare 
professionals to identify opportunities for quality improvement, based on an analy-
sis of the organisation’s potential for resilient performance. Because the process 
started with exploration of the challenges of everyday clinical work, it was possible 
to develop specific survey questions that were relevant to the system being analysed. 
Each stage of the multi-phase process is built on the analysis of the previous stage, 
and in an iterative manner each stage is provided a different perspective for under-
standing system performance. The suggested improvements generated through this 
process addressed system-level deficiencies and directed attention to these issues. 

Using the Resilience Assessment Grid to Analyse and Improve Organisational…



50

This is helpful because many healthcare improvement efforts focus on training and 
sanctioning individuals and neglect system improvements.

The findings were restricted to the nursing population on the AMU. However, the 
results showed that much of the complexity of everyday clinical work involved 
interaction between different healthcare disciplines and organisational units. Cross- 
boundary interaction is known to be a source of complexity in sociotechnical sys-
tems (Woods, 2006; Hollnagel et al., 2015). Given that the study focused on nursing 
work only, future research could examine the views of the multidisciplinary team 
about how the system functions and include other organisational units.

The RAG should be an ongoing process and the questions should be repeated 
over time to analyse how a system improves or changes (Hollnagel, 2010; Hollnagel, 
2015). However, there is little direction about how long there should be between 
repeated applications or what should trigger this repeated application. We consid-
ered a number of options for repeated applications of this three-stage process over 
time. One option could be to repeat the same survey questions after implementing 
interventions to assess whether the potential for resilient performance has improved. 
A second option could be to repeat the whole three-stage process to generate new 
survey items and focus on new responding, monitoring, learning and anticipating 
activities. Perhaps, a third intermediate option could be to update the survey items 
using focus groups rather than repeating Phase 1.

There was some imbalance in the number of items for each of the four resilience 
potentials. The survey results indicated how much the system focused on respond-
ing, with a lack of balance between the four resilience potentials. Theoretically, this 
limited the AMU’s potential for resilient performance (Hollnagel, 2010). However, 
it was unclear what the balance of the four resilience potentials should be. Resilience 
engineering theory recognises that different systems need different balances 
between the four resilience potentials (Hollnagel, 2010; Hollnagel, 2018), but it 

Table 4 Examples of suggested interventions

Resilience 
potential Proposed intervention

Responding More training to support effective working with mental health nurses
Improve communication systems between nursing team and psychiatric 
liaison team
Involve mental health nurses in handovers

Monitoring Huddles between nurses in charge and coordinators in each area to review 
workload and capacity
Develop clearer criteria for admission to the unit

Learning Involve junior staff in investigation processes
Share suggestions for improvement between the unit and the Emergency 
Department

Anticipating Enable senior staff to share anticipatory actions with other staff
Anticipate workload on the next shift and reduce workload by completing 
more tasks during current shift
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does not provide any suggestion for understanding what the balance needs to be for 
a given system. This is a question that could be explored in future research.

The survey items developed in this initial application of the three-stage process 
were specific to the local system demands of the AMU from the perspective of the 
nursing staff who work there. It is unclear whether the same questions could be used 
across different settings in the same industry, for example, different inpatient hospi-
tal wards, outpatient clinics or even community healthcare settings. Applications of 
this three-stage process across different healthcare settings would allow for the 
comparison of different system challenges. It would also allow for comparison 
between the survey items of different healthcare systems to reach a higher level of 
understanding about how responding, monitoring, learning and anticipating mani-
fest across different healthcare systems. Perhaps, there will be a core set of ques-
tions that are relevant across healthcare systems, with specific questions relevant to 
features of specific healthcare systems. However, there needs to be more applica-
tions of this process to understand this better. To aid the development of this under-
standing, new questions could be saved in a shared repository so that other 
researchers and healthcare professionals can see the questions used in other health-
care systems. Finally, formal evaluation of whether the process described here 
results in interventions that are better defined and targeted, and whether quality is 
improved as a result is now required.

8  Conclusion

We have described a theoretically informed systematic process for analysing the 
potential for resilient performance in healthcare that can be replicated in other clini-
cal settings. The process involves first understanding WAD using focus groups with 
key informants. Focus group data are analysed to identify areas of system activity 
that are crucial for resilient performance. Survey questions are then developed and 
administered to the whole workforce to gain a wide range of views on how resilient 
the system is. The results are analysed to identify opportunities for improvement. 
The hallmarks of this process are the close engagement with experts to understand 
work as done and identify improvements. This allows a fine-grained analysis of the 
resilience in the system that is not possible with questions that are not tailored to the 
system being analysed.
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We know a lot about the tragic consequences of failures in healthcare. For the past 
20 years, there has been much public and media attention on high-profile healthcare 
incidents with catastrophic outcomes for patients as well as the healthcare profes-
sionals involved. Examples come to mind all too easily: the scandal around appall-
ing standards of care at Mid Staffordshire NHS Foundation Trust that resulted in as 
many as 1200 patients dying needlessly has laid bare systemic failings at this organ-
isation and more widely in the National Health Service (NHS); and the tragic death 
of 6-year old Jack Adcock at Leicester Royal Infirmary has become synonymous for 
the excessive pressures and demands that NHS emergency departments place on 
their staff, many of whom are left without proper supervision and support. These 
examples paint a dire and sobering picture of specific instances of the poor quality 
of care provided to patients. Without disregarding the harm and distress that these 
scandals and incidents have caused, there is another way of looking at this: despite 
having to work within a notoriously underfunded and overstretched health system, 
individuals, teams and organisations routinely provide good quality care to millions 
of patients every day. Aside from dedication and hard work of staff, we know 
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surprisingly little about how such daily successes are achieved, how we can learn 
from these, and how, as a result, care can be improved further.

The mainstream patient safety movement is, arguably, still quite young when 
compared with other safety-critical industries, such as commercial aviation and the 
energy and process industries. Patient safety became an important topic for politi-
cians and health policy makers with the publication of the Institute of Medicine 
report “To err is human” in 1999 in the USA (Kohn et al., 2000), and the subsequent 
publication of the report “An organisation with a memory” in the UK in 2000 
(Department of Health, 2000). These reports used data from earlier studies, such as 
the now famous Harvard Medical Practice Study (Brennan et al., 1991), and extrap-
olated these findings to produce figures that captured (and shocked) public imagina-
tion: as many as 98,000 patients might die every year in the USA as a result of 
healthcare errors.

From the start, these reports placed great emphasis on building capacity for 
organisational learning within health systems. The UK report carries this in its title 
(An Organisation with a Memory), as does the more recent (2013) so-called Berwick 
report that sets out recommendations for the UK government in response to the find-
ings of the public inquiry into the failings at Mid Staffordshire (National Advisory 
Group on the Safety of Patients in England, 2013). The Berwick report is called “A 
promise to learn – a commitment to act”, and it suggests that the NHS should aim 
to become a system devoted to continuous learning and improvement.

With this sustained focus on promoting organisational learning within health 
systems, one might expect to see significant progress and improvement with patient 
safety. However, the available evidence suggests differently (Wears & Sutcliffe, 
2019). There is now a wealth of literature that demonstrates that healthcare organ-
isations continue to struggle to generate useful learning from past experiences, and 
that they routinely fail to translate learning into meaningful and sustainable improve-
ments in practice (Kellogg et al., 2017; Macrae, 2015; Peerally et al., 2016). The 
literature has identified numerous barriers to effective learning from experience in 
healthcare. Examples include fear of blame and repercussions, poor usability of 
incident reporting systems, lack of feedback to staff, and lack of visible and sustain-
able improvements to working practices and the working environment (Anderson 
et al., 2013; Braithwaite et al., 2010; Sujan, 2015; Tucker & Edmondson, 2003).

The argument in this chapter is that the struggles with organisational learning in 
healthcare are, at least in part, due to the narrow way in which learning has been cast 
as learning from incidents (LFI), without proper consideration of how healthcare 
professionals actually deliver care (the “work-as-done”) and how the learning pro-
cesses need to be embedded and supported within an organisation. This approach to 
learning only considers the few extraordinary situations, where a system has broken 
down, that is, organisations are seeing only half the picture at best. A resilience 
engineering (RE) approach that focuses on learning from everyday work (work-as- 
done) enables organisations to learn about why, most of the time, things go right, 
and how the manifold adaptations and trade-offs within a healthcare environment 
can prevent everyday disturbances and disruptions from turning into catastrophes 
(Hollnagel et al., 2015).
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The next section reviews LFI theory more generally and discusses some of the 
major shortcomings with the narrow implementation of LFI in healthcare. Then, a 
short critique of LFI from a RE perspective is given, and an approach to learning 
from everyday work based on RE thinking is outlined, and its application in a multi- 
site study is described. The chapter concludes that healthcare organisations should 
adopt the RE perspective to create a more positive, inclusive, and ultimately more 
effective learning environment for improving patient safety. The proposed approach 
is one such way in which organisations can implement a RE approach to organisa-
tional learning.

1  Learning from Incidents

The literature and the concepts around organisational learning are very broad, and 
there is no universally agreed definition (Easterby-Smith et al., 2000). Organisational 
learning is sometimes described as a continuous cycle of action and reflection, 
which can take place at different levels, such as individual, group, organisation or 
even a business sector (Carroll & Edmondson, 2002). In safety-critical industries, 
an important approach to organisational learning is learning from incidents. Ideally, 
effective LFI triggers improvements in practice that enhance safety and productiv-
ity. The analysis of incidents seeks to reveal contributory factors and underlying 
causes, which can be addressed in order to reduce the likelihood of incidents 
recurring.

There is currently a lot of renewed interest in LFI, and the literature on LFI is 
growing. There has been a collection of papers providing analysis, reflection and 
critique of LFI in a recent special issue on this topic in the journal Safety Science 
(Stanton et al., 2017). A number of integrative frameworks have been proposed that 
demonstrate the depth and breadth of LFI (Drupsteen & Hasle, 2014; Jacobsson 
et al., 2012; Lindberg et al., 2010). These frameworks describe LFI as a process that 
includes not only the actual investigation of incident data, but also the steps that take 
place before and after, such as data gathering, identifying improvements, imple-
mentation and evaluation.

Lukic and colleagues developed an empirical model for LFI with subsequent 
extensions and refinements, which emphasises the social and organisational enablers 
for effective learning rather than the specific steps in the LFI process (Lukic et al., 
2012; Lukic et al., 2010). This highlights the fact that learning is a social process 
and that effort and resource should be dedicated not only to improving the quantity 
and the quality of the data, but also the social infrastructure for effective learning.

Several papers in the special issue (see above) provide evidence that organisa-
tions across different sectors still seem to struggle with getting good LFI processes 
off the ground (Littlejohn et al., 2017; Margaryan et al., 2017; Rollenhagen et al., 
2017). Organisations are often reasonably good at collecting, analysing and dis-
seminating a lot of incident data, but then fail to link this to meaningful learning and 
changes to practice. In their analysis, Margaryan et al. (Margaryan et al., 2017) very 
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usefully observe that LFI tends to rely on insights from safety science and human 
factors, but has so far neglected to tap into the body of knowledge around the wider 
literature on adult workplace learning. LFI processes usually sit within risk manage-
ment and safety departments, with little input from learning and development 
experts. As a result, organisations collect a wealth of incident data, but access to 
data by itself does not guarantee that any learning or changes to practice take place. 
This requires opportunities for collective sensemaking, deeper reflection (“double- 
loop learning” in the terminology of Argyris & Schön (Argyris & Schön, 1996)), 
and proper linking of safety information to professional practice (Stanton 
et al., 2017).

In healthcare, policy makers looked towards other industries for guidance and 
lessons about LFI. The end product was the widespread adoption of Root Cause 
Analysis (RCA) for the investigation of incidents with significant patient harm, and 
the implementation of organisation-wide and national incident reporting systems. In 
the NHS, the National Reporting and Learning System (NRLS) was set up in 2003 
to collect and aggregate incident reporting data at a national level. NRLS has built 
up a repository of millions of incident reports, but there is little evidence that this 
has contributed to any kinds of significant and sustainable improvements in patient 
safety (Carruthers & Phillip, 2006; Vincent et al., 2008).

Numerous studies of LFI in healthcare have investigated the barriers to reporting 
and learning, and there appears to be an emerging consensus that in its current shape 
and form, it is simply not working. As alluded to in the previous section, criticisms 
that have been raised include inadequate feedback to staff who contribute incident 
reports, lack of visible improvements to clinical practice, the development of weak 
improvement interventions focusing largely on staff education and procedure com-
pliance, and the use of LFI as a management rather than improvement approach 
(Westbrook et al., 2015). In addition, LFI can be perceived as contributing to the 
existing blame culture, because there is a temptation to focus on what individuals 
did wrong. The exclusive focus on LFI as a vehicle for organisational learning in 
healthcare also neglects other, more informal learning mechanisms, such as local 
communities of practice (Sujan, 2015). The breadth of these criticisms has prompted 
some to argue that LFI (in its current narrow implementation) is part of the problem 
of the lack of progress on patient safety, rather than part of the solution (Cook, 2013; 
Kellogg et al., 2017).

Arguably, this might be a conclusion that is debatable, and there are some prom-
ising recent attempts to make LFI work better in the NHS. The establishment of an 
independent investigation body, the Healthcare Safety Investigation Branch (HSIB), 
has opened up a new form of organisational learning based on LFI for the NHS 
(Macrae & Vincent, 2014). HSIB receives voluntary significant incident reports 
from organisations, and selects specific ones for further investigation based on 
national priorities and their relevance to the NHS as a whole. In the investigation 
process, HSIB investigators within a multidisciplinary team speak to people at the 
organisation, but also consider similar incidents and speak to stakeholders and 
experts more widely with the aim of moving beyond the specifics of the incident 
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under investigation. So far, this appears to be a very good approach for LFI at a 
national level, but through its set-up as a national body HSIB will most likely have 
limited impact on local processes for organisational learning.

2  Rationale for Learning from Everyday Work

How can adopting a RE perspective help to support organisations with their learning 
processes? A detailed critique of LFI was published in one of the contributions to 
the special issue in Safety Science (Sujan et al., 2017), and in this section only a 
couple of key arguments are summarised. Put simply, the core argument is that LFI 
with its focus on events that have gone wrong learns about the wrong things (or 
gives only a partial and skewed account) and tends to generate a limited set of inter-
ventions that often do not “stick” because they neglect the social and informal 
aspects of the learning process.

The LFI process kicks in when an incident happens. By definition, something has 
gone wrong, and the search for root causes and contributory factors begins. Maybe 
an elderly patient deteriorated at home and came to harm after they had been seen 
by an ambulance crew who had decided the patient would not need to be taken to 
the hospital. Simplifying for argument’s sake, the LFI approach would try to under-
stand what contributed to this adverse event, and then suggest interventions to pre-
vent it from happening again. Maybe the clinical skills of the paramedics were not 
sufficient, and they require additional training. Maybe the paramedics were unsure 
or unaware of the applicable protocols, and so these could be updated and dissemi-
nated to all paramedics. Maybe there could be more training.

What is missing here is an appreciation of how paramedics make these kinds of 
difficult decisions. Frequently, there are other patients in the community who also 
require an ambulance, and paramedics need to make a trade-off whether to take a 
patient to hospital or whether to attend to the next emergency. Hospital emergency 
departments are busy places, and taking patients needlessly contributes to over-
crowding and puts patients at risk. Again, a trade-off is necessary. Are there support-
ing services available in the local community? If so, it might be safer to leave the 
patient at home than to take them to an already busy emergency department. A RE 
approach aims to understand precisely such everyday trade-offs and adaptations. 
The purpose of learning then changes from a search of what went wrong and how it 
might be prevented, to what kinds of trade-offs and adaptations clinicians make and 
how these might be supported. The nature of interventions from a RE perspective 
needs to change from barriers that target specific failure sequences (e.g. protocols 
and training) to broader approaches that enhance the ability to anticipate, to adapt, 
to monitor and to learn (the resilience “cornerstones” or resilience abilities) 
(Hollnagel, 2010). It can be done, for example, by fostering trust and relationships 
as facilitators and enablers of adaptation; or by promoting psychological safety as a 
mechanism for bridging the gap between work-as-imagined and work-as-done.
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A corollary to this shift in focus from incidents to everyday work is that organ-
isational learning in healthcare needs to become more social and democratic. 
Incident reporting systems and root cause analyses are usually owned and overseen 
by risk management departments or patient safety officers, with little ownership by 
frontline healthcare workers. However, in practice, many of the actual improve-
ments take place in less formal settings, such as lunchtime working groups or inter-
departmental teams that have formed temporarily around a common improvement 
objective (Sujan, 2015). In other areas of the literature, the importance of such 
informal communities of practice has been recognised and documented (Wenger & 
Snyder, 2000). Staff also need to have sufficient psychological safety to speak up 
and create learning in dialogue through constructive criticism of ideas and views, 
quite unrelated to serious incidents.

Healthcare organisations have largely failed to embrace such efforts as part of 
their strategies for harnessing learning and improving patient safety. Organisational 
learning in healthcare is still limited by the dichotomy between formal risk manage-
ment efforts aimed at bringing work-as-done in line with work-as-imagined, and 
informal frontline efforts directed at improving everyday clinical work. RE appreci-
ates these latter efforts and aims to embed them within the organisational learning 
strategy.

3  A Resilience Engineering Approach

A specific example of an approach to organisational learning in healthcare based on 
RE thinking is the Proactive Risk Monitoring (PRIMO) approach (Sujan, 2012). 
The key characteristics of PRIMO are summarised in Table 1.

Table 1 Characteristics of the PRIMO approach to organisational learning

Hassle narratives Information about work-as-done (i.e. the tensions and contradictions, 
which staff experience, and the trade-offs and adaptations they make) are 
identified empirically based on the qualitative analysis of narratives 
describing problems in the work environment submitted by staff.

Participation and 
feedback

In order to overcome the known barriers to conventional incident 
reporting, staff participation is encouraged through the submission of 
free-text narratives. Regular feedback to staff is emphasised.

Long-term and 
short-term 
improvements

In order to maintain staff participation and to combat participation fatigue, 
fast and visible improvements (“quick wins”) to the local work 
environment are an important part of the PRIMO strategy that 
complements its longer-term aim of strengthening resilience abilities.

Staff ownership PRIMO recognises that organisational learning is a social and 
participatory process. It emphasises staff ownership of improvement 
interventions.
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4  Hassle Narratives: Capturing Work-as-Done

On the surface, PRIMO is a very simple approach based on eliciting narratives 
about everyday work from frontline staff. In principle, this could be done through 
interviews, where staff are asked to describe their everyday work, or by observing 
practice supported by RE tools such as the Functional Resonance Analysis Method 
(FRAM) (Hollnagel, 2012). These are excellent methods for research as well as for 
specific improvement projects, but they can also be very time-consuming, and might 
not be sustainable as routine practice within an ordinary healthcare setting. An alter-
native way of getting at information about work-as-done is by asking staff to write 
down narratives and stories, which can then be analysed. People will require some 
guidance or a “hook” to get them started. In PRIMO, this hook is the notion of 
hassle. Staff are asked to write about something that caused them problems during 
their work over the past week or that made them think or approach aspects of work 
differently. In some of the hospitals where this approach was adopted, it also became 
known as “hassle reporting”. Learning from hassle is a complement to the manda-
tory investigation of serious adverse events. When something goes wrong, and a 
patient is harmed, there are issues around responsibility, accountability and blame 
that need to be carefully navigated. On the other hand, people experience hassles on 
a daily basis, and they are usually more than happy to share their hassles with people 
who are willing to listen. Importantly, though, analysis of hassle narratives provides 
useful insights into work-as-done. When people report hassles in their narratives, 
they frequently do not simply stop at saying things such as “we were short of 
staff…”. Instead, the narratives typically continue with an account of what happened 
next, “…and then I told other departments to expect delays, and I rearranged work-
flows…”. In this way, elicitation of hassle narratives is an excellent and very simple 
way of gaining deeper insights into the daily tensions and contradictions that people 
face (the hassles), and the trade-offs and adaptations they make. A brief example is 
shown below.

Example of a Hassle Narrative from a Pharmacy Setting:
“The lead technician made me aware that the CT scanner had been down and 
there were 37 patients waiting for an appointment, if the scanner was fixed 
later today, we may see an impact. This would increase the workload on an 
already busy day. I told the lead clinician that I’d chase this up with [the 
Clinical Director] to find out if there was anything we could do to prepare 
for this”.

The hassle narrative provides an example of how a technician and a phar-
macist create shared awareness of a problem to support anticipation of poten-
tial follow-on implications, and how these might be best dealt with. From a 
RE perspective, potential solutions might focus on identifying and strength-
ening ways of supporting the creation of shared awareness and corresponding 
information flows. This contrasts with more traditional interventions that 
might focus on increasing the reliability of the CT scanner.
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5  Participation and Feedback: Overcoming the Barriers

The literature on learning from incidents describes numerous barriers to reporting, 
including lack of feedback, difficult incident reporting forms and systems, and lack 
of time (Benn et  al., 2009; Lawton & Parker, 2002; Macrae, 2015). PRIMO 
addresses these barriers by encouraging staff participation and feedback. PRIMO 
aims to make it as simple as possible to contribute safety information, to give own-
ership over improvements to staff, and to focus on both short-term as well as long- 
term improvements. As opposed to structured incident report forms that force the 
user to adhere to a specific reporting format, hassle narratives can be submitted in 
people’s own styles without the need for a structured form or template. They can be 
submitted in different formats, for example, electronically via a web platform, via 
email, or as a written piece of paper for those who do not have easy access to com-
puters at work. While there is normally a designated PRIMO lead who will collect 
the hassle narratives and have a first look at them for themes (or to de-identify sensi-
tive issues), this lead person is a member of staff within the specific unit or depart-
ment rather than an (more or less) anonymous analyst within the risk management 
department. After the initial analysis, feedback is given to staff in team and depart-
mental meetings, where issues can be discussed further.

6  Long-Term and Short-Term Improvements: Combating 
Participation Fatigue

A major weakness of current incident reporting systems is that they produce little 
actual change (Shojania, 2008). The perceived lack of learning and absence of rel-
evance to the local work environment may have a detrimental impact on the willing-
ness of staff to contribute to incident reporting (Firth-Cozens et al., 2004; Shojania, 
2008). The result is that over time less and less useful information is generated from 
incident reporting systems as staff settle into a pattern of reporting only that which 
they know needs to be reported for bureaucratic and governance reasons. This 
means that the same things get reported over and over again (e.g. patient falls), but 
no new information becomes available, and no learning takes place (Macrae, 2015).

PRIMO addresses this participation fatigue by encouraging staff to focus not 
only on strategic longer-term improvements, but also on “quick wins”, that is, fairly 
simple improvements that can be made within a short period of time. Quite obvi-
ously, quick wins (or low-hanging fruits) are seldomly the answer to complex prob-
lems. This has been well documented in the literature. It has been recognised that 
many of the numerous and well-intentioned local quality improvement projects do 
not result in sustainable improvements, and that they might be ineffective of address-
ing problems at a systems level (Dixon-Woods & Pronovost, 2016; Illingworth, 
2015). Many stubborn issues require understanding of dependencies across depart-
mental boundaries and can be addressed only through collaboration and more 
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fundamental change at the organisational or institutional level. Why, then, the focus 
on the simple improvements, the quick wins? It is in the nature of longer-term 
improvements that they take months or longer to get off the ground. In the mean-
time, staff who contributed safety information typically see no changes within their 
local work environment. This is where the importance of these quick wins in PRIMO 
comes in, because they contribute to generating the momentum and the positive 
culture that is required for putting in place sustainable longer-term improvements. 
Even small local changes, such as having designated spaces for equipment that 
often goes missing, can make significant contributions towards maintaining staff 
engagement while strategic longer-term interventions are designed, implemented 
and evaluated.

7  Staff Ownership: Making Learning a Social Process

Ownership for organisational learning frequently is allocated to a department, for 
example, the risk management or clinical governance department. These depart-
ments collect, analyse and distribute safety information. Accordingly, learning from 
incidents has been described and criticised as focusing narrowly on dissemination 
of safety information without proper consideration of professional practice 
(Margaryan et al., 2017). Several writers have suggested that organisations need to 
reframe learning as a social and participative process that facilitates informal own-
ership of improvements, and collective sensemaking and reflection (Lukic et  al., 
2012; Macrae, 2015; Stanton et al., 2017).

PRIMO aims to support the social infrastructure for learning by fostering staff 
ownership and supporting communities of practice (Wenger & Snyder, 2000). A 
crucial element of PRIMO is that improvement interventions are not imposed from 
outside, but are generated within local meetings, and responsibility and authority 
for leading on specific improvements are given to staff volunteers who are closely 
associated with the particular process or pathway under consideration. In this way, 
learning can occur within the department and is directly linked to clinical practice.

Building communities of practice can be supported in various ways. Frequently, 
communities of practice arise spontaneously around lunchtime working groups of 
enthusiastic individuals working collaboratively on issues of common interest, 
which often cross departmental boundaries. Another approach to support communi-
ties of practice within PRIMO might be the use an electronic platform with social 
media functions to collect and discuss hassle narratives (see Fig.  1 for an ano-
nymised example populated with information from a pharmacy study site).

The PRIMO approach is based on these four principles described above, but it is 
not enshrined further in prescriptive implementation details. This is because every 
department is different and will have different preferences and requirements. 
PRIMO can be adopted in different ways as long as the main principles are 
maintained.
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8  Case Studies

PRIMO Evaluation Study The PRIMO approach was developed in collaboration 
with one hospital as part of the Safer Clinical Systems programme (funded by the 
Health Foundation, a UK charity). Following the successful pilot study, the approach 
was then rolled out within 10 hospitals, two of which were selected for in-depth 
study and evaluation of the approach. The hospitals were provided with an introduc-
tion to the approach during a workshop. The two evaluation sites were visited on a 

Fig. 1 Web interface for PRIMO
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monthly basis over the course of the 18-months study. During these meetings, the 
researcher acted as a critical friend and advisor, but project teams were free to 
implement and use the approach in a way that seemed most applicable and fruitful 
in their environment. The reason for taking this approach was twofold. On the one 
hand, it was recognised that learning from hassle would need to be tailored to the 
specific setting. On the other hand, it seemed prudent to test whether such an 
approach could function without close supervision by an external expert, that is, 
whether non-specialists could own and run the approach.

Study Sites The two evaluation study sites were English NHS hospitals. PRIMO 
was implemented in the Radiology department of the first hospital (site A), and in 
the Surgical Emergency Admissions Unit (SEAU) at the second hospital (site B). 
The two departments were chosen to reflect different characteristics: on the one 
hand a highly structured diagnostic services environment, and on the other hand a 
busy and dynamic ward environment that provides emergency services also during 
the night-time.

The radiology department at site A consists of the main X-ray department and a 
number of specialist modalities such as CT (computed tomography), MRI (mag-
netic resonance imaging) and nuclear medicine. The whole department employs 
approximately 90 staff. Some of these are employed part time. The roles within the 
department range from clerical, radiographic assistant, assistant practitioners, 
radiographers, specialist radiographers, advanced practitioners and consultants.

For the purpose of the study, the focus was on the main X-ray department, rather 
than the specialist modalities. Within the main X-ray department, there are four 
general rooms with a fast throughput of patients ranging from fully mobile to immo-
bile, seriously ill patients. Referrals come from a wide range of areas, including 
A&E, GPs, outpatient clinics and hospital wards. There are also two specialist 
rooms where interventional procedures are performed. Throughout a typical work-
ing day, approximately 350 examinations are performed.

The SEAU at site B is part of the Emergency Assessment Unit (EAU), which 
houses also medical emergency assessment services. There are 24 beds available on 
EAU. EAU has a large team of medical, surgical, nursing, clerical and housekeeping 
staff. Referrals come from a wide range of areas, including ED, GPs, and outpatient 
clinics. There are between 600–800 admissions to SEAU per month. Doctors work-
ing in SEAU are not based on the ward, but are there on a rotational basis during 
their on-call period.

Data Collection and Analysis Data were collected from the individuals closely 
involved at each site, and from interviews with a wider range of staff. During the 
study, the implementation lead at each site kept an implementation diary. After the 
implementation period, in-depth interviews were conducted with members of the 
implementation teams (see Table 2). The implementation diaries and the interviews 
were analysed qualitatively through Thematic Analysis to identify what was done, 
any barriers and obstacles encountered, and successes achieved.
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Semi-structured interviews with staff prior to the implementation of PRIMO and 
after the implementation period were undertaken to describe their safety-related 
attitudes and behaviours, and to determine any changes over the study period (see 
Table 3 and Table 4).

Table 2 Interview participants from the implementation teams

Study site Role Participant ID

A Head of Radiology A/IL-01
A Radiographer (Implementation Lead) A/IL-02
B Surgical Trainee (Implementation Lead) B/IL-01
B Research Nurse B/IL-02
B Staff Nurse (PRIMO champion) B/IL-03
B Junior Doctor B/IL-04

Table 3 Interview participants by phase and role (site A)

Pre-intervention Post-intervention
ID Role ID Role

A01 Radiology Assistant A10 Radiographer
A02 Radiographer A11 Senior Radiographer
A03 Assistant Practitioner A12 Assistant Practitioner
A04 Radiographer A13 Radiographer
A05 Assistant Practitioner A14 Radiographer
A06 Radiographer A15 Radiographer
A07 Radiology Assistant A16 Assistant Practitioner
A08 Medical Secretary A17 Radiographer
A09 Radiographer

Table 4 Interview participants by phase and role (site B)

Pre-intervention Post-intervention
ID Role ID Role

B01 Ward Sister B11 Healthcare Assistant
B02 Matron B12 Staff Nurse
B03 Acute Care Practitioner B13 Healthcare Assistant
B04 Clinical Educator B14 Staff Nurse
B05 Foundation Year 1 Doctor B15 Foundation Year 1 Doctor
B06 Foundation Year 2 Doctor B16 Foundation Year 2 Doctor
B07 Foundation Year 2 Doctor B17 Ward Sister
B08 Foundation Year 1 Doctor B18 Staff Nurse
B09 Staff Nurse
B10 Healthcare Assistant
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9  Learning: Practical and Social

Both study sites identified and implemented a range of improvement interventions. 
Many of these interventions addressed the reported hassles directly. For example, in 
response to missing and misplaced equipment in X-ray investigation rooms, an 
intervention based on lean thinking was developed to improve housekeeping. 
Similarly, on the surgical emergency admissions unit, drip stands went frequently 
missing as colleagues from other wards borrowed these and never returned them. A 
colour-coding scheme was devised to allow easy identification of drip stands that 
belong to the admissions unit. Arguably, such improvement interventions are not 
ground-breaking nor specific to RE. However, they empower people to contribute to 
improvements in their work environment, and they provide visible feedback that 
staff ideas and concerns are taken seriously.

The more profound impact of PRIMO was on the frequently neglected social and 
informal aspects of learning. The PRIMO approach to understanding and learning 
from work-as-done provided a vehicle to staff to discuss, share ideas and – impor-
tantly – engage with colleagues across departmental boundaries. For example, one 
of the main strategic improvement activities in the radiology site was around 
addressing the communication with theatres requesting radiographers to support 
ongoing surgery with mobile imaging equipment. This communication is time- 
critical and was felt to be difficult. Requests for radiographers often come in at short 
notice and are frequently not coordinated as they can originate from different speci-
alities. As a result, the main radiology department might be left without appropriate 
cover and without appropriate supervision arrangements for junior members of 
staff. There might also be delays in performing the imaging in the theatre because 
there is only a limited number of mobile machines available, and this can cause 
delays in surgery and affect patient outcomes. Communication across departmental 
boundaries in a hospital is never an easy matter to address due to differing priorities 
and unclear allocation of responsibility. However, with the evidence generated from 
the analysis, the radiology team felt well prepared to initiate a dialogue with the 
theatre manager to raise awareness of this issue. Subsequently, an electronic book-
ing diary and a standard operating procedure for booking the mobile imaging equip-
ment were developed. This was supported by an interdepartmental working group – a 
community of practice – which was established specifically for this purpose.

10  Conclusion

There is broad agreement that organisational learning in healthcare is a key mecha-
nism for improving patient safety, but at the same time frustrations with existing 
approaches based predominantly on learning from incidents are running high, 
fuelled by lack of progress and staff disengagement with learning processes. This 
chapter argued that current LFI processes in healthcare focus their learning on the 
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wrong things (i.e. things that go wrong), and that they neglect the social dimensions 
of learning.

The chapter described an approach to learning based on RE principles that 
focuses on everyday work, and some of the learning that was generated as a result 
of running this approach in study hospitals was presented. Looking only at the prac-
tical and more tangible improvements, such as improved housekeeping, colour cod-
ing of equipment, an electronic booking diary, and a standard operating procedure, 
one might ask how this moves beyond existing approaches. This is a valid question, 
but there is a danger that one approaches learning based on RE with the same expec-
tations and measures as one would use to assess LFI. In LFI as applied in healthcare 
settings, the development and implementation of such practical improvements (or 
safety barriers) are, in many cases, the only purpose. Within RE, the focus is on 
resilience abilities, and the impact on the social dimension of learning is, arguably, 
more important than the specific improvement interventions. Hence, we need to 
consider whether and how an organisation’s abilities to anticipate, to adapt, to moni-
tor and to learn have been affected. In this chapter, it was argued and attempted to 
demonstrate that the proposed RE approach to learning from everyday work has 
stimulated staff participation in the learning process, has created ownership for 
learning among staff, and has furthered the formation of communities of practice 
that are able to build relationships and dialogue to improve patient safety.
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Event reporting systems are widely prevalent across healthcare organizations and 
are used as tools to learn about a variety of negative outcomes and near misses. As 
such, they are artifacts of the traditional approach to safety, to learn from how things 
go wrong based on specific episodes or incidents. These systems typically involve 
self-reporting by staff involved in the incident, in compliance with policies and 
guidelines on reportable events. Generally, however, the effectiveness of such tools 
in improving safety has been limited. One of the primary reasons is that this 
approach to organizational learning primarily focuses on errors, near misses, and 
adverse events, all of which represent things that go wrong. Among the workforce, 
this can result in fear of blame, reprimand, and associated social and socio-legal 
consequences (Anderson et al., 2013; Ashcroft et al., 2006; Sujan, 2015; Waring, 
2005). From a learning perspective, retrospective analysis of negative occurrences 
or outcomes is fraught with hindsight bias, where the adverse or potentially adverse 
consequence leads to a tendency of the analyst to undervalue the contextual factors 
that influenced or necessitated the course of actions taken prior to the event (Cook 
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et al., 1998; Wears & Cook, 2004). As a corollary, there is an underappreciation of 
the contextual factors that influence adaptive responses. As a result, there is a wid-
ening gap between work as done in actual operational contexts and work as imag-
ined by policy makers and system designers (Hollnagel, 2015, 2016).

In contrast, the resilience engineering (RE) approach is to learn from how things 
go well in everyday work. This is based on the premise that things go right and 
wrong for, essentially, the same reasons, that is, variability in performance within a 
variable environment. However, there is a lack of formal mechanisms and tools to 
operationalize such learning in organizations. Much of the current empirical litera-
ture on resilience has involved research investigators observing, interviewing, or 
surveying domain stakeholders. These efforts have largely been in the context of 
research for academic purposes. There are few, if any, examples of concerted efforts 
by organizations to implement frameworks for proactive learning about everyday 
work with the lens of resilience engineering. This chapter focuses on the develop-
ment and efforts to implement a self-reporting tool for frontline caregivers at hospi-
tals – the Resilience Engineering Tool to Improve Patient Safety (RETIPS). RETIPS 
is designed to enable caregivers to share narratives of adaptive performance in their 
everyday work. In contrast to traditional incident reporting systems, a key feature of 
this tool is that it aims to elicit examples of successful adaptive performance in the 
context of specific events as well as ‘normal’ routine functioning when there are no 
‘events’. This marks a shift toward proactively learning about normal work as it 
happens, including how and why performance in daily routines varies, and why it 
usually succeeds (when there is no event). The chapter will provide a summary of 
the development, initial implementation and results. The chapter will also dwell on 
the authors’ experience in their attempt to implement it at a large multispecialty 
hospital.

1  Developing the Original RETIPS

The project had its origins in an interview-based knowledge elicitation technique 
designed to learn about how things go well in everyday clinical work. The interview 
was semi-structured, based on the format of the Critical Decision Method (CDM) 
by Klein et al. (1989). The questions were adapted to focus on situations with posi-
tive outcomes in terms of patient safety, as well as formal and informal practices, 
routines and adaptive measures employed in everyday work. Questions were also 
derived from Hollnagel’s Resilience Analysis Grid (RAG) and adapted to suit the 
healthcare domain and clinical areas to which participants belonged. An initial 
study developed and conducted interviews of frontline caregivers. Qualitative anal-
ysis findings were used to develop a self-reporting form, RETIPS, which retained 
the essence of the interview protocol in terms of its knowledge elicitation goals. 
However, the structure was adapted to self-reporting, that is, a combination of free 
text and multiple-choice questions. Feedback was sought from experts in human 
factors and safety. Additionally, feedback was sought from domain stakeholders, 
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including clinicians. The feedback at this stage is mostly related to the semantics 
and relevance of the content. There was not much emphasis on making the tool 
pragmatic, such as its length. A detailed description of the original version, includ-
ing its development from the interview results, has previously been published 
(Hegde et al., 2015).

2  Development of RETIPS 2.0

The initial version of RETIPS was reviewed by anesthesiologists at a large multi-
specialty hospital as a potential tool for lesson-sharing in anesthesia. Iterative feed-
back was used to refine the tool, resulting in RETIPS 2.0 – a much more concise 
version of the original, adapted to anesthesia residents. The clinicians acknowl-
edged the conceptual basis of the tool as relevant and were supportive of implemen-
tation on a trial basis. The feedback at this stage mostly focused on the design of the 
tool for practical use in clinical settings. Specific feedback included:

Conciseness: The clinicians, almost unanimously, agreed that the original version of 
RETIPS was too long, which would be a deterrent for potential respondents 
given the highly busy environment in which they work. In order to make the tool 
more practical, the general suggestion was to make the tool as short and concise 
as possible. One clinician provided a specific guideline: “it should take no longer 
than 10 minutes to submit a response”.

Focused narrative: Several clinicians suggested customizing the tool for specific 
clinician groups, such as anesthesia residents, and focusing on specific safety 
and quality issues, such as difficult airway management. This approach would 
drive more focused recall and narrative. The guiding examples, cues, and 
response choices should be tuned accordingly. This strategy would have the 
added benefit of enabling analysis of patterns related to each group and issue 
through multiple reports. On the flipside, it could entail significant time and 
effort to develop separate versions of the tool for the various issues.

Clear purpose: It was important to clearly communicate to the respondent how the 
information provided would be used to enhance patient care. This could be done 
both during dissemination of the tool and in the introduction section of the 
tool itself.

3  Tool Description

RETIPS-AnRes consists of multiple sections, described below in sequence.
Introduction: A short paragraph is included at the beginning of the tool to define 

‘resilience’ in a health care context and the purpose of the tool.
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Case Selection: The respondent is asked to think of examples from their own 
work practice that relate to resilience in terms of preventing patient harm. This 
question field guides the respondent to think of either of two types of examples: a 
specific instance or a generic routine or process.. The examples were chosen so as 
to be relevant to anesthesia workflows and, therefore, more relatable to the 
respondent.

Detailed Narrative: This field is provided for the respondent to describe in detail 
the ‘resilience’ example they considered in the previous section. The following the-
matic cues are provided to guide the respondents with their descriptions: Key 
Challenges and Concerns; Adaptive Responses; Anticipation; Preventive Measures; 
Monitoring Behaviors (checks, reviews etc.); Resource Availability; Policies and 
Standard Practices; Communication; Cooperation; Patient/Family Involvement. 
There is no suggested word limit to the narrative description.

The remaining sections of RETIPS consist of checkbox-type responses intended 
as probes on various aspects (e.g., success factors, challenges, resources) of the 
reported case that are relevant from a resilience perspective. Each response field 
includes a text box to allow respondents to elaborate or describe other factors not 
listed that may have been involved in their example.

What Went Right: This field is designed to highlight the factors that contributed 
to success or the factors that were favorable to the goals inherent in the resilience 
example being related. Response choices include experience and knowledge of co- 
workers; culture and attitudes; standard practice/policy; shared understanding; 
cooperation between co-workers; and leadership.

Challenges and Concerns: This section more specifically probes the issues that 
challenged or threatened patient safety, or impeded successful intervention. The six 
response choices are: patient condition or behavior; communication issues; complex-
ity of the situation; uncertainty or ambiguity; limited resources; and policy issues.

Resources: This section asks the respondent to check off those resources that 
were useful in the situation(s) they previously described: adequate time; technol-
ogy/equipment; co-workers/consults; information; and procedural guidelines.

Area of Practice: The respondents are asked to indicate the specific clinical area 
of practice related to their example, such as surgical, preoperative, and postopera-
tive anesthesia.

4  Implementation of RETIPS 2.0

Pilot Implementation: After multiple revisions, RETIPS-AnRes was administered 
twice in a two-year period to consecutive batches of anesthesia residents in their 
internship year (first postgraduate year, or PGY-1). The residents served as a represen-
tative group of the potential user-population, that is, frontline caregivers. The tool was 
implemented as part of a week-long course on Quality Improvement (QI) for each 
cohort of anesthesia interns. RETIPS-AnRes was welcomed by the residency pro-
gram directors as it could serve as a tool that would allow for self- reflection on 
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challenges and triumphs during the residents’ workday. Such reflection is key for a 
number of professional milestones outlined by the Accreditation Council for Graduate 
Medical Education (ACGME): self-directed lifelong learning (ACGME Anesthesia 
PBLI Milestone 3: Self-directed Learning) as well as System- based Practice Milestone 
3 (Patient Safety & QI), and Professionalism Milestones 3 (Commitment to Institution 
Department and Colleagues) and 4 (Receiving & Giving Feedback). These milestones 
are a way in which the ACGME determines who can practice medicine at a defined 
level of proficiency through a competency-based model (Holmboe et  al., 2016). 
Therefore, RETIPS-AnRes was incorporated into the QI course curriculum as a self-
reporting exercise for the interns. The tool was made available in an electronic format 
through REDCap, a Health Insurance Portability and Accountability Act (HIPAA)-
compliant web-based application used to build and manage online surveys (Harris 
et al., 2009). In order to encourage use of the tool, the department’s residency program 
director offered extra credits for submission of responses. Responses to the tool were 
anonymized. Reports were reviewed by authors, SH and CDJ, for overall response 
patterns and alignment of responses with the purpose of the tool.

Additionally, the tool was also made available to all anesthesia residents at the 
hospital. Dissemination strategies included emails to the residents introducing the 
tool, its purpose and potential impact. The emails were endorsed by the chief resi-
dents as well as the residency program directors. Unfortunately, however, no 
response was received.

In year one, nine reports were received from the six residents, and in year two, 
four reports were received. As the reports were anonymous, it was not possible to 
tell whether all six residents responded in year one or whether any participant sub-
mitted more than one report in year two. Participants briefly described lessons 
learned, and indicated the success factors, challenges, and resources pertinent to 
their examples. Four of the responses were categorized by the participants as ‘spe-
cific’, four as ‘generic’, and one as ‘both’. However, upon further examination of 
the responses given, we found that three of those categorized as ‘generic’ were, in 
fact, specific instances of routine workflows. Some examples of the responses col-
lected are given below:

Exemplar Response 1: “During this robotic assisted case, despite a low probability 
of requiring blood products during this OR case, the anesthesia resident made 
sure to have blood readily available in room in the event that an adverse event 
occurred during which the daVinci robot could not be moved out of the surgical 
field quickly. The rationale was that in case a vital artery (specifically, the pulmo-
nary artery in this lung wedge resection) is injured during the robot assisted 
surgery, blood could be given rapidly using units in the room as a temporalizing 
measure rather than having to wait for blood products to be transferred from 
blood bank while the robot could be moved away from the surgical field.”

• Category: Specific.
• Success Factors: Experience and knowledge of co-workers; standard prac-

tice/policy; cooperation between co-workers; shared understanding; culture 
and attitudes.
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• Comment: “Communicating with the circulating nurse, OR nurse and blood 
bank allowed for blood units to be available for this case, which followed 
from the close conversation the resident had with the anesthesia attending and 
with the surgical team. This allowed us to plan for and foresee potential cata-
strophic outcomes prior to start of the case.”

• Challenges: Communication issues; complexity of situation. Comment: 
“Getting blood products into the OR seems to be a critical but oftentimes 
time- delayed process. Having blood on hand was an important portion of the 
anesthesia plan as detailed above, however despite the best efforts of the OR 
team blood took over 40min to make it into the room.”

• Resources: Adequate time; procedural guidelines.

Exemplar Response 2: “During my overnight calls (especially when I am cross- 
covering patients from other services), I like to touch base with each one of the 
nurses about our patients before doing my own rounds. In this brief meeting, I 
like to address their concerns for the night. I feel that gathering this information 
before seeing the patients helps me to have more effective and productive rounds. 
In this interaction, I also inform the nurse about my plans during the night and I 
make myself available for anything during the night. I feel that this practice 
improves our communication and their trust level in me as the intern on service.”

• Category: Generic.
• Success Factors: Experience and knowledge of co-workers; cooperation 

between co-workers; shared understanding; leadership.
• Challenges: Communication issues; complexity of situation.
• Resources: Adequate time; co-workers/consults; information.

Exemplar Response 3: “On positioning of patient in a prone position, all available 
members in the OR assist in flipping the patient. The anesthesia resident is the 
one in charge of communicating and directing members of the team. I observed 
my senior anesthesia resident clearly giving instructions on how to flip the patient 
and explicitly stated the order to put the monitors back on the patient in order of 
importance. The patient was not flipped until all members of the team were 
ready. Care was taken with all IV lines and with the ET tube. The patient had 
become hypotensive on induction, so care was taken to closely monitor blood 
pressure after patient positioning. Care was also taken to relieve areas of pressure 
points. Arms were placed in the neutral position.”

• Category: Specific.
• Success Factors: Experience and knowledge of co-workers; cooperation 

between co-workers; shared understanding; culture and attitudes; leadership.
• Challenges: Limited resources.
• Comment: “One of the arm boards of the bed didn’t seem to be working and 

thus the patient was not positioned appropriately. This was recognized and 
instructions were given to nursing to help to retrieve another arm board. The 
surgical team assisted with patient positioning and ultimately the patient’s 
arms were placed in a satisfactory position.”
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• Resources: Adequate time; technology/equipment; co-workers/consults.

Exemplar Response 4: “If there are no surgeries booked at a certain time cutoff the 
acute care surgery operating room becomes available for other services so that 
surgeries such as transplants can be performed. This assures prompt attention for 
these patients minimizing ischemic times, etc.”

• Category: Both.
• Success Factors: Experience and knowledge of co-workers; standard practice/

policy; cooperation between co-workers; shared understanding; culture and 
attitudes; leadership.

• Challenges: Uncertainty or ambiguity in the situation; limited resources; pol-
icy issues.

• Resources: Information.

5  Reflections on the Pilot Implementation Experience

Based on the responses submitted to RETIPS 2.0, it seems that the expectations of 
the tool were generally understood by the respondents. This was generally reflected 
in the fact that the responses ranged from specific incidents or episodes to generic 
routines free of any episodic context. However, all responses illustrated elements of 
variability in the environment and performance. Participants were able to explicitly 
articulate elements of variability in their everyday work in a variety of contexts. 
Therefore, the tool seems to be effective in terms of its knowledge elicitation objec-
tive. That said, given the limited number of responses, their usefulness in informing 
the identification of any systemic patterns of adaptation cannot be verified yet. 
Aggregating a sufficient number of examples of variability in a specific area could 
allow for such patterns to be identified.

However, the larger challenge that became evident from the exercise related to 
the uptake of the tool in operational settings. The healthy response rate  – 13 
reports from 12 participants – from the cohort of residents who were part of the 
quality improvement training can be attributed to the fact that RETIPS was 
included as part of their curriculum with extra credit for submitting reports. There 
was a clear purpose and incentive for fulfilling course goals, within a time-bound 
context. In sharp contrast, there were no responses received from the larger resi-
dent population despite a formal endorsement by faculty who were residency 
directors, and follow up circulars encouraging residents to submit responses. This 
is not surprising given the many competing priorities for their time, including 
clinical duties and fulfilling educational requirements. Another reason may be that 
there was no clear perceived direct and immediate benefit to the respondents. For 
instance, it would not have been apparent to the resident whether submitting the 
reports would help be followed by improvement actions or policy changes in the 
near term, or not.
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6  Development and Towards Implementation 
of RETIPS-Airway Management

In line with the feedback provided by experts and clinical leaders earlier, a third 
version was developed which focused on a specific issue in anesthesia – airway 
management or difficult intubation. The previous version of the tool was adapted by 
replacing examples with those relevant to airway management and modifying ques-
tions and response choices to be more specific to the clinical issue. These modifica-
tions were made by involving anesthesiologists and nurse anesthetists over multiple 
iterations to ensure relevance and coherence of the content.

The original strategy of the authors was to incorporate the RETIPS-Airway man-
agement form into the hospital’s existing event-reporting portal. The portal consists of 
separate forms for various safety issues and clinical areas, such as patient falls and 
blood transfusion. The idea of RETIPS as a way to learn proactively about how things 
go well in everyday work was supported by the Vice President for Health Care Quality 
at the hospital. However, an important question that emerged in terms of implementa-
tion was what resources would be required to administer, maintain and process reports 
once they would be generated, and how would such a project be funded. The authors 
assured the leadership that no additional resources would be necessary if the tool were 
to be incorporated within the existing portal infrastructure, and that reports would 
initially be used primarily for analysis and research purposes. Additionally, a signifi-
cant logistical issue was encountered in that the portal had a set template for forms, 
which could not accommodate the structure and full content of RETIPS. Therefore, as 
a compromise, the authors had to relinquish the idea of including RETIPS-Airway 
Management as a separate form within the portal. Instead, we included two key ques-
tions from RETIPS to the portal’s existing airway-management form meant for 
adverse event or near-miss reporting. The questions focused on expanding beyond the 
specific event to describe how the process usually goes well: (1) “Context beyond this 
incident, what usually goes well?” and (2) “Please use the text box to describe work-
flows, decisions, and factors that enable effective airway management and risk pre-
vention under the usual circumstances.” Technical constraints inherent to the portal’s 
design meant that responses to these questions could not be made mandatory for form 
submission. Only five responses to the questions were received out of 45 reports over 
the span of 9 months, July 2018 to April 2019. None of the responses provided infor-
mation about care under usual circumstances or what usually goes well, but instead 
amplified information about the event being reported.

7  Reflections on the Overall Experience of Applying RETIPS 
in a Hospital: What Went Well and What We Learned

As mentioned earlier, the design of the tool itself was effective in terms of knowl-
edge elicitation about everyday variability in performance, and the key factors that 
contribute to the challenges and successes of performance.
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Buy-in from leadership, engagement with key stakeholders: A strong and sus-
tained intent from the hospital’s clinical and safety leadership is important for driv-
ing a new initiative, more so if it involves a shift in thinking. Therefore, it is 
necessary to communicate, not just the idea of RETIPS, but the approach to learning 
that it represents, to various levels of leadership in the hospital. In our effort to 
implement RETIPS hospital-wide, we met with the Vice President for Health Care 
Quality at the hospital and described the idea of a tool designed to learn proactively 
about ‘normal’ work, rather than just adverse events; they were immediately agree-
able to exploring how the tool could be implemented. This meeting led to further 
discussions with other key stakeholders in the organization, such as the Clinical 
Manager for Perioperative Education, who reports to the Associate Chief Nurse for 
Perioperative Services. The endorsement of high-level administrators and managers 
enabled us to reach out to other key stakeholders, such as technical and administra-
tive staff, whose support was imperative to operationalizing RETIPS. We do not 
have an answer yet to the best possible way to get staff to engage on a wide scale in 
the learning process. However, communicating the ideas demonstrated in the tool to 
stakeholders at multiple levels could be a useful way to start. We have found that the 
idea of RE and learning from how things go well is a simple yet compelling con-
cept. There was no disagreement encountered at the conceptual level. However, this 
does precipitate questions on the ‘how-tos’ regarding operationalizing the concept.

Using Organizational ‘hooks’ to operationalize the tool: Our approach was not 
to propose a replacement to existing reporting and learning systems at the hospital, 
but to influence existing workflows and learning pathways in the organization. To 
this end, we identified existing processes in the hospital and department as organi-
zational ‘hooks’, to ‘latch’ RETIPS onto. Again, communicating to key stakehold-
ers, the purpose of the tool and what we were looking for in terms of implementation, 
was crucial in identifying such hooks. For instance, in order to pilot the tool, we 
spoke to the residency supervisors in the Anesthesia department. In turn, they sug-
gested the quality improvement course as a forum to introduce RETIPS to the resi-
dents through their curriculum. At the hospital level, the existing event reporting 
portal was identified as a platform to introduce questions from RETIPS. Similarly, 
appropriate organizational hooks could be identified for integration of the tool or its 
parts in concert with clinical and administrative groups at departmental and hospi-
tal levels.

Incentive to respondents: In our experience, offering extra course credit for sub-
mitting reports seemed to help generate a relatively high response rate (13 reports 
from a total of 12 residents) within the course participation. In general, however, 
obtaining a healthy response rate for meaningful analysis remains a significant chal-
lenge. When implementing the tool more widely, beyond the ACGME course work, 
it may be useful to offer a suitable incentive to targeted respondents, especially 
initially, in order to drive responses. Promotion by senior leadership or supervisors 
is essential.
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Confidentiality: RETIPS reporting should be confidential in nature so as to pro-
tect the identity of respondents. Confidentiality is important to help respondents feel 
secure about discussing any potentially sensitive aspects of their work, including 
risks and informal workarounds. Confidentiality, rather than anonymity, would also 
enable analysts and investigators to follow up with the respondent to gather addi-
tional details related to their report, and engage them in any subsequent improve-
ment efforts. This might have contributed to responses from residents. We did 
receive more than the minimum number.

Follow-up, analysis, and feedback: A key factor in sustaining engagement of the 
workforce with reporting is communicating the outcome or impact of the reports to 
the respondents. When the analysis and its ensuing decisions are made visible to the 
organization, staff are motivated to continue to report as they see their responses as 
being impactful on their environment. This feedback loop should, therefore, be an 
essential part of the larger organizational learning framework of which RETIPS 
itself would be a part. Furthermore, the exemplar responses submitted through 
RETIPS do not provide all details to understand a work practice or the environment, 
but can be used as triggers for further investigation by safety administrators, senior 
management, hospital analysts, and even clinicians. In addition, these examples 
could be used to seed a survey asking for an expansion of the list of examples to a 
wider audience. This has the virtue of not requiring someone to complete it imme-
diately after cases and may result in richer input since respondents should not be as 
time constrained. While we have not done this in our implementation so far, the 
visibility of information from individual reports back to the professional commu-
nity has been acknowledged as one of the main factors underlying the sustained 
success of the Aviation Safety Reporting System (ASRS) (Cook et al., 1998).

In addition to the above reflections, we offer the following takeaway from our 
experience: In order to successfully implement RETIPS, it was important for us to 
identify networks of people and agencies at various organizational levels, who can 
influence and/or may be influenced by the change. Identifying the network also 
entails understanding the relationships in these networks. In this regard, relevant 
questions to consider include: who works for whom (hierarchical and lateral dynam-
ics), what are their usual responsibilities and scope, how are resources shared, what 
would it require people to do in order for the proposed changes to be implemented, 
and are there perceived benefits? Engaging with various levels of the workforce 
helped us not only understand the system and its networks better, but also to com-
municate our ideas more effectively. Among other benefits, this process of continu-
ous engagement and dialogue enabled the identification of the aforementioned 
organizational hooks, which are key to implementation. This approach follows from 
the core RE principle of learning about normal work to implementing changes that 
blend with the flow of normal work.
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8  RETIPS in the Context of a Larger Organizational 
Learning Framework

RETIPS is designed as an artifact of the ‘new thinking’ towards proactive learning 
in resilient systems. The organizational hooks mentioned earlier are but a few ways 
in which RETIPS was introduced into the hospital’s learning processes. Going for-
ward, RETIPS could be part of a larger organizational learning framework, comple-
menting other information-sharing pathways by emphasizing the focus on learning 
proactively about how things go well in everyday work. Other organizational hooks 
that could be opportunistically leveraged include:

 1. Departmental Morbidity and Mortality (M&M) Conferences: These could be 
used to describe and discuss examples of everyday performance variability, 
including those identified through RETIPS.

 2. Combined Safety Grand Rounds: This is a forum where the entire Perioperative 
community (periop services, surgery, anesthesia, ortho surgery, OB/GYN) come 
together for a lecture or activity on patient safety. Some of these could be devoted 
to clinical resilience, and may be a way to incentivize staff to provide ‘stories of 
resilience’ that would be called out in this forum.

 3. Simulation: Debriefs during simulation exercises could be focused more on what 
went well rather than just areas for improvement in the technical and nontechni-
cal work so that individuals and teams can discuss aspects of their actions and 
workflows which contribute to safe patient care.

 4. Lecture: Numerous opportunities are available, especially at teaching hospitals, 
with residents, staff, and students to introduce them to concepts of resilience and 
how they relate to everyday clinical work, quality of care, and patient safety.

As mentioned in the ‘Reflections’ sections earlier, the leadership would have to 
be involved in facilitating reporting and conversations with RETIPS through the 
existing learning pathways. Appropriate incentives can be identified based on the 
type of staff (e.g., residents, attendings, nurses, technicians), area or clinical spe-
cialty, organizational level, and other factors. The course credit for residents used in 
our pilot implementation is an example. Other incentives can include formal recog-
nitions and awards. Data from various areas of the hospital can be analyzed under a 
common analytic framework with a ‘resilience lens’. Such analysis would involve 
identifying patterns, including adaptations, resource usage, and communication. 
These patterns further inform the recognition of resource needs, process redesign 
requirements, policy changes, etc. for various concept-driven goals, such as reduc-
ing brittleness and improving adaptive capacity.
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9  Conclusion

RETIPS, a previously developed lesson-sharing tool based on Safety-II and 
Resilience Engineering principles was revised and reconfigured, based on feedback 
from clinicians, in terms of relevance and practicality within the hospital setting. 
The revised version of the tool, RETIPS-AnRes, was disseminated on a pilot basis 
to anesthesia interns as part of the curriculum of a one-week course on quality 
improvement. The implementation validated the design in that the responses were 
aligned with the purpose of the tool, which was to learn about how things go well in 
everyday clinical work. Further, the tool was adapted for a specific clinical issue – 
difficult intubation and airway management. Reflecting on the overall experience of 
implementing RETIPS, we summarize key takeaways for operationalizing the tool 
in hospital settings. This work demonstrates the potential for RETIPS as a means for 
proactive organizational learning in healthcare, widening the focus beyond adverse 
events and near misses. The potential for wider and longer-term implementation of 
RETIPS within a larger organizational framework for learning about resilience in 
frontline medical work is also discussed.
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Resilience is defined as “the intrinsic ability of a system to adjust its functioning 
prior to, during, or following changes and disturbances, so that it can sustain 
required operations under both expected and unexpected conditions” (Woods & 
Hollnagel, 2006, p. xxxvi). If there was ever an industry that has demonstrated this 
ability, it is the aviation industry. As has been evident in recent events ranging from 
the 737 MAX debacle to the COVID-19 pandemic, the aviation industry is incred-
ibly sensitive to a broad array of disturbances ranging from those that are aviation- 
specific such as accidents that wreak havoc on consumer perceptions, to economic 
and environmental circumstances that can bring air travel to a screeching halt. The 
industry has continually demonstrated the ability to adjust and sustain operations 
after unexpected events, such as September 11 (Blunk et al., 2006) and the major 
recession in 2008 (Franke & John, 2011). Although less obvious, there is also evi-
dence that aviation has proactively adjusted its functioning prior to disturbances to 
maintain safe and effective operations. The aviation industry has improved both 
reliability and safety in the midst of increasing complexity of the aircraft, economic 
challenges, and aviation systems that are dependent on a range of different organi-
zations to succeed (Høyland & Aase, 2008). It has been proposed that resilience is 
a characteristic of system performance, not the system itself (Hollnagel, 2011), and 
therefore it is fitting to examine the aspects of aviation that enable it to demonstrate 
resilient performance. This chapter presents a discussion of resilient performance in 
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aviation, including what resilient performance looks like in aviation, how it is cur-
rently achieved, and methods to further advance resilient performance in the future.

1  What is Resilient Performance in Aviation?

At the heart of aviation’s ability to demonstrate resilient performance is the per-
formers on which the industry relies most heavily: aircraft pilots. Pilots are consid-
ered the fundamental safety component when aircraft systems do not operate as 
expected, and the assumption is that pilots will be able to anticipate and recover 
after encountering a problem for which the aircraft systems were not designed 
(NTSB, 2019). Prior to the advent of computers and automation, the type of unex-
pected events that pilots encountered were often the result of gaps in our knowledge 
of the physical world, such as the unknown effects of supersonic flow over a wing 
(NASA, 2008) or some aspect of weather such as a microburst event (Caracena 
et al., 1986), or limitations of our ability to perceive and comprehend relevant cues 
from the environment (e.g., the horizon). The increase in automation has fundamen-
tally changed the piloting task. Once a correspondence task, in which pilots experi-
enced cues and determined how they correspond to previous experiences in order to 
gain situational awareness, the piloting task is now a coherence task, in which pilots 
consume information provided by automated systems to gain this understanding 
(Mosier & Fischer, 2010). This has resulted in a change in the type of unexpected 
events for which pilots must anticipate and be prepared to respond. For example, the 
Boeing 737 MAX accidents in which flawed data from an angle of attack sensor led 
the flight control computers to determine that the aircraft was at a dangerously high 
angle, resulted in the aircraft computers responding in a way that was unexpected 
and for which the pilots had not been trained (FAA, 2019). There are, however, 
unexpected events such as these, from which pilots managed to recover. For exam-
ple, in 2012, an EVA Air Airbus A330 experienced an un-commanded pitch down 
due to iced-over angle of attack vanes. The pilot recovered “with only seconds to 
spare” by turning off all three air data reference systems, a procedure that was not 
trained and had never been performed before by anyone (Lambregts, 2013, p. 1368). 
What is it that differentiated the outcome of these events? It was the pilots’ ability 
to leverage their experience and problem-solve, in order to respond to, and recover 
from, an unexpected event.

Hale and Heijer (2006) define resilience as the ability not only to recover from 
an adverse event, but also the ability to anticipate and adjust in order to prevent 
adverse events. With respect to aviation, this hinges on pilots having the knowledge, 
skills, abilities, and resources to anticipate unexpected events such as those dis-
cussed previously, so that they can make an effective decision regarding how to 
prevent and/or respond. These are often events for which they have not received 
training or procedures. It also requires that the systems, and team members avail-
able to support pilots in the larger aviation system, are able to anticipate and respond 
to the changing needs of the pilots. Carroll et al. (2012) propose a model for resilient 
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decision making that is both in-line with Hale and Heijer’s (2006) definition and can 
be adapted to shed light on resilient performance in aviation. Carroll et al. propose 
that resilience, what we refer to herein as resilient performance, consists of two 
components: (a) an initial phase characterized by the need to adapt performance to 
prevent or minimize the impact of the adverse event, and (b) a second phase charac-
terized by recovery from the adverse event. The first phase, in which there is the 
need to adapt, determines the level of performance decrements from which the per-
former must recover in the second phase (See Fig. 1). When individuals are highly 
adaptable and effectively adjust performance, performance decrements are mini-
mized and the performer has less ground to make up in the recovery phase, if any at 
all. When performers successfully anticipate an unexpected event and effectively 
adjust performance, they are able to maintain performance and sustain required 
operations. Carroll et al.’s model is based on the pathway model of human resilience 
and findings that human response to a significantly stressful event can range from 
succumbing to the stressor and performance falling apart, to surviving with degraded 
performance, to fully recovering, or even thriving (Carver, 1998; Bananno & 
Mancini, 2012). This model served as a basis for development of a resilience clas-
sification algorithm to quantify individual resilience to acute stress, and researchers 
were able to identify which trajectory a performer was most likely to follow based 
on baseline physiological and self-report measures (Winslow et al., 2015).

Fig. 1 Model of resilient performance pathways (Adapted from Carroll et al., 2012)
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Although different in many ways, there is similarity in an individual performer’s 
response to an acute stressor and an unexpected event. In both cases, the more 
adaptable an individual is, and the better able the individual is to anticipate, cope, 
and recover, the more likely their performance trajectory is to realign with baseline 
levels of performance and state. This is the goal of a system in Woods and Hollnagel’s 
(2006) definition: “to sustain required operations under both expected and unex-
pected conditions” (p. xxxvi). This model also incorporates a trajectory that aligns 
with a later definition of resilient performance that incorporates adjusting, not only 
to changes and disturbances, but also to opportunities (Hollnagel, 2015). In this 
trajectory, a performer or system capitalizes on an unexpected opportunity to boost 
or advance performance levels.

What influences which trajectory will eventually result? Hollnagel (2011) pro-
poses that there are four key processes that enable resilient performance and they 
include the ability to: (a) monitor information relevant to system performance and 
the surrounding environment, (b) anticipate potential disruptions, demands and 
opportunities, (c) respond to disturbances and opportunities by adjusting perfor-
mance, and (d) learn how future performance should be adjusted based on observa-
tions and experiences. These processes, and the degree to which a performer or 
system is set up to accomplish these processes, will differentiate whether a per-
former can maintain system functioning, recover or thrive, or succumb to the distur-
bance resulting in performance suffering. An example of this model playing out in 
an aviation context can be seen in the previous example of the EVA Airbus A330 
incident. The A330 has fly-by-wire flight controls that feature a system utilizing the 
angle of attack sensors that will automatically prevent an aerodynamic stall by low-
ering the aircraft nose. In this incident, icing led to the angle of attack sensors incor-
rectly indicating a stall and the automatic system continuing to lower the nose 
without improvement. The pilots quickly adapted to the situation, by shutting down 
all three air data reference computers, which forced the computers to change to a 
degraded mode that deactivated the stall prevention system (Kaminski-Morrow, 
2019). This was not a process for which the pilots had a procedure or training. The 
pilots, based on their understanding of the aircraft systems, and the monitoring of 
the system performance and relevant environmental cues (e.g., out the window 
view) successfully determined that the stall indication was false. This allowed them 
to respond to the disturbance by adjusting their performance. The industry, having 
learned from this, added the procedure to required training for the A330.

2  How is Resilient Performance Currently Developed 
in Aviation?

Although it has been a trial by fire, over the last several decades, the aviation indus-
try has built up a hefty safety management system designed to facilitate resilient 
performance. The key to this has been the utilization of data-driven approaches that 
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allow the industry to monitor unexpected events and disturbances, and trends in 
performance that allow the industry to anticipate future disturbances. The industry 
has been able to learn from this data in order to shape pilot training and procedures 
in very effective ways, in order  to prepare pilots to know how to respond to and 
anticipate unexpected events and maintain effective performance.

The aviation industry collects vast amounts of data related to flight performance 
and safety, from a range of sources that are both reactive in nature (e.g., accident 
analyses, safety reporting systems), and proactive in nature (e.g., system data and 
performance monitoring programs; Congress, 1988). The first large-scale attempt to 
capture this data was with the Aviation Safety Reporting System (ASRS), devel-
oped by NASA under the leadership of Charles Billings (Billings et  al., 1976). 
ASRS allows pilots to voluntarily report incidents or safety concerns, while being 
protected against any punitive action associated with the event. The ASRS reports 
are available via a searchable database, which researchers and safety professionals 
can utilize to identify situations in which latent hazards exist and/or near-accidents 
have occurred. Similar internal company-specific flight safety reporting programs, 
such as the Aviation Safety Action Program (ASAP), are also widely utilized within 
aviation to capture additional safety data that can be accessed and utilized in analy-
sis (Cusick et al., 2017). The Federal Aviation Administration’s (FAA) Aircraft and 
Flight Operations Quality Assurance (FOQA) program captures quantitative data 
directly from the aircraft sensors such as airspeeds, altitudes, descent rates, accel-
erations, headings, and flight control positions (FAA, 2007). FOQA allows airlines 
to identify trends and safety events not otherwise reported. Additionally, the Line 
Oriented Safety Audit (LOSA) program involves the use of trained observers who 
ride in the cockpit and record their observations during flights to identify trends in 
how pilots apply procedures on the flight deck and areas in which deviations occur 
(Cusick et al., 2017).

This multifaceted approach to data monitoring provides the aviation industry 
with an enormous amount of rich data about the types of events, expected and unex-
pected, for which performers need to be prepared to anticipate and equipped to 
respond. Information from these databases is extracted and analyzed in a range of 
different ways to identify risks or trends such as pilots extending flaps at too high of 
a speed, risky, or ineffective approaches, or unsafe aircraft-loading policies (Cusick 
et al., 2017; FAA, 2018). Based on these trends, aircraft manufacturers, regulatory 
agencies, and airlines can work to put mitigations in place, such as the redesign of 
systems, policies, procedures, and training, to prepare aviation performers to adjust 
functioning in anticipation of, or in response to, future disturbances (International 
Civil Aviation Organization, 2013). For example, not long after implementing an 
ASAP program, one major U.S. airline discovered a large number of reported alti-
tude deviations due to communication procedures, and after training the pilots on a 
new communication procedure, the problem disappeared (National Business 
Aviation Association, 2019). In another example, a problem in the airport approach 
procedure for the Orlando International Airport was forcing pilots to be too high on 
approach, resulting in unstable approaches and long landings; the crossing altitude 
was changed for part of the arrival alleviating the problem (FAA, 2007). In another 
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example, ASAP reports revealed a risk of a possible runway overrun during takeoff 
at San Francisco International Airport, and a Safety Alert for Operators was issued 
to mitigate the risk, resulting in airlines modifying their training and procedures 
(National Business Aviation Association, 2019).

Monitoring relevant information sources and learning both from unexpected 
events and general performance trends are powerful tools that enable resilient per-
formance. Within the aviation industry, resilient performance has been achieved by 
developing programs and processes that facilitate: (a) the monitoring of relevant 
events and data, (b) the analysis of this data in order to learn from the events and 
data, (c) review of procedures and policies related to events and performance trends 
in order to anticipate future issues, and (d) the adapting of training and safety pro-
grams and policies to prepare performers to respond to future events and states 
(International Air Transport Association, 2013).

3  Advancing Resilient Performance in Aviation

While this data-driven approach has proven successful at facilitating resilient per-
formance in aviation, there is always an opportunity for advancement. The key to 
achieving this is moving beyond the data. There is a need to not only update training 
and procedures to prepare pilots for the unexpected events that can now be antici-
pated due to past experiences. We must develop the ability of our pilots to have the 
foresight and flexibility to adjust performance in the face of a truly unanticipated 
event, for which there is no training, procedures, or any expectation; and to be able 
to anticipate the potential for such an event and adapt to prevent occurrence. We 
need to integrate, into the aviation industry’s safety management approach, training 
and procedures that specifically enable an aviator’s ability to anticipate, adapt, and 
recover from a range of completely unexpected events. Leveraging Woods and 
Hollnagel’s (2006) definition of resilience as a goal, and Carroll et  al.’s (2012) 
model of resilience as a framework, there is an opportunity to reinforce the abilities 
necessary to achieve resilient performance in pilots, and the aviation industry at 
large. Here, we provide a few ways in which such an approach could be implemented.

With respect to the first phase in Carroll et al.’s model in which performers must 
adapt, there is an opportunity to bolster pilots’ ability to utilize inductive reasoning 
by incorporating training that focuses more heavily on problem-solving within ill- 
defined events. Currently, pilot training is primarily focused on procedures – normal 
procedures, emergencies procedures, checklists, and protocols (Rapoport & 
Malmquist, 2019). Procedures are key for ensuring safe and consistent operations 
across a broad range of situations. Thus, pilot training is heavily focused on honing 
pilot performance within the rule-based and skill-based modes of Rasmussen’s 
model of operator performance (Rasmussen, 1983). To achieve this, pilots repeat-
edly practice the application of procedures, or rules, and the performance of psy-
chomotor skills necessary to develop incredibly reliable performance under normal, 
and abnormal but predicable (e.g., emergency), performance conditions. As a result, 
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pilots develop keen skills in detecting, troubleshooting and responding to predict-
able situations. However, resilient performance maintains safe operations not only 
under nominal and standard, off-nominal conditions, but also when something 
totally unpredictable occurs. This situation places the performer in a knowledge- 
based mode of performance which requires a high degree of problem-solving and 
inductive-reasoning skills. Current pilot training does not focus on this ill-defined 
and unbounded performance domain. While some pilots have a natural aptitude and 
seek to develop these skills on their own accord, there is currently not a standard 
training regime aimed at ensuring all pilots are proficient in this performance mode 
(Rapoport & Malmquist, 2019). A key part of this is ensuring pilots have accurate 
mental models of their systems and how situations unfold (Rasmussen, 1983). With 
the complex automation in modern aircraft, pilots often do not possess a compre-
hensive understanding of how these systems work, and therefore have limited abil-
ity to anticipate unexpected events and disturbances. For example, a lack of 
understanding about the various flight control system modes, and how these influ-
ence the relationship between a pilot input and a control surface or throttle move-
ment, were causal in multiple recent aircraft accidents, including Air France 447, 
American Airlines 587, and Asiana Airlines 214 (Rapoport & Malmquist, 2019). In 
order for pilots to know what system and environmental information to monitor, and 
how to anticipate and respond to unexpected system disturbances, it is necessary for 
pilots to have a thorough understanding of how their systems work. Further, pilots 
must also be given the opportunity to practice monitoring, anticipating, responding 
to, and learning from completely unexpected events.

One way to achieve this is to incorporate training scenarios that center around 
low-probability system failures/events, for which there is not a procedure or check-
list. Currently, training focuses on failures with the highest probability of occur-
rence, and emergency/abnormal events such as engine failures that have the highest 
levels of risk associated. Pilots learn the application of checklists and procedures in 
these situations and practice them in the simulator to hone associated skills. Such 
skills are often trained to the point of automaticity, and pilots become quite good at 
operating in this skill-based mode. If a broad range of low probability failures could 
be integrated into the training regime, pilots would be provided an opportunity to 
practice the four abilities that Hollnagel (2011) proposes are necessary for resilient 
performance. Specifically, pilots could be given the opportunity to (a) monitor rel-
evant system data and environmental cues, in order to detect unexpected anomalies 
in this data, (b) anticipate what this could mean for operational functioning, (c) 
respond to unexpected events by utilizing inductive reasoning and problem-solving 
skills to determine how to adjust performance to cope with the failure, and (d) learn 
from these events via a facilitated debrief. These training scenarios could be admin-
istered in a high-fidelity simulator to support the entire problem-solving process, 
including detection of relevant multimodal cues, recognition of what they mean for 
system performance, and the inductive reasoning which must ensue to make sense 
of the current situation and path forward. However, the later stages of recognition 
and problem-solving could be easily practiced in less-expensive, lower fidelity sim-
ulations such as Tactical Decision Games (TDGs).

Resilient Performance in Aviation



92

TDGs are a technique utilized by the military to rapidly and inexpensively expose 
trainees to numerous situations (Crichton et al., 2000). They provide the opportunity 
to make decisions and receive feedback on the course of action chosen, in order to 
build up the experience base from which they can draw during actual performance. 
Such a technique could be leveraged to increase a pilot’s experience base, and to 
provide opportunities to practice inductive reasoning and problem-solving. For 
example, a TDG scenario for pilots might include a verbal description of an en route 
situation, followed by a verbal description and/or graphical representation via a 
handout or PowerPoint slide representing a sudden change in the aircraft state as 
indicated by the flight deck displays, instruments, and other multimodal cues. The 
pilot(s) could be given time to ponder the situation, determine what failure(s) have 
most likely occurred, and select the best course of action. An instructor could then 
facilitate a structured discussion regarding the inductive reasoning process that the 
pilot(s) utilized and provide guidance on honing this process. Such an approach 
could be utilized in a group setting in which pilots are given the opportunity to prob-
lem-solve individually, and then participate in a group discussion. This technique 
could continue with additional scenarios, in which pilots could be given decreasing 
amounts of time to respond, with the goal of increasing the efficiency of the inductive 
reasoning processes they perform. If pilots can be trained to more effectively adapt 
to an unexpected situation or failure, then performance decrements might be mini-
mized, thereby minimizing the recovery required to regain baseline performance.

With respect to bolstering the recovery phase, there is an opportunity to prepare 
pilots to respond more effectively under stress. Pilots must be trained to manage 
their internal systems, in addition to the external system of which they are a part. 
This includes monitoring, recognizing, responding to, and recovering from the neg-
ative psychological, physiological, and performance impacts resulting from unan-
ticipated events. Unanticipated events often cause a stress response within a 
performer and although individual differences exist, research has shown clear pat-
terns regarding the impact that stress has on a performer’s psychological, psycho-
logical, and decision-making response (McNeil & Morgan, 2010). This is seen in 
landmark accidents such as United 173 in which the pilots let the aircraft run out of 
fuel while troubleshooting a landing gear problem (NTSB, 1978). Such attentional 
narrowing is known to result as a response to stress (Staal, 2004), and pilots must be 
trained to anticipate and compensate for these decrements. The military has recog-
nized the need to prepare individuals to perform under stress, and has responded by 
developing targeted stress training. For example, the Infantry Immersion Trainer 
provides warfighters an opportunity to make decisions under highly realistic stress-
ors prior to deployment (Muller et al., 2008). By providing performers the opportu-
nity to experience a realistic stress response, performers can learn to recognize what 
happens to their physiology and decision processes and develop mechanisms for 
coping with these challenges. The aviation industry has not integrated this approach 
into their training regime. Although pilots practice performing under time con-
straints and the moderate stress of a challenging check ride, they do not currently 
have the opportunity to respond to a critical and completely novel situation on the 
flight deck while their heart is pounding and their chest is tight. Many pilots will be 
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required to perform under these conditions at some point in their career. As such, it 
is critical that a pilot is able to effectively maintain operational functioning under 
these conditions.

One way to achieve this is by incorporating training approaches that induce sig-
nificant levels of stress and require pilots to problem-solve and make decisions 
under these circumstances. There are studies which have shown the efficacy of 
stress training techniques in pilot training (McClernon et al., 2011); however, it is 
challenging to induce high levels of stress in a training setting. The use of stress 
induction techniques such as social evaluative stressors has been shown to result in 
significant stress response during simulation training exercises, with participants 
from relevant samples such as the military (Carroll et al., 2014). Specifically, Carroll 
et al. (2014) designed a military analogue to the Trier Social Stress Test, a highly 
validated stress induction technique that incorporates elements of anticipation, pub-
lic speaking, and mental arithmetic (Kirschbaum et al., 1993). These three elements 
were operationalized based on current military training practices, making it feasible 
to integrate into current military training approaches. Such an approach could be 
implemented within pilot training, utilizing some portion of their current simulation 
training curriculum. For example, in the anticipation phase, pilots could be given a 
very limited amount of time to prepare for a flight with much more complex require-
ments than they are accustomed. The pilots could then be asked to brief their plan to 
instructor pilot(s) who will be assessing the plan, and who maintain flat affect, eye 
contact, and put their plan under fire. Pilots could then execute the simulation sce-
narios for which they have planned, encountering unpredictable and novel events 
for which they have no procedure or training. This could be coupled with training 
that provides pilots knowledge of stress impacts and coping strategies that can be 
utilized to mitigate the effects of stress. Such an approach could help train pilots to 
both recognize their stress response and learn to cope with this response in order to 
maintain performance. This could result in pilots being better able to recover, psy-
chologically, physically, and with respect to performance, from system disturbances 
that are experienced as a result of a completely unexpected event or failure.

4  Conclusion

This chapter illustrates the great strides that the aviation industry has taken to develop 
resilient performers. By utilizing data-driven approaches to learn from past events, 
the aviation industry has continually learned from past events and adjusted training 
and procedures to ensure that pilots can adapt to, and recover from, a range of unex-
pected events and disturbances. The aviation industry has the opportunity to further 
advance the resilient performance of pilots by incorporating training approaches 
aimed to bolster a pilot’s ability to problem-solve in the face of completely unex-
pected events, and to cope with the impact that a truly stressful situation has on their 
performance and state. Such approaches provide the opportunity to further advance 
resilient performance in aviation, leading to increased safety in the skies.
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The maritime industry is experiencing a steady evolution towards a concept of fully 
automated ship operation. The implementation and use of automated systems have 
been debated for many decades, and yet substantial issues remain regarding its 
achievements in terms of improved safety and efficiency (Wiener & Curry, 1980). 
The assessment of potential impacts (i.e. risk assessment) emerging from the intro-
duction of automation remains a key challenge. The integration and streamlining of 
operations significantly increase complexity, and the transformations that are intro-
duced tend to produce unforeseen side effects, often with serious safety conse-
quences (Dekker et al., 2011).

The developments towards autonomous shipping have heavily focused on the 
ship side and concept developments for shore centres (e.g. Rolls-Royce Shore 
Control Centre), but less on how shore-based vessel operations may potentially be 
integrated into the current maritime transport system. It will likely require transfor-
mations, which are to have legal, economic, and organizational impacts across the 
industry greatly extending beyond the availability of technology. Suitably address-
ing these challenges requires a predictive and integrated investigation of these 

P. Ferreira (*) 
CENTEC – University of Lisbon, Lisbon, Portugal 

G. Praetorius 
Linnaeus University, University of South-Eastern Norway, Notodden, Norway

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-74689-6_8&domain=pdf
https://doi.org/10.1007/978-3-030-74689-6_8#DOI


98

potential transformations. Particular attention should be devoted to how increased 
operational interdependency may generate new complexity-related aspects and how 
this in turn will affect the system’s ability to resilient operations.

This chapter serves as a basic discussion for how the Functional Resonance 
Analysis Method (FRAM) can be used to explore and design functional set-ups for 
potential complex maritime operational scenarios. It focuses not only on the traffic 
management system, but also considers shore-based control centres (SCC) and 
other services that can be foreseen as requirements for the operation of autonomous 
vessels. We have identified three safety critical scenarios and described them based 
on different focus group activities carried out with subject matter experts. We fur-
ther use the FRAM to highlight where potential future critical coordination aspects 
may emerge amongst different functional requirements and discuss how these may 
impact on the system’s ability to resilient operations. The discussion builds around 
how the pursuit of a FRAM-based analysis of future operational concepts may con-
tribute to enhanced resilience in increasingly dynamic and variable maritime opera-
tional conditions.

1  Maritime Traffic Management and Autonomous Vessels

Currently, navigation in and out of ports is organized as a distributed control system 
(Praetorius et al. 2015, Van Westrenen & Praetorius 2014). Vessels navigate accord-
ing to their individual voyage plan. They may be assisted by a pilot, who is a navi-
gational expert with specific local knowledge to increase safety of navigation, and 
represent the coastal state. Furthermore, coastal states often install so-called Vessel 
Traffic Services (VTS) in port approaches. In shore-based VTS centres, VTS 
Operators (VTSOs) monitor the traffic, assist in navigational matters, and provide 
information to all commercial vessels in a designated area, normally port areas or 
areas that pose navigational difficulties. It is important to note that while VTS is a 
support to maritime traffic, the decisions and responsibility for a vessel’s safe con-
duct remain with the Master on board (IALA, 2016). VTSOs are thus not able to 
steer or direct the traffic from shore.

In the current maritime traffic system, communication from and to the VTS 
serves an important function as it is a source of information about the overall state 
of traffic and potential dangers within the VTS area. The information is public and 
broadcasted on dedicated radio channels that navigational crews can listen to. This 
in turn enables the vessels to adjust and adapt to changes as they occur. However, 
this is anticipated to be affected of changes to the organizational frame of traffic 
management once shore centres for autonomous vessel operations are introduced. 
Shore-control centres (SCC) are likely to represent an additional centralised control 
layer, which may significantly impact on the coordination resources that VTS cur-
rently ensures via its information services.

While the degree of automation in the operation of merchant vessels has steadily 
increased throughout the past 30 years, the maritime domain is now on the verge of 
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a new technical revolution towards autonomous vessels, sometimes labelled ship-
ping 4.0. (Lambou & Masaharu 2017). Recently, the International Maritime 
Organization has defined four levels of autonomy for Maritime Autonomous Surface 
Ships (MASS) (IMO, 2019):

• Ship with automated processes and decision support: Seafarers are on board to 
operate and control shipboard systems and functions. Some operations may be 
automated.

• Remotely controlled ship with seafarers on board: The ship is controlled and 
operated from another location, but seafarers are on board.

• Remotely controlled ship without seafarers on board: The ship is controlled and 
operated from another location. There are no seafarers on board.

• Fully autonomous ship: The operating system of the ship is able to make deci-
sions and determine actions by itself.

However, despite the efforts to define a common terminology, several research-
ers argue that the usage of “autonomy” in the industry is somewhat misleading. 
While automation and autonomy are closely related concepts, the first will not auto-
matically lead to the latter as assumed by many maritime stakeholders. As discussed 
by among other such as Relling et  al. (2018) and Hult, Praetorius & Sandbrerg 
(2019), the current concepts of autonomous vessels represent a system with super-
visory control from shore rather than being an autonomous actor in the traffic system.

As the degree of automation within operations increases, new perspectives are 
needed to explore the complexity of everyday work. Within the maritime domain, 
resilience engineering and its concepts have received an increasing amount of atten-
tion. Previous research has successfully applied the resilience abilities to understand 
everyday adaption and flexibility, as well as several researchers have modelled 
shore services and ship-to-shore operations to understand how safety is promoted 
by the various services and actors within the maritime transport system (Praetorius 
& Hollnagel, 2014; DeVries, 2017). The analysis and discussion in this chapter 
build upon earlier work and use the Functional Resonance Analysis Method to 
explore potential system transformations that may emerge beyond the change of its 
individual components (i.e. ship-board and shore-side automation, communication 
technologies, among others).

2  Defining Scenarios for Future Operations

Three focus group interviews were conducted to design and explore future traffic 
scenarios to capture, on the one hand, relevant aspects of current everyday opera-
tions (Work as Done – WAD), but also identify the transformations that are most 
likely to be introduced in the future, as the industry progresses towards increased 
automation.

The first focus group was used to develop three scenarios. Seven experts from the 
northern European maritime cluster representing different stakeholders in the 
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maritime domain and academia participated in the group interview. The scenarios 
were developed as open-ended as possible to trigger the participants to freely dis-
cuss potential shore-based services, activities of those services, system require-
ments, and competence needs.

 1. Reduced crew scenario

After an 8 h shift, the navigation of the vessel is handed over to a shore- based 
centre. The Master remains on board and can quickly be called to the bridge in case 
of any complications.

 2. Convoy

A convoy of (unmanned) vessels is led and steered by a manned support vessel 
through ship–ship communication. The support vessel offers an opportunity to 
intervene and quickly react in case of any unanticipated events on any of the con-
voy’s vessels. The incentive for this traffic solution was the low cost for manning. 
The convoy is in coastal traffic and several of the vessels are going to leave it in the 
approach to the next port.

 3. Going to port

A vessel approaching one of Europe’s major ports. During the voyage across the 
Atlantic, the vessel has been unmanned and steered from a shore centre. Now she is 
going to port to take on new cargo.

After the scenarios had been defined, two new group interviews were conducted 
to discuss the actual changes to and impacts of future operations. The participants 
were presented with the short description of the scenarios and ask to elaborate on 
two questions; what shore functions/activities are needed for the scenario to be 
realised, and who does what in terms of the identified functions and activities. The 
discussions were captured in terms of notes on a whiteboard to facilitate the discus-
sions among the participants. Follow-up questions were used to explore particularly 
critical interactions between shore-based services and the autonomous traffic.

The experts’ discussions first focused on the overall services, or service func-
tions that would be required for operations in general. Approaching a port, even if 
the vessel is steered from shore during sea voyage, will require a navigator or pilot 
who can take the vessel to the berth. Additionally, a crew is needed for mooring and 
cargo handling operations. Upon arrival at the berth, linesmen and other port ser-
vices, such as port authority and customs will remain a part of the infrastructure to 
ensure the safe and secure handling of the cargo.

It is also likely that a traffic information services, such as VTS today, will remain 
as shore-based function. VTS is the only service directed towards overseeing the 
overall traffic flow, thus efficiency and safety within a port approach. There is still a 
large uncertainty surrounding the coordination and communication functions 
between shore and ship. The participants in the two follow-up focus groups also 
highlighted that an unmanned sea voyage and port approach is likely to require two 
different SCCs, one that is focused on open sea and one centre that is area-specific, 
and which will take over once the vessel is approaching. Some of the local control 
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functions could potentially be taken over by the VTS, if traffic control services 
become centralized in an analogy to Air Traffic Control and the VTS would gain an 
increased mandate beyond what is provided today. However, the participants 
emphasized that this would require the shipping companies to transfer some of their 
autonomy to services representing the coastal state, which may not be desired.

For the navigation support, a local Shore Control Centre (SCC) may be estab-
lished by the shipowner in the port. The SCC will, however, not be manned by pilots 
or VTS operators, nor will it be the responsibility of the maritime administration to 
implement such a centre. Given the interest of shipowners, the centre will be manned 
through the shipping companies to secure the business and trade secrets.

Pilots have an important role for the safety in port approach. In today’s setting, 
they provide three important functions to a vessel: the local language, expert ship 
handling in a specific area assisting manoeuvring, and they are representative of the 
coastal state, that is, an important safety measure to ensure safe operations in the 
approach. While a vessel may be unmanned and operated from shore, it is important 
to consider how to ensure that there is a last safeguard before a vessel can enter the 
port. In the current traffic system, the pilot represents this function as he or she is 
able to see whether a ship and crew are in the condition to enter port. Further, having 
to board a pilot to the vessel, especially if she is unmanned, represents additional 
safety risks. If there is no crew on board, the boarding procedures will have to be 
determined. Further, the legal implications and split of command between navigator 
and pilot need to be clarified. Currently, the pilot is assisting the Master, but does 
not have the legal responsibility and accountability for the vessel’s safe voyage.

3  Modelling Future Maritime Operations

To explore future maritime operation, the functional resonance analysis method 
(FRAM) (Hollnagel, 2012) was used. FRAM is a method to analyse and model 
complex sociotechnical systems, in which functions are distributed over human 
operators, organizations and technology. It provides the means to model future 
operation concepts with a focus on overall system aspects, despite the substantial 
uncertainty that persists relating to the design and operation of individual system 
elements.

The method focuses on the concept of performance variability and ways in which 
systems manage and monitor potential and actual variability. FRAM is based on the 
principle of equivalence of successes and failures, principle of approximate adjust-
ments, principle of emergence, and the principle of functional resonance 
(Hollnagel, 2012).

The modelling focused on the approach to port as one of the most safety critical 
scenarios of maritime operations. The analysis set-up was followed on previous 
exploratory work carried out in relation to automation in the context of air traffic 
management (Ferreira & Cañas, 2019), in which FRAM was used to investigate 
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how foreseeable steps towards automation would impact on overall air traffic con-
trol operations. For the purpose of this exploratory work, basic assumptions were 
derived from the scenario description:

• VTS services are expected to be maintained under formats similar to current 
ones, as multiple types of “conventional” merchant vessels are expected to 
remain in operation within a foreseeable future.

• Interactions between the autonomous vessel approaching port, and, therefore, 
coming into the VTS area, and the VTS itself, will be carried out via the 
SCC. Since no crew is expected to be aboard, all legal and operational responsi-
bility will necessarily be with the Officer of the Watch (OOW) in the shore- 
based centre.

• A pilot and minimum crew requirements are considered needed to navigate in 
and out of ports. Safe navigation in close interaction with a wide variety of ves-
sels was not considered realistic under autonomous, nor remote control modes. 
In the approach to ports (at least major and busiest ports), a pilot and crew will, 
therefore, have to be dispatched and board autonomous vessels.

The maritime operations taken into account range from the approach of an auton-
omous vessels to a VTS area, to the manual takeover of that vessel by crew and pilot 
to be dispatched aboard. The model obtained is shown in Fig. 1. Different shades of 
grey are used to highlight three operational areas:

• VTS functions are represented in dark grey/black.
• SCC functions are represented in medium dark grey. They essentially focus on 

the gathering of information relating to autonomous vessels and about general 
traffic from VTS, and the communication, both to VTS and to autonomous 
vessels.

• Functions in light grey represent the operations carried out on board the vessel, 
once pilot and crew have boarded. These mainly relate to the necessary checks of 
vessel operation and systems, and all the requirements for vessel control 
handover.

The function represented with thinner lines (confirmation of pilot and crew) relates 
to pilot and crew arrangements, prior to the vessel boarding operations. Based on 
the model developed, two fundamental aspects of coordination are further explored:

• Interactions between SCC and VTS
• Interactions with autonomous vessel during pilot and crew boarding

These aspects of coordination were investigated through the insight on func-
tional variability that FRAM enables. The FRAM Model Visualiser (FMV – www.
functionalresonance.com) provides useful insight to investigate the “resonance 
effect” based on the description of the potential variability in the output of func-
tions, with regard to its time (too early, on time, too late, or not at all) and its preci-
sion (precise, acceptable, or imprecise).
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4  Interactions Between SCC and VTS

The SCC communication is the most coupled function (SCC communicates naviga-
tion updates). This is not surprising when, to a great extent, in the scenario in ques-
tion, the SCC is conveying to the autonomous vessel, information sourced through 
VTS services, not only to navigate the autonomous vessel (under remote control 
conditions), but also to assist crew as they board the vessel and make the arrange-
ments for a control handover. As the diversity and number of vessels navigating 
within port areas can be expected to increase, the ability of SCC to generate a suit-
able overview of navigation conditions becomes increasingly limited. Hence, SCC 
would still rely on VTS services to develop overall traffic conditions and accord-
ingly navigate autonomous vessels under their control. SCC is also likely to feed to 
VTS information and navigation data relating to the vessels under its control. This 
would generate the feedback loops between VTS, SCC, and autonomous vessels 
that are illustrated in Fig. 2.

The feedback loops in Fig. 2 also indicate that, to some extent, the VTS would 
need to rely on the SCC to provide the service with updated information on the state 
and status of autonomous vessels within their area. However, similar to current 
maritime regulations and procedures, the SCC is unlikely to be under obligation to 
provide information to the VTS, which means that these loops may not necessarily 
be suitably balanced. For instance, if the workload of the SCC operator becomes 
critical due to some particular traffic conditions, or when operating under some 
degraded mode, the service may withhold information from the VTS. Naturally, the 
VTS’s ability to provide information is mainly grounded on the broader monitoring 
of port traffic (function “VTS monitor traffic”), but communication with traffic is an 
important part of their ability to generate an overview of navigation conditions and 
anticipate potential risks and opportunities in the traffic organization. This is where 
the additional centralised control layer that SCC creates, may become critical, as 
there is no foreseeable framework to ensure the coordination between VTS and SCC 
information needs.

5  Interactions Between the Autonomous Vessel 
and Boarding a Crew

The exchange of information between the SCC and the VTS will have a critical 
impact on how the boarding and handover processes will be carried out. This will 
most likely require a certain amount of systems check, in addition to the planning 
and decision-making related to navigation requirements, for which input from the 
VTS will be fundamental. The formal handover of vessel control between onboard 
crew and SCC is unlikely to be carried out before the crew aboard has completed all 
necessary checks, such as testing equipment and vessel response, accepting or 
adjusting the voyage plan made by the SCC, and has taken certain position required 

P. Ferreira and G. Praetorius



105

F
ig

. 2
 

Fe
ed

ba
ck

 lo
op

s 
ar

ou
nd

 S
C

C
 c

om
m

un
ic

at
io

ns

Assessing the Impacts of Ship Automation Using the Functional Resonance Analysis…



106

for the safe conduct of the vessel. Until that handover takes place, the responsibility 
for safe navigation will stay with the OOW in the SCC, which means that all requests 
from the autonomous vessel to the VTS will have to be transmitted through the 
SCC. SCC operators may be able to anticipate some or most of the information 
needs and ensure that VTS provides it before the crew aboard the vessels communi-
cates its request, or the crew may also request information before it actually becomes 
necessary. However, while the whole control transfer process is ongoing, the vessel 
will keep navigating towards the port under remote control or autonomous mode 
and traffic around the port area will naturally also remain in full operation. This 
means that time pressure may easily become a critical factor and the ability to 
respond to any unanticipated events becomes quite unclear.

Figure 3 shows an instantiation of the FRAM model for what could be the con-
trol handover process, with a particular focus on the exchanges of information that 
are likely to be needed. The numbers in black indicate the sequence of activation of 
the functions that are likely to be directly involved in the handover process. The 
colour codes on the functions illustrate the amplitude of variability in the output of 
that given function. The colour at the top of the function represents an estimation of 
the potential variability in the output of that function with regard to time, whereas 
the colour at the bottom represents an estimation of that variability in terms of the 
precision of the output. Progressively darker red tones are used to indicate increas-
ing amplitude of variability that is actually observed in the output of the function, 
and blue and green colours indicate lower amplitude of variability. Naturally, each 
output may assume many different degrees of variability, but for the purpose of this 
discussion, the instantiation in Figure 8.3 shows what could be considered a “worst 
case scenario”, with particular focus on high amplitude variability in the output of 
the function “control handover”, as this represents the operational goal of the sys-
tem here modelled.

While this is a simplified overview of the process and other interactions are likely 
to be carried out, it illustrates how coordination may become a critical aspect of 
future operations and how the ability to respond to unforeseen circumstances may 
compromise the entire handover process. A more thorough analysis would be 
needed to detail all the potential issues that may arise during boarding and handover. 
Based on data currently available, the following ones were highlighted:

• The crew is delayed due to difficulties in boarding the vessel (i.e. weather or sea 
conditions).

• The systems check report failures that were not previously detected from remote 
control.

• Conditions aboard the vessel do not match what was expected by the crew, and 
adjustments have to be made to planned operations.

• Navigation information is not provided in a timely way, which may lead to the 
need to revise plans for navigating into port or even the voyage plans.

As this instantiation only presents one possible situation, the process may be 
adjustable to changes, and it may not have to be precisely carried out according to 
the sequence that is represented in Fig.  3. As suggested by the numbers, some 
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functions may even be carried out simultaneously. However, this will surely have 
repercussions in terms of the overall uncertainty and complexity that emerges from 
shifting control while the vessel keeps moving towards the port. Hence, the vari-
ability of functions to be carried out by the crew boarding the autonomous vessel 
becomes critical for whole system operation, particularly when other similar pro-
cesses are likely to be ongoing simultaneously, which will increase uncertainty on 
SCC operations. Generating capacity for the crew onboard to adjust to unforeseen 
circumstances without compromising the safety of navigation into port also requires 
that the crew initiates boarding arrangements with much more anticipation that, for 
instance, currently pilots do. This will naturally impose additional resource con-
straints and may often be compromised by sea conditions.

If delayed boarding the vessels and aiming not to compromise port arrival sched-
ule, the crew might attempt to compensate by expediting systems and vessel checks. 
This may in fact enable the control handover to be undertaken in such a way that the 
ship may continue navigating into port according to schedule. However, this means 
that in practice the crew may be operating and deciding based on more substantial 
and diverse assumptions (i.e. everything is OK to proceed with control handover). 
The output of the function “vessel checks” would become significantly delayed and/
or imprecise, and as illustrated in Fig. 3 by the colour codes, the variability of the 
output of most other functions may also be amplified, as to a certain extent, they rely 
on the precision and timing within which the crew boards the vessels and undertakes 
the necessary arrangements for control handover. The main potential impacts are 
shown in Fig. 3 through the waves in the functions.

6  Communication, Coordination, and Complexity

The modelling of anticipated functions in the future maritime transport system 
reveals many crucial aspects, which have up to now not been addressed in the litera-
ture. It also shows the potential complexity of introducing an increased degree of 
automation in vessel operations.

While some of the current service functions will remain largely unchanged, such 
as the role of the VTS overseeing and informing traffic with the goal to facilitate 
fluent, efficient, and safe traffic movements in and out of port, the preconditions are 
changed by the introduction of an additional service, the SCC that is likely to be 
operated by the shipping company/ies. Thus, an increased need to coordinate and 
communicate between SCC, conventional vessels, and VTS is anticipated. As traffic 
dynamics and complexity increase, so will the difficulties for VTS to acquire a suit-
able overview of navigation conditions in and out of port. This can be expected to 
significantly increase the exchanges of information, particularly as new control lay-
ers are added to the system. Communications might develop an iterative nature, as 
the need to confirm, verify and update traffic information becomes increasingly 
frequent and difficult.
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Although not fully explored here, degraded operational modes are likely to raise 
many other related issues. In the case of systems’ failures, particularly under the 
critical scenario of control handover previously explored, operators will have to take 
over the failing automated functions, and interactions between operators and sys-
tems that remain operational will intensify. The operational and safety requirements 
for automation under similar scenarios have been widely addressed in literature 
(Bainbridge 1983, Balfe et al. 2012) but nevertheless remain short of expectations.

The interactions between “conventional” vessels, those with advanced automa-
tion, and autonomous ones, can be expected to generate additional complexity 
issues. The coordination among the traffic participants is strongly reliant on the 
exchange of information. Particularly, for VTS services, there is the need to shift 
from data link (coming from vessels with automated systems) to voice communica-
tion protocols (from “convention” vessels), which is likely to raise complex chal-
lenges and an increased workload for the shore-based operators. Further, one of the 
core problems with shore control identified in the discussion is the aspect of com-
mand. If command is transferred from a shore centre to the ship, which is being 
manned by navigators, crew, and pilot, how is the takeover organized and how is 
accountability and responsibility for safety of navigation assigned. This will require 
new procedures with regard to the physical handover between shore and ship and 
deeper understanding of the roles of different actors.

The high dynamics and complexity aspects outlined are well within the scope of 
resilience engineering thinking (Nemeth & Hollnagel 2014). The highly distributed 
and opportunistic nature that maritime navigation currently retains seems compati-
ble with the key principle of generating adaptive capacities (Woods 2015). However, 
the introduction of different control layers and operational concepts (i.e. centralised 
and automated systems) will inevitably transform the way navigation conflicts are 
currently negotiated between vessels. The growing congestion around major ports 
also erodes the buffering capacities that may have so far facilitated such negotia-
tions. The persistence of collisions and groundings as major safety issues in the 
maritime domain provides evidence towards the stretching of capacity boundaries 
under current operation concepts, particularly around worldwide major ports that 
are already showing capacity problems.

7  Opportunities for Enhanced Resilience in Future 
Traffic Management

Currently, the maritime transport system can be understood as a loosely coupled 
complex system. The traffic largely acts independently, and the VTS oversees traffic 
flows and informs traffic if needed. Despite a limited capability for tactical and 
strategic control (Praetorius & Hollnagel, 2014), the system is rather well-adapted 
to the current operational settings with the ability to adapt and cope with quick con-
textual changes. However, through the anticipated changes with regard to the 
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increased need for coordination and communication, the abilities to respond, moni-
tor, anticipate, and learn will drastically be affected. While some coordination and 
communication requirements may be effectively formalised, namely, through oper-
ational procedures, resilience engineering literature has frequently argued the need 
for such elements in the scope of informal and flexible adjustment of work to local 
conditions. In the face of the foreseeable intensification of maritime traffic, particu-
larly in the proximity of major international ports, these local conditions are likely 
to become increasingly specific and dynamic, which means that the need for infor-
mal coordination and communication also becomes more prominent. The FRAM- 
based approach in this chapter and its further exploration may pave the way towards 
developing an operational (functional) perspective on critical coordination and 
communication needs, as opposed to one purely based on the business-oriented 
needs that tend to focus more on the alignment of responsibilities and the formal 
roles within organizations. The insights developed through the FRAM can thus 
inform the design of future operations in such a way that coping with increased vari-
ability and uncertainty is better supported by flexible exchanges between actors in 
the system.

Responding characterizes a system’s ability to know how to react in a given situ-
ation. This requires timely information about the system state as well as the possi-
bility to act based on it. Within the anticipated system, a novel control layer is 
introduced through the SCC. This means partially the introduction of a centralised 
control feature that may reduce variability and, therefore, increase predictability of 
traffic movement. Thus, it can be argued that the ability to respond to development 
could potentially be enhanced in future operations.

Further, as the need for coordination between VTS, traffic, and SCC increases, 
the ability to monitor and anticipate will gain in importance. New indicators for safe 
operations need to be developed to be able to determine the system’s current and 
potential future states to be able to prepare for and cope with both routine and 
irregular operations in a dynamic operational context. This will partially be possible 
through traditional risk assessments, but will also require to revise potential sets of 
indicators once SCC and autonomous traffic start to operate. It is important to take 
the effects of the increased complexity into concern, as these will impact on what 
indicators can be considered as representative for different system states. Indicators 
for performance, therefore, need to address both the process of traffic management 
in autonomous shipping and its potential outcome(s). It is common to assess mari-
time operations and safety within these by outcome indicators, such as number of 
incidents and accidents, or traffic density in an area. However, to ensure safety in 
operation within autonomous vessel settings will also require to ensure that essen-
tial buffers in terms or resources (time, manpower, technology, procedures) for 
deviations in normal operations and abnormal situations are secured to ensure that 
the traffic system can maintain its functioning and cope with these. Therefore, pro-
cess and outcome indicators are needed. The above FRAM analysis can serve as a 
tool to highlight potential challenges and generate discussions on what issues should 
be taken into consideration, and how they should be approached in view of their 
wider system relations.
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As the need for coordination and communication increases, so do time con-
straints to find appropriate responses for situations that occur on less regular basis. 
Thus, the introduction of SCC and autonomous traffic needs to consider how to 
identify potential safety and security threats early on, that is, how to maintain and 
probably enhance the ability to anticipate. This requires new strategies to forecast 
traffic developments, as well as a clear definition of roles among the actors so that 
uncertainties in responsibilities are reduced as much as possible. Anticipation will 
play a crucial role to ensure that appropriate indicators to monitor current opera-
tions can be developed, maintained, and revised as needed.

This chapter has analysed a system that is still under development. It is, there-
fore, hard to determined how the ability to learn can be addressed. To ensure learn-
ing from positive and negative operational experiences is important, but this requires 
a system to be in place and operational. However, as maritime operations tend to 
show a rather reactive way of learning, we emphasize that future developments need 
to take current everyday work, and challenges therein, into consideration when a 
novel control and organizational structure is developed. Otherwise, there is a risk 
that today’s operational challenges will just be transferred into future operations in 
addition to whatever novel demands may arise.

8  Conclusion

This chapter has explored future maritime operations through the lens of 
FRAM. While most of the research up to now has primarily focused on the ship 
side, this has been an attempt to understand the consequences of change to maritime 
traffic management including shore-side services such as the VTS. The analysis has 
shown that the increased automation primarily affects the system’s capabilities and 
characteristics related to cooperation and communication among ship and shore, 
especially between the anticipated SCC and VTS.

While many stakeholders currently emphasize the potential of autonomous ship-
ping in terms of efficiency and safety, the analysis has shown that more attention 
should be paid to the increased complexity and functional dependencies that arise 
based on the introduction of the SCC. This will affect the amount of information 
available, as well as the ability of services, such as VTS, to be able to monitor, 
respond, and anticipate to developments in the area. Furthermore, through the intro-
duction of the SCC functions, the overall control settings in the maritime transport 
systems are changed from distributed to polycentric control. This will have an effect 
on the resources, that is, time, communication systems or data streams, required to 
uphold fluent, efficient, and safe traffic movements within port approaches. As a 
well-functioning coordination between ship, shore and the VTS is the focal point to 
ensure safe navigation, it is necessary to secure that the resources needed can actu-
ally be deployed in the right time.

Within this chapter, FRAM has enabled the visualization of the complexity 
within the coordination and communication processes between VTS, vessel, and 
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SCC. However, this should only serve as a starting point for further exploration. 
Rationalising around the “four resilience cornerstones” (Hollnagel 2009) in combi-
nation with the FRAM models has provided a useful approach for a discussion on 
future operational and safety-related challenges. For both VTS and SCC functions, 
monitoring and anticipating will become increasingly relevant, as maritime traffic 
around ports becomes more complex and difficult to predict; thus more buffering 
capacity is required to maintain the ability to quickly respond and adapt to changes 
in the operational context. The FRAM model helps to visualise how the introduction 
of centralised control features can help to reduce variability, and therefore increase 
predictability. However, this will also have effects on the system’s ability to quickly 
adapt to situations where operations may deviate from normal procedures. Beyond 
safety compliance needs and the demonstration of independent systems operability, 
the exploratory work presented here shows how the FRAM can provide the basis for 
a prospective analysis of future operation concepts, and support the identification of 
where the challenges of “working across boundaries” may emerge.
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1  Introduction

The capacity to respond to the diversity of situations that may occur is one of the 
critical cornerstones of resilience engineering (Hollnagel, 2011). To be considered 
resilient when facing an abnormal condition, agents have to adjust their behavior to 
prevent unwanted outcomes and continue accomplishing their duties according to 
their model of performance. Depending on the situation’s nature, agents adapt their 
behavior by considering their experience, rules and procedures, leadership, or 
improvisation.

A review of the development of resilience metrics in the railway domain 
(Besinovic, 2020) demonstrates that resilience metrics are developed to support the 
network’s robustness to disturbances and support the optimization of the train 
schedule and reschedule. Ferreira (2011) applied the Resilience Engineering per-
spective to railway planning activities experiments in the Resilience Engineering 
domain. Siegel and Schraagen (2014) propose a so-called resilience state model for 
railway systems adapted from Rasmussen’s (1997) system boundaries and Woods 
and Wreathall's (2008) stress-strain model. De Regt, Siegel, and Schraagen (2016) 
propose metrics to quantify weak resilience signals.

The framework proposed in this chapter focuses on the sociotechnical system’s 
capacity to respond and aims to support its formalization and its assessment by 
identifying essential factors to be preserved and vulnerability factors to be cor-
rected. The first section describes the theoretical background shaping the develop-
ment and the different phases that structure the framework’s application. The 
following sections detail them. Finally, the last part describes a synthesis of the 
results of its implementation.

2  Rationale for the Overall Approach

The framework helps identify and handle gaps and needs related to a system’s abil-
ity to respond to the diversity of situations that may arise in a systematic and struc-
tured manner (Rigaud et al. 2013, 2018). Safety managers can use the framework to 
enhance their understanding of the system’s complexity and structure learning, 
training, and change management activities to improve their operations’ security. 
They can apply it at a different scale (technological system, process, unit, plant).

3  Basis and Sources of the Framework

The Resilience Engineering perspective on safety management structures the frame-
work. Borys, Else, and Leggett (2009) consider Resilience Engineering as the fifth 
age of safety. This period follows a phase of integration (Glendon et al., 2006) of 
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technical, human, managerial, and cultural factors in risk management practices 
(Hale & Hovden, 1998).

Douglas and Wildavsky (1983) consider that no one can know and predict all the 
potential risks and associated consequences. Risks are selected using rational and 
irrational criteria. However, even within the scientific community, there is rarely a 
consensus regarding potential risks and accompanying problems. The Resilience 
Engineering perspective aims to endow systems with the requisite imagination to 
respond and overcome the diversity of situations that can occur (Adamski & 
Westrum, 2003, Woods & Hollnagel, 2006). The aim is to change the main focus of 
safety management from the prevention of risks to the development of workers’ 
adaptive capacity to be in control despite the variability and the complexity of situ-
ations and the lack of time, knowledge, competence, or resources (Hollnagel & 
Woods, 2006). The target is the development of the resilience of systems. Resilience 
refers to the “intrinsic ability of a system to adjust its functioning before, during, or 
following changes and disturbances, so that it can sustain required operations under 
both expected and unexpected situations” (Hollnagel, 2011). It also refers to the 
“ability to recognize and adapt to handle unanticipated perturbations that call into 
question the model of competence, and demand a shift of processes, strategies, and 
coordination” (Woods, 2006).

The capacity to respond to regular and irregular variability, disturbances, and 
opportunities either by adjusting the way things are done or activating readymade 
responses is one of the four essential capacities that structure the conceptualization 
of system resilience (Hollnagel, 2011). The three others are the capacity to monitor 
changes, the capacity to anticipate developments, threats, and opportunities, and the 
ability to learn the right lessons from the right experience.

4  Theoretical Background

The framework’s theoretical background is composed of seven situations aiming at 
describing the diversity of conditions that can occur within the system for support-
ing data collection and of two performance indicators aiming at supporting the 
assessment of the system performance.

5  Situations of Resilience

Assessing the capacity to respond following the Resilience Engineering perspective 
on safety management requires considering different situations and associated 
adaptive behavior. Five variables structure the definition of these situations:

• The type of adverse situations. Firstly, the adverse situation classification consid-
ers if the system finds them normal or abnormal, and secondly, their predictability. 
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Thus, the typology considers four types: normal situation, regular abnormal situa-
tion, abnormal irregular situation, and exceptional/unexampled situation.

• Adaptive processes. The functions considered for describing the adaptive pro-
cesses aiming at responding to the different situations are: 1) event detection, 2) 
situation recognition, 3) decision to act, 4) definition of the behavior, 5) mobili-
zation of resources, 6) act.

• Existence of good practices and/or procedures. For each adaptive process identi-
fied, the existence of good practices and/or procedures is considered.

• Context of action. The context of action is related to the difference between com-
petence, knowledge, resources, and time required to perform adequately adap-
tive processes identified and the competence, knowledge, resources, and time 
available.

• Performance model. The criteria used for assessing the system performance are 
quality, reliability, safety, security, sustainability, etc.

The variables induce seven situations of resilience to consider when collecting 
data and assessing the capacity to respond:

 1. The situation is normal, considered by procedure or good practices, and the con-
text (time, knowledge, competencies, and information) necessary to respond is 
available. Agents can recognize the situation, define their future behavior by 
using their experience or by adapting a known and regularly applied procedure, 
and apply it in conformity with all the dimensions of performance of the activity.

 2. The situation is normal, considered by procedure or good practices. However, 
the context (time, knowledge, competencies, information) necessary to respond 
is not available. Agents can recognize the situation, define their future behavior 
by using their experience or adapting a known and regularly applied procedure 
and apply it with creativity to conform with all dimensions of the activity’s per-
formance despite the lack of one kind of resource.

 3. The situation is normal and not considered by procedure or good practices. 
Agents can recognize the situation and that neither procedure nor good practices 
support them to define the behavior to adopt, they are creative to define their 
future behavior and apply it in conformity with all dimensions of performance of 
the activity.

 4. The situation is abnormal (perturbation, crisis), considered by procedure or good 
practices, and the context (time, knowledge, competencies, and information) 
necessary to respond is available. Agents can recognize the situation and the 
necessity to adopt a non-routine behavior; they define their future behavior by 
using their experience or by adapting a known procedure or find one in a guide-
line, they apply it in conformity with all the dimensions of performance of the 
activity in contributing to the continuity of the activity of the system.

 5. The situation is abnormal, considered by procedure or good practices, but the 
context (time, knowledge, competencies, information) necessary to respond is 
not available. Agents can recognize the situation and the necessity to adopt a 
non-routine behavior; they define their future behavior by using their experience 
or by adapting a known procedure or find one in a guideline, and apply it with 
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creativity in order to conform with all dimension of performance of the activity 
despite the lack of one kind of resources.

 6. The situation is abnormal and not considered by procedure or good practices. 
Agents can recognize the situation and the necessity to adopt a non-routine 
behavior. Neither procedure nor good practices support them to define the behav-
ior to adopt. They are creative in defining their future behavior and apply it in 
conformity with all dimensions of the activity’s performance.

 7. The situation is unexampled. Agents are creative to respond and to contribute to 
the continuity of activity of the system.

6  Performance Indicators

The seven situations will support data collection and system description. Two per-
formance indicators support the evaluation of the system’s capacity to respond.

The first indicator is related to the capacity of operational agents to adjust their 
procedural or methodological framework or be creative to carry out their regular 
activity despite the variability of their environment while respecting the temporal, 
economic, and activity-specific performance criteria. Four rules structure the 
indicator:

 1. Agents know their work and associated performance criteria.
 2. They have the skills or know the procedures to follow and have the resources, 

time, and information to follow the different performance criteria.
 3. If they lack skills, resources, time, or information, they can be creative in carry-

ing out their work according to performance criteria.
 4. If the situation changes and the procedural framework is no longer applicable, 

they can be creative enough to carry out their work following performance crite-
ria and have the necessary maneuver margins.

The second indicator is related to the capacity of operational agents to adjust 
their normative or methodological framework or to be creative in order to face and 
overcome the occurrence of an urgent or unexpected situation, anticipated or not 
while respecting the temporal, economic, and activity-specific performance criteria.

The four rules associated with the indicator are:

 1. Agents are aware of the abnormal situations, the behavior to adopt when they 
occur, or what document to consult.

 2. They have the skills, resources, time, and information to respond to the situation 
following the different performance dimensions.

 3. If they lack skills, resources, time, or information, they can be creative in 
responding to the situation following the different performance dimensions.

 4. If the situation changes and the procedural framework is no longer applicable, or 
there is no procedural framework, they can be creative in responding to the 
situation.
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This conceptual background supports the application of the framework. The fol-
lowing section describes the different phases to follow for conducting the assessment.

7  Key Elements of the Framework

The framework’s application consists of conducting workshops, individual inter-
views, focus groups, and observations for collecting, analyzing, and presenting data 
related to the performance of resilience, factors to be preserved and corrected, and 
action plans for developing resilience. The framework is a modular system of differ-
ent elements (Module 1–4). The complete process model is only needed in case of 
the first implementation in the organization. The framework consists of four 
modules:

 1. Definition of the context of the study. The first step involves clearly defining the 
goal and scope of the study. The team organized workshops for describing the 
system studied, the diversity of events it has to respond to, and its capacity to 
respond. An assessment methodology and associated supportive material (diag-
nostic schedule, interviews and observation guidelines, assessment grid) are 
derivates from this context.

 2. Data collection. The second step aims at collecting data related to the system’s 
capacity to respond. The team conducts individual and collective interviews and 
observations for collecting qualitative and quantitative data about the system 
structure and dynamic in regular times and when disturbances occur by consider-
ing the different actors of the system (operational, managers, and directors).

 3. Diagnosis. The third step consists of analyzing data collected to provide a resil-
ience score and a list of factors to be preserved and corrected.

 4. Definition of an action plan. The fourth step consists of providing a set of actions 
to develop resilience by correcting negative factors and highlighting and preserv-
ing positive factors.

8  Roles and Responsibilities

A set of essential roles supports the distribution of responsibilities when applying 
the method, considering that one person can assume different roles.

• The “evaluation owner” is the person who is mainly responsible for the system 
to be assessed. This critical role encompasses the following responsibilities: 
defining the goal and scope of the evaluation process, supporting the assessment 
team in providing access to the agents of the system, and to document resources 
needed by the assessment (room, material, etc.).
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• The “evaluation coordinator” is the person who is mainly responsible for the 
evaluation process. The evaluation coordinator should cover the following 
responsibilities: defining the target, the scope, and the objective of the evaluation 
process with the “evaluation owner,” planning the different steps of the assess-
ment, monitoring the realization of the different steps, managing issues when 
performing the different steps.

• The “stakeholder coordinator” is the person who is mainly responsible for the 
coordination with the various agents involved in the assessment. The stakeholder 
coordinator should cover the following responsibilities: identifying the agents, 
invite the agents to workshops, provide feedbacks of the assessment to the agents.

• The “technical coordinator” is the person who is mainly responsible for the real-
ization of the assessment task. The evaluation coordinator should cover the fol-
lowing responsibilities: organizing and animating workshops, writing 
deliverables.

The following sections describe the rationale of the four modules. They describe 
the objective of the phase and practical information to conduct associated workshops.

8.1  Data Sought and Reason(S) for Choosing

The first step aims at defining the context of the assessment process. It involves: (1) 
defining the goal and scope of the study, (2) describing the resilience of the system 
assessed, (3) organizing the assessment. The team in charge of the assessment orga-
nizes workshops for achieving these tasks. The following section presents the dif-
ferent workshops.

Defining the goal and scope of the study : The first task to achieve consists in the 
definition of the general context of the assessment process. The “evaluation owner” 
and the “evaluation coordinator” define the goal and the scope of the study (cf. 
Table 1)

Describing the system resilience  : The second task to achieve consists in the 
description of the system to be studied and its associated capacity to respond to 
performance. The “evaluation coordinator” assisted by the “technical coordinator” 
describes the system and defines the capacity to respond to capacity performance by 
considering the context of the study (cf. Table 2).

Organizing the assessment : The third task to achieve consists of the definition of 
the assessment project by planning the assessment, assigning roles and responsibili-
ties, and designing material (cf. Table 3)

After achieving the three steps, all the elements to conduct the data collection 
and the assessment are available.
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8.2  Data Collection

The second step aims at collecting the data required to proceed with the perfor-
mance assessment. It involves: (1) presenting the assessment context, aim and meth-
odology and (2) collecting data.

Present the assessment context, aim and methodology  : The first task to achieve 
consists of explaining to the stakeholder the context, the objective, and the orga-
nization of the assessment (cf. Table 4)

Collect data : The data collection process aims at collecting information required to 
proceed with the performance assessment (cf. Table 5)

Table 1 Goal and scope definition task

Definition of the context of the study
Goal and scope definition
Target
To define the goal 
and the scope of 
the study

Duration
2 * 2 h

People needed
Evaluation owner Evaluation 
coordinator

In a nutshell The evaluation owner nominated the coordinator of the evaluation. They 
together define the system to be studied, the results intended after the 
assessment, and the preliminary calendar.

Methods
Brainstorming, 
discussion

Tools
Methodological guideline

Input
Methodological 
guideline, generic 
indicators

Output
Goal, scope, 
and 
preliminary 
calendar

In depth The application of the framework can cover the whole system or only 
selected parts. The selection of topics addressed by the study will affect 
the process, the working team, the duration of the study, and the 
stakeholders involved.
The evaluation owner launching the study has to nominate a coordinator, 
and together they have to predefine:
▪ The system studied. It can be a process, a plant, a workspace, a task, etc.
▪ The goal. It can be prospective (to test the resilience engineering 
perspective) or specific (benchmarking, challenge a procedure, a process, a 
continuity plan, etc.)
▪ The calendar. Three months is necessary to perform different tasks.
▪ Stakeholders. A preliminary list of agents to involve within the study.
▪ The technical and the stakeholder coordinator identity.

Checklist 1. Evaluation coordinator nominated.
2. System to studied defined.
3. Objective of the assessment defined.
4. Preliminary calendar defined.
5. Preliminary stakeholders list defined.
6. Technical coordinator nominated.
7. Stakeholder coordinator nominated.
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Data analyses The third step consists in analyzing data collected to provide a resil-
ience score and a list of factors to be preserved and to be corrected. It involves 
(1) indicator’s evaluation, (2) formalization of factors of resilience and vulnera-
bility, and, (3) writing of the preliminary report.

Indicator’s evaluation: When the assessment team achieved the data collection 
phase, they proceed to the analysis of data. This process consists of rating two 
indicators with the support of the data collected (Table 6).

Formalization of factors of resilience and vulnerability: Besides, the assessment 
team formalizes two lists of factors. The first list is labelled “resilience factor”; 
the second list is named “vulnerability factor.” (Table 7)

Table 2 System resilience description task

Definition of the context of the study
System resilience description
Target
To describe the system 
and its associated 
capacity to respond to 
performance.

Duration
6 * 2 h

People needed
Evaluation coordinator
Technical coordinator

In a nutshell The evaluation coordinator and the technical coordinator propose a 
sociotechnical description of the system studied and of its capacity 
to respond.

Methods
Brainstorming, system 
modelling

Tools
Methodological guideline
Situation of resilience
Performance indicators

Input
Target, 
goal and 
scope of 
the study

Output
Description of 
the system and 
its
capacity to 
respond

In depth The definition of the system targeted by the study is a critical phase. 
The evaluation and the technical coordinators describe the system by 
considering the relationships between goals, processes, procedures, 
people, building, infrastructure, technology, and culture at the scale 
of the sociotechnical system and the influence of external factors 
such as economic circumstances, regulatory frameworks, and 
stakeholders.
They gather data from appropriate sources, including key actors, 
stakeholders, subject-matter experts, and internal and external 
documents for describing each dimension of the system and their 
interactions.
Then they define the capacity to respond by considering the 
typology of situations of resilience and the performance indicators.
They synthesized the results in a document that will base the data 
collection and assessment processes.

Checklist 1. Description of the system.
2. Description of the capacity to respond.
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8.3  Writing and Validation of the Resulting Report

The third task of this phase consist in writing a preliminary version of an assessment 
report and validating it with stakeholders (Table 8)

8.4  Recommendations and Action Plans

The fourth step consists of providing a set of actions to be performed to develop the 
performance of resilience by correcting negative factors and highlighting and pre-
serving positive factors. It involves (1) hierarchization of the resilience and vulner-
ability factors and (2) actions identification.

Table 3 Organizing the assessment task

Definition of the context of the study
Organizing the assessment
Target
To define the system 
resilience assessment 
project.

Duration
3* 2 h

People needed
Evaluation owner
Evaluation, technical and 
stakeholder coordinators

In a nutshell The team designs the project aiming at assessing the capacity of 
response of the system with planning data collection, assessment and 
results, discussion tasks, and assigning roles and responsibilities.

Methods
Brainstorming, 
process modelling, 
project management

Tools
Methodological guideline, flow diagram

Input
Assessment 
objectives, 
system 
description

Output
Assessment 
project

In depth The third step consists of finalizing the definition of the context of the 
assessment by formalizing the associated project. The team answers the 
following questions:
▪ Which data are needed to assess the performance indicators?
▪ Who will collect the data, when, and how?
▪ How much time and resources are available?
▪ Which material is required to collect data?
The report describing the context of assessment contains a short and 
precise definition of the assessment objective, a description of the 
methodology and all management information to be known with the 
relevant stakeholders of the project (issues and objectives for each actor, 
actor’s description, organization chart, project management, assessment 
planning and tasks, communication plan, meetings, performance 
indicators).

Checklist 1. Data to be collected
2. Data collection methodology
3. Assessment project
4. Roles and responsibilities
5. Data collection and analysis material
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Hierarchization of the resilience and vulnerability factors: The first task of this 
phase consists in ranking resilience and vulnerability factors (Table 9).

Identification of actions: The second task consists in defining short- and long-term 
actions for preserving resilience factors and correcting vulnerability factors 
(Table 10).

Finally, the assessment team provides the final report presenting the system stud-
ied, the methodology followed, the results of the assessment, and the action plan 
defined.

9  Lessons from the Application of the Framework

This section presents the lessons of the application of the framework in the railway 
industry. The evaluation owner was responsible for the station’s train traffic. The 
coordinator was a railway expert in human factors. The stakeholder coordinator was 
the manager of train departure/arrival processes, and the technical coordinator was 
an expert in resilience engineering. This team collaborates to accomplish the four 
phases of the study.

Table 4 Present the assessment context, aim, and methodology task

Data collection
Present the assessment context, aim, and methodology
Target
To explain the 
stakeholder, the 
essential information 
related to the 
assessment

Duration
2 h

People needed
Evaluation, technical and 
stakeholder coordinators

In a nutshell The team initiates the stakeholders to the resilience perspective on safety 
management and to the context and organization of the study

Methods
Presentation

Tools
Methodological guidelines

Input
Assessment 
context

Output
Stakeholders 
informed

In depth The resilience engineering perspective on safety management is a new 
approach. Consequently, the first step of the data collection consists of 
presenting resilience engineering to the stakeholder and the essential 
information about the assessment of the stakeholder.
The presentation describes:
▪ The resilience engineering perspective on safety
▪ Objectives of the assessment
▪ Assessment methodology
▪ Assessment schedule
At the end of the workshop, stakeholders should have understood the 
context of the assessment and their future contributions.

Checklist Stakeholders informed about the assessment
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Definition of the context of the study: The motivation of the study was to experiment 
with a resilience engineering-based assessment to identify the added value 
related to human factor assessment. The system studied was train departure and 
arrival processes. These tasks involve operational agents, first-line managers, and 
safety managers. Schedule, procedures, and time constraints structure the pro-
cess. Injuries may occur, and events happening in the station, and in the network, 
might affect its functioning.

After a set of preliminary interviews, the team adapts the generic performance 
indicators. It produces a questionnaire aiming at collecting qualitative data aiming 
to describe the diversity and the complexity of the capacity to respond to the 
unwanted situation of the train departure and arrival processes.

Data collection: The technical coordinator interviews eight operational agents, six- 
team leaders’ representatives of the different tasks of the departure/arrival pro-
cess, the head of the safety management department, and the head of traffic 
management in the station, with a specific questionnaire. He spends one day 
observing the realization of the different tasks, and, with a human factor expert, 
they assist in a crisis management exercise.

Table 5 Collect data task

Data collection
Collect data
Target
Collect data 
required to assess 
the performance of 
the system

Duration
10*2 h

People needed
Technical and 
stakeholder 
coordinators
Stakeholders

In a nutshell The team collects data required to perform the assessment by observing 
stakeholders accomplishing their task and by conducting interviews.

Methods
Observation, 
interviews

Tools
Methodological guidelines

Input
Assessment 
project

Output
Data 
collected

In depth The data collection process aims at collecting information required to 
proceed with the performance assessment. The team can use different 
methods for data collection: Document analysis, individual or collective 
interviews, questionnaires, or observation.
The technical and stakeholder coordinator conduct:
▪ Observations of the behavior of stakeholders when performing their 
tasks.
▪ Individual and collective interviews about the resilience of the system 
and of the capacity to respond.
▪ If necessary, a focus group can be organized to precise some topics.
At the end of the process, all data required to assess the system is 
collected.

Checklist 1. List of data collection tasks
2. Interviews of operational agents
3. Interviews of managerial agents
4. Interviews of safety managers
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Diagnosis: The first indicator provides insight into operational agents’ adaptive 
capacity and the margin of maneuver provided by the system for overcoming the 
variability of routine situations. Operational agents demonstrate a good knowl-
edge about the complexity of their tasks and find trade-offs between the different 
performance dimensions. They consider beginners’ training and fear  management, 

Table 6 Assess indicators task

Data analyses
Assessment of the capacity to respond
Target
To assess 
performance 
indicators.

Duration
2 * 2 h

People needed
All the team

In a nutshell The team analyzed data collected in order to evaluate the two performance 
indicators associated with the capacity to respond.

Methods
Meeting

Tools
Brainstorming

Input
Data 
collected

Output
Indicators 
assessed

In depth This process consists of rating two indicators with the support of the data 
collected.
The assessment team evaluates each rule by asking, “do the data collected 
allow answering true to the rule?”. If there is a disagreement between the 
members of the team, they formalize the causes of the disagreement. Then, 
they collect a complement of information in order to be able to evaluate the 
rule.

Checklist 1. Two indicators assessed.

Table 7 Formalization of factors of resilience and vulnerability task

Data analyses
Formalization of factors of resilience and vulnerability
Target
To define factors of 
resilience and 
vulnerability

Duration
2 * 2 h

People needed
All the team

In a nutshell The team analyzed data collected in order to identify factors of resilience 
and factors of vulnerability.

Methods
Meeting

Tools
Qualitative analysis
Brainstorming

Input
Data 
collected

Output
Factors of 
resilience and 
vulnerability

In depth The team analyzed data collected and produce two lists of factors:
▪ Resilience factors are properties allowing or promoting the capacity to 
respond. The team defines them in order that the system can sustain them 
when change happens and enhance them if possible.
▪ Vulnerability factors are barriers against an adequate capacity to 
respond. The team formalized them in order to correct them.

Checklist 1. List of resilience factors
2. List of vulnerability factors
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Table 8 Report writing and validation task

Data analyses
Writing and validating the resulting report
Target
To produce a 
preliminary 
report

Duration
6 * 2 h

People needed
All the team
stakeholders

In a nutshell The team writes a preliminary version of the report presenting assessment 
results.

Methods
Workshops

Tools Input
Preliminary 
results

Output
Preliminary 
report

In depth The team produces a preliminary report containing the following information:
▪ Synthesis of the content of the report.
▪ Description of the context of the framework methodology and assessment 
(aims, organization, working team).
▪ Description of the data collection process.
▪ Description of preliminary results of the assessment (indicators, resilience, 
and vulnerability factors).
The team discusses the report during a validation workshop with stakeholders. 
During this workshop, they present and discuss the performance indicators 
values. If stakeholders disagree with some results, the team starts a debate in 
order to understand the issues and considers them in order to refine the results 
or conducts an additional investigation.

Checklist 1. Indicator’s evaluation validation
2. List of resilience factors validation
3. List of vulnerability factors validation

Table 9 Resilience and vulnerability factors task

Recommendations and actions plan
Hierarchization of the resilience and vulnerability factors
Target
To rank vulnerability 
and resilience factors

Duration
2* 2 h

People needed
All the team
stakeholders

In a nutshell Stakeholders rank resilience and vulnerability factors
Methods
Brainstorming

Tools Input
List of resilience and 
vulnerability factors

Output
List of ranked 
resilience and 
vulnerability factors

In depth The team organizes a workshop dedicated to the presentation and the 
ranking of resilience and vulnerability factors.
Stakeholders discuss and establish a hierarchy by answering the 
following questions:
▪ What are the most important resilience factors to be preserved?
▪ What are the most important vulnerability factors to be corrected?

Checklist 1. Ranked list of resilience factors
2. Ranked list of vulnerability factors
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procedures modification, tasks risks perception, and technological failures as 
sources of disturbances. They acknowledge having sufficient temporal margins 
of manoeuvre but have to compensate for human and technical resources’ 
unavailability with increasing communication and coordination. Communication 
is an essential dimension of performance. The agent’s objective is to deliver the 
right message to the right person at the right time. They use informal communi-
cation networks and personal information tools to complete the formal commu-
nication system. Many situations, incidents, delays, and malfunctions require an 
adaptive response. Managers have abilities to compensate for the absence of 
operational agents in performing their tasks. Agents take the initiatives to per-
form tasks. The hierarchy provides temporal margins, even if it creates some 
delays in the finalization of the process. Nevertheless, they require operational 
agents to follow procedures.

The second indicator addresses operational agents’ adaptive capacity and the 
margins of manoeuvre provided by the system for overcoming abnormal situations 
such as incidents or accidents. Agents distinguished four types of abnormal situa-
tions: increased workload, safety incident into the station, crisis managed by the 
station, crisis managed by an authority external of the station. These situations 
induce increased tasks to achieve verbal and physical aggression, stress, unavail-
ability of resources, difficulty or impossibility to apply procedures, or leadership 
and authority constraints. A culture of mutual assistance between agents and the 

Table 10 Action’s identification task

Recommendations and actions plan
Identification of actions
Target
To identify 
actions

Duration
2* 2 h

People needed
All the team
stakeholders

In a nutshell Stakeholders identify short- and long-term actions for preserving resilience 
factors and correcting vulnerability factors

Methods
Brainstorming

Tools Input
List of ranked 
resilience and 
vulnerability factors

Output
Actions 
plan

In depth The team organizes a workshop dedicated to the identification of actions plan 
for preserving resilience factors and correcting vulnerability factors.
The brainstorming aims at identifying actions and ranked them by considering 
four types of actions:
▪ Short term and easy to implement
▪ Short term and complicated to implement
▪ Long term and easy to implement
▪ Long term and complicated to implement
Stakeholders rank actions, and for the one considered as a priority, they 
provide content for supporting their practical realization (objectives, tasks, 
responsibilities, resources, schedule, criteria of success).

Checklist 1. Actions plan for preserving resilience factors
2. Actions plan for correcting vulnerability factors
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“pride of the railwayman” contribute to agents’ efforts for adaptation required to 
overcome disturbances.

Definition of an action plan: The technical coordinator presents the assessment 
results to the agent interviewed and representative of the train arrival/departure 
processes. For the two indicators, vulnerability and resilience factors identified 
were presented, illustrated, and discussed. The five essential resilience and vul-
nerability factors were selected. For each of them, brainstorming was conducted 
to identify short- and long-term changes to prevent vulnerability factors and pre-
serve resilience factors. Solutions emerge; nevertheless, the absence of an avail-
able budget makes their application difficult. One feasible solution identified is 
the integration of the resilience engineering issues within human factors training 
already planned.

10  Conclusion

This chapter presents a methodological framework dedicated to assessing the capac-
ity to respond to the diversity of situations that may affect a sociotechnical system. 
This framework uses traditional qualitative data collection methods and the theo-
retical background of resilience engineering.

The application of the method allows the identification of a set of lessons:

 1. Agents are willing to discuss how they adapt when disturbances happen.
 2. Talking about actions at the limit or outside the procedural context is complex 

with the hierarchy.
 3. Budget optimization policies make difficult the realization of changes aimed at 

resolving vulnerability factors and preserving resilience factors.

The following steps in developing and validating the framework consist of apply-
ing it to another sociotechnical system and adapting it to consider cities’ resilience.
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By now, it is probably clear to most safety scholars that the concept of resilience has 
gained an incredible increase in popularity, with a plethora of different meanings 
attached to it (see Woods, 2015). The concept is used in as disparate fields such as 
engineering, sociology, and psychology (Alexander, 2013; Birkland & Waterman, 
2009; de Bruijne et al., 2010; Pendall et al., 2010), and as pointed out by Boin et al. 
(2010), it almost appears that everyone and everything can, and should, be resilient.

Resilience engineering (RE) has drawn inspiration from several other research 
traditions (see Woods, 2003), and has offered a refreshing perspective in the domain 
of safety. When RE was introduced in 2006, it was rather confidently announced as 
a new “paradigm” in system safety research (Hollnagel & Woods, 2006). By giving 
special consideration not only to why things sometimes go wrong, but also why they 
usually go right (Hollnagel, 2008), RE has contributed to redefining the system 
safety discourse (although its novelty has been debated, see Haavik et al., 2019; 
Hopkins, 2014). In RE, performance variability is seen as a normal and necessary 
part of modern complex systems, and the adaptability and flexibility of human work 
to meet this variability is the driver behind effective and successful performance 
(Hollnagel, 2006). Sometimes, however, this intrinsic variability also leads to fail-
ure. In this way, it is the same mechanism creating both success and failure; they 
simply represent two sides of the same coin (Hollnagel, 2006). Without falling into 
the trap of treating success and failure in a simplified, binary manner, these insights 
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leave us with the conclusion that, in order to understand failure, we must also under-
stand success (Woods & Hollnagel, 2006). In particular, we need to understand the 
way success is created through the continuous processes of adjustment and adapta-
tion of people in the system of interest.

In literature on RE, resilience has been defined as the ability of a system to effec-
tively “adjust its functioning prior to, during, or following changes and disturbances, 
so that it can continue to perform as required after a disruption or a major mishap, 
and in the presence of continuous stresses” (Hollnagel, 2009: p. 117). Significant 
attention in contributions to the field of RE has addressed conceptual ideas and 
expressions about how teams and organisations deal with complexity. Theoretical 
abstractions about the essential hallmarks of resilient systems, such as the abilities 
to anticipate, monitor, respond, and learn, have been postulated (Hollnagel, 2009). 
Moreover, theoretically thrilling concepts have been suggested as an attempt to cap-
ture how teams and organisations exhibit abilities to stretch in the face of surprises 
through, for example, processes of “graceful extensibility” (Woods, 2015). While 
such expressions may be praised in the world of academics, these contributions are 
difficult to translate into useful tools in the practical world. One of our main con-
cerns for the future for RE is, therefore, the need to increase the extent of practical 
implementation of these inspiring conceptual contributions that have been intro-
duced during the last decade. Given the practice-oriented focus of this book, our 
ambition is to share insights and work practices we have tried to increase the chances 
of, and foster more resilient performance in a public sector organisation with the 
goal of advancing RE not only as an academically stimulating “think tank” among 
scholars but also as a practically meaningful guidepost.

1  Background

This chapter draws from a three-year researcher-practitioner collaboration in the 
context of a public sector organisation. The specific case used as a point of departure 
for this chapter is the municipal organisation of Malmö, Sweden. While not repre-
senting a traditional “high-risk industry” commonly studied in safety research, it is 
important to point out that many public sector organisations are used to manage 
complex and surprising events as part of their daily work. For many municipal 
workers, especially those in departments responsible for critical activities such as 
health care and child care, it seems that the ability of “managing the unexpected” is 
so ingrained in the organisation that they seldom reflect upon it. This is not to say, 
however, that an effort of analysing and nurturing resilient performance is unwanted 
or unneeded, but rather reflects the fact that much of the abilities to perform resil-
iently in complex situations builds on tacit knowledge, which underlines the impor-
tance of not marginalizing such local know-how.

In the autumn of 2015, an event commonly referred to as “the refugee crisis” 
unfolded in Sweden (however, it is important to recognise that, although this phrase 
has gained traction in Sweden, the word “crisis” in this context is far from 
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politically neutral). During the year, 163,000 people applied for asylum in Sweden, 
of which approximately 35,000 were unaccompanied minors. In the short period 
between October and November, the number of asylum seekers amounted to almost 
80,000. The municipality of Malmö in southern Sweden was one of the municipali-
ties receiving the largest number of refugees, primarily due to its geographical prox-
imity to neighbouring countries.

For the municipality, the event in itself was unforeseen (although signals of its 
imminent occurrence could have been detected – but as always – this is easier to 
conclude with hindsight). During the municipality’s acute handling of the situation, 
shortcuts were taken, corners were rounded, and from time to time delivery of sup-
port and services to people was far from ideal. Yet, given the circumstances, the 
municipal organisation showed a remarkable ability of flexible and adaptative per-
formance under severe pressure in the way it managed to cater for the most immedi-
ate needs of the arriving refugees.

From the perspective of RE, it is tempting to ask whether the municipal organisa-
tion of Malmö performed resiliently during this event? This is obviously an intrigu-
ing question to answer. Degerman et al. (2018) have tried to address this question by 
studying to what extent Malmö municipality, and some of the other organisations 
involved, showed instances of adaptation to evolving circumstances and needs dur-
ing the event. One of their findings pointed at a discrepancy between the actual 
challenges facing operational staff and higher management’s understanding of this 
practical work. While operational staff managed the situation by adjusting or aban-
doning some of the existing routines, there was a belief among upper management 
that the situation could be managed through ordinary work practices. Based on 
these findings, the authors recommended increased knowledge and understanding at 
the management level of the constraints and conditions facing frontline staff, moti-
vated by a need to ensure that management do not undermine the operational work.

We agree on the urgency of such efforts and the need for management to better 
understand operational work. When our research in the municipality of Malmö was 
initiated less than one year after this event, our scope was not restricted to the abili-
ties of managing the situation of a sudden increase in the influx of refugees, but 
more broadly about increasing the ability of assessing the organisational capacities 
of anticipating and managing any type of unexpected event or crisis. Yet, we did 
have the challenge in mind of trying to address the divide between conditions facing 
operational staff and management understanding of the situation. As part of this, 
one of our aims was to work towards an alignment of “work as done” by operational 
staff and “work as imagined” by management in the municipal departments. In 
addition, we believe that increased knowledge among operational staff regarding 
“work as done” performed by other units can also increase organisational capacities 
to perform resiliently; especially in systems where there are large dependencies 
between different operational units. This is often the case within and between mod-
ern organisations performing vital social functions, for example, due to organisa-
tional reforms aiming at increased efficiency, which will be described in more detail 
below. While the municipality of Malmö was used as our case, we believe this is a 
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more general challenge facing large organisations performing vital societal func-
tions, and not only in the public sector.

2  Structural Secrecy

RE places significant attention on the ability of “knowing what goes on”, commonly 
expressed as the ability to “monitor” internal as well as external conditions and 
processes. Contrasting with our experiences from Malmö, we can conclude that it 
appears that this ability is at odds with the way most (public sector) organisations 
are designed. Rather than providing opportunities for people within organisations to 
actually know what is going on through active channels of communication and 
information sharing, the modus operandi of most organisations is to work towards 
increased specialisation and professionalisation. While these mechanisms provide 
significant value to organisations, such as increased efficiency under normal opera-
tions and creation of more manageable units of work, they simultaneously lead to 
challenges related to managing complexity. In situations where more effort is 
devoted to dividing areas of responsibility between multiple actors and departments 
than to coordinating the different units, problems may emerge when responsibilities 
fall between the cracks (Heath & Staudenmayer, 2000). Moreover, when the goals 
or time perspectives of different units or organisations are not aligned, there is a risk 
of individual actors working in ways that are collectively detrimental, or even at 
cross purpose (e.g. Ostrom, 1999; Woods & Branlat, 2011). In addition, specializa-
tion and efforts devoted at increased efficiency also depletes an organisation from 
overlaps, slack and redundancies, all of which are vital for managing events that 
stretches the organisational capacities. Operational dependencies between organisa-
tions and organisational units also create conditions for cascading effects to arise 
throughout the nested operations.

When efficient means of communication across departments are not in place, the 
organisation suffers from a form of structural secrecy in terms of hindering informa-
tion from spreading between those who have a need to share it. Vaughan (1996: 
p. 250) has elaborated on the concept of structural secrecy as a systematic under-
mining of attempts to know and interpret situations in organisations:

Secrecy is built into the very structure of organizations. As organizations grow large, actions 
are, for the most part, not observable. The division of labor between subunits, hierarchy, and 
geographic dispersion segregate knowledge about tasks and goals. Distance – both physical 
and social – interferes with the efforts of those at the top to ‘know’ the behavior of others in 
the organization – and vice versa. Specialized knowledge further inhibits knowing. People 
in one department or division lack the expertise to understand the work in another or, for 
that matter, the work of other specialists in their own unit.

Structural secrecy is especially challenging in cross-organisational settings, or in 
organisations with multiple and diverse areas of responsibility with limited amount 
of communication between the different parts, such as in a municipal organisation. 
The municipality of Malmö employs about 25,000 people and the areas of 
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responsibility range from child care, education, cultural activities, water and sew-
age, elderly care, and urban planning. Given the size and complexity of this organi-
zation, “knowing what is going on” practically becomes impossible in any 
meaningful sense. Each area of responsibility is effectively managed in separate 
silos with limited interaction across departmental borders. Yet, a serious stressor 
affecting one department calls for swift response that often requires action by sev-
eral municipal departments as well as by external actors. For example, several 
departments may have dependencies to some common support system that, if 
affected by a stressor, may give rise to serious impacts on several departments. As 
such, the classical dilemma of being able to shift between centralization and decen-
tralization is prominent for managing unexpected events.

The complexity arising from structural secrecy is not only seen in the organisa-
tion of day-to-day work. It is also seen in efforts to understand organisational resil-
ience, risk, safety, vulnerability, continuity, etc. In the case of municipalities in 
Sweden, a large range of analytical activities are performed to understand organisa-
tional resilience and risk. Numerous perspectives, such as accidents, crises, work-
place conditions, climate risk, financial risk, cyber risk and information security, are 
in many cases addressed by loosely coupled activities. Coordinating these overlap-
ping analytical efforts in a way that makes sense for the frontline operational staff, 
therefore, constitutes a complex task that further exacerbates the issue of “knowing 
what goes on”.

3  Other Forms of Secrecy

Structural secrecy is merely one of the mechanisms that gives rise to secrecy in 
complex organisations. In the case of the municipality of Malmö, we have observed 
at least two other mechanisms of secrecy, here labelled “intentional secrecy” and 
“semantic secrecy”. These two mechanisms are quite different from structural 
secrecy but give rise to similar effects in terms of increased difficulties of knowing 
what is going on.

Intentional secrecy arises from an aversion of organisations or organisational 
units to share information about how they function (what they do, what they depend 
on, what resources they possess, what their capabilities and vulnerabilities are, etc.). 
Such an aversion may have multiple reasons, and Månsson (2019) has provided an 
overview of factors that inhibit sharing of risk information. The most obvious exam-
ple is the risk that a malevolent actor may use information about the functioning of 
an organisational unit in order to induce harm. With increased attention in Sweden 
devoted to sabotage and scenarios of heightened state of alert, many public organ-
isations have become much more aware, and restrictive, when it comes to what, 
how, and with whom information is shared, hence, reducing the potential of increas-
ing knowledge about “what goes on”. In addition, a person may be less inclined to 
share information about the limits to an organisation’s resilient performance due to 
a fear that the organisation will blame the person for spreading information that will 
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make the organisation look bad. This can be seen as somewhat equivalent to people 
in safety-critical organisations unwilling to share information about incidents due to 
a fear of being punished for not complying with formal procedures. Although there 
is no universal remedy to the issue of intentional secrecy, an obvious solution is to 
increase the level of trust between organisational units and organisations, which can 
be addressed by efforts to ensure information is treated in a secure and sensible way.

Semantic secrecy arises from efforts of actually trying to share information about 
risk and resilience. However, this can be challenging in a multi-actor setting. For 
example, if aspects or indicators of risk and resilient performance is described in 
incompatible ways, organisational units may have difficulties understanding this 
information and integrating it with other information. This phenomenon has been 
investigated at length in Månsson et al. (2015) and has been labelled uncommon 
categorisation by Kramer (2005). Increased standardisation is one way forward to 
reduce the negative effects of semantic secrecy; however, standardisation or har-
monisation can be difficult to implement in a multi-actor setting, and it has several 
drawbacks when it comes to its effects on managing risk.

4  Increasing Knowledge About “What Goes on”

In a municipal setting, the availability of formal or informal channels for interaction 
between departments may be decisive for the outcome of an emerging event. For 
example, in the case of flooding or fire in an elderly care or child care facility, 
knowledge about what redundant buildings are available in other departments for 
temporary evacuation is highly valuable. Helping an organisation to develop cross- 
departmental knowledge that can be utilised when unexpected events strike may, 
therefore, be crucial. This calls for efforts aiming at transforming individual work-
ers’ tacit knowledge about connections between organisational units to more explicit 
knowledge accessible to a larger part of the organisation.

While the task of developing such knowledge base may fall on the responsibility 
of a safety professional, this is not something this person can do on his/her own. To 
obtain such knowledge, expertise among frontline workers need to be exploited, as 
these people’s expertise on what actually goes on in the organisational units is 
highly valuable as a means to understand how more resilient performance can be 
nurtured. To gain such rich and local knowledge in the municipality of Malmö, a 
decentralised approach was used where a method for collecting data about each 
municipal department’s activities was developed and implemented (further 
described in Hassel & Cedergren, 2017).

While the compilation of such data is highly valuable, our experience shows that 
this is not accomplished in practice without significant challenges. Firstly, while 
formal efforts aiming at building a more resilient organisation may make sense to 
most staff, this is outside most employees’ main work tasks, which means that time 
and commitment is limited. These constraints are even more prominent for the man-
agement level in the municipal departments. Secondly, the procedure for compiling 
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information necessary to gain an overview of the organisation’s critical activities 
and the connection between different organisational units should not require a high 
level of knowledge or training, or make use of academic terms and concepts that 
have no intuitive meaning to the staff involved. Even what appears to be small hur-
dles, such as problems for frontline staff to understand what information that needs 
to be collected, may create significant frustration that threatens to bring the whole 
process to a halt. Thirdly, in order to have an actual value to management, in broader 
terms than only for the staff involved in the data collection process, the outcome 
from such process should be possible to present in an attractive format that gives 
immediate insights about the organisation’s work practices. In our view, a graphical 
representation is more suitable than written reports for this purpose. Moreover, 
since information about the activities of municipal departments may become rather 
comprehensive and complex, some kind of interactive format is also preferred.

In our work in Malmö, we developed a method aimed at providing awareness 
among organisational members about capacities and vulnerabilities of each depart-
ment and their dependencies to other departments as well as to external actors and 
resources. The method was based on principles from the area of continuity manage-
ment (see ISO 22301), and method development was conducted in close collabora-
tion with end users in the municipal departments. A reference group consisting of 
staff from 7 out of 14 municipal departments was created as a means to collect input 
throughout the method development process, which was carried out by iteratively 
testing and evaluating one step of the method at the time. Based on the feedback 
provided by the end users in the reference group, adjustments were made until a 
final method was developed that was simple enough for end users to use with mini-
mal external support, while still sufficiently detailed to give rich data about each 
municipal department. The method development took place over a period of approx-
imately 2 years through a series of workshops, which was followed by an imple-
mentation phase in the departments.

An important part of the developed method was about mapping functional depen-
dencies between departments, which provides a value in a very large organisation 
where people struggle to get an overview of all parts of the organisation (including 
their own department). Assessing activities that are time-critical, that is, that may 
give rise to unwanted consequences if they cannot be undertaken, represents a way 
of transforming tacit knowledge among those who work with these activities to 
more concrete knowledge accessible to larger parts of the organisation. The process 
takes a number of steps, as follows:

 1. Identifying what the organisational unit actually does (and not what it is 
thought to do).

This first step aims at arriving at a description of the various activities going 
on in the organisational units, based on local knowledge from those working in 
the units. Such description needs to be of a feasible level of detail; sufficiently 
detailed to describe what actually goes on, but not more detailed than a manage-
able number of activities are identified, given available time and resources for 
this task.
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 2. Assessing which of these activities that quickly may lead to negative 
consequences.

While all activities in an organisation are conducted for a reason, and as such, 
are necessary in some way, they are not equally time-critical. This step, there-
fore, aims at investigating how time-critical the various activities are, and in 
doing so, sorting out activities that have significant amount of slack. This is 
done, for one activity at the time, by assessing how long it would take until the 
activity – if it cannot be undertaken – gives rise to serious consequences. In order 
to capture expected as well as unexpected events, focus of this process is not on 
what may cause these disruptions, but only how quickly an impact on the activity 
may create serious impacts on the organisation. At first, such estimations are 
tentative, since the knowledge about how other actors depend on the particular 
activity may be limited. Then, as more knowledge about downstream conse-
quences of disruptions are gained from information shared by other actors, these 
estimations should be re-evaluated.

 3. Identifying what the activities are dependent on.
The undertaking of each activity depends on a number of resources, such as 

personnel, IT systems, and facilities. The most important resources are described 
in this step, and the strength of these dependencies are assessed, for example, in 
terms of how quickly and to what extent the activity is affected if the resource is 
not available. In order to reduce the semantic secrecy, a common categorisation 
of dependencies are used across the municipal departments.

 4. Identifying what backup solution that exists.
Most resources that the organisational activities are dependent on typically 

have some kind of backup solution. For example, in situations of staff shortage, 
a pool of extra staff can be used, or if an automated procedure is out of order, 
manual routines can be used. In this step, such backup solutions are described, 
and the robustness of these solutions are assessed, as well as which actor is 
responsible for the backup solution.

 5. Illustrating the results in a holistic way that can be communicated to the man-
agement level as well as the organisational units.

While the analysis conducted in the previous steps is important in itself, it is 
equally important to present the results in a way that helps to create overview and 
understanding of the capability of the organisational units. Such an overview can 
then be communicated to the management level as well as to each organisational 
unit in order to create an understanding of how activities in one department is 
connected to activities in other departments through various dependencies. 
Figure 1 shows how this may be done based on the data collected in Steps 1–4. 
Activities belonging to each municipal department, including its time-criticality, 
is depicted along with their dependencies (including their criticalities). These 
steps are conducted in each department and compiled in the form of a network 
for the entire municipal organisation as shown in Fig. 2. As such network grows 
in size, it becomes necessary to highlight some aspects of the whole network, 
and understanding is facilitated by possibilities to interactively explore and anal-
yse the network.
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Fig. 1 Illustration of Department A’s activities and dependencies

Fig. 2 Illustration of several municipal departments, their activities and dependencies, including 
those dependencies that several departments have in common
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In Fig. 1, some of the data generated from using the method in Department A is 
illustrated. As can be seen in this figure, Department A is responsible for a number 
of activities, two of which are referred to as Activity A1 and A2. Due to confidenti-
ality, we cannot provide information about what these specific activities are, but for 
the purpose of illustration, it can be assumed that this department is responsible for 
road maintenance and other related maintenance services. Activities A1 and A2 
could then correspond to “street cleaning” and “snow clearance”, respectively. The 
darker colour of Activity A2 indicates that this activity is more time-critical com-
pared to A1 (i.e. if the activity cannot be undertaken, it will more quickly lead to 
negative consequences as defined in a number of pre-established consequence 
scales). Moreover, Fig. 1 shows that for Activity A2, the end users have specified 
two dependencies, which could be “Vehicles for snow clearance” (A2a) and “Fuel” 
(A2b), respectively. While not illustrated in Fig. 1, the method also allows for speci-
fication of backup solutions, which for dependency A2b could be “Fuel depots” and 
“Contracts with several fuel suppliers”. Figure 2 shows data generated by several 
departments. As can be seen in this figure, dependencies that are common to several 
departments can be identified when the results are aggregated in the form of a 
network.

While our work is only briefly outlined in this chapter, some important insights 
can be highlighted. Firstly, from the kind of representation illustrated in Fig.  2, 
increased knowledge and understanding can be gained about which organisational 
tasks and activities are more time-critical, and which ones are less so (darker dots 
represent activities that are more time-critical). This gives an indication of where to 
boost the organisation’s abilities of anticipation and response to potential stressors 
(rather than seeing these abilities as something that are required all across the organ-
isation, which is not a realistic approach in most organisations due to limited 
resources). Even though we share the view of adaptive capacities among frontline 
staff as an invaluable resource to manage events under time pressure and economic 
constraints, we believe that these abilities can be strengthened by demonstrating to 
management level where they are most acutely needed; and also, by demonstrating 
to each organisational unit how they depend on, and affect, other organisational 
units. Secondly, Fig. 2 provides insights about the criticality of resources that the 
various activities are dependent on, and the strength of the backup solutions avail-
able (the thicker and darker link between an activity and a resource means a more 
critical dependency). This constitutes vital information about whether some 
resources are critical for a range of activities as well as whether some activities may 
be prone to disruptions due to many critical dependencies. Thirdly, Fig. 2 shows 
what resources that many organisational units have in common. This means that one 
unit may rely on a specific resource that another unit also relies on. In situations 
where this resource is not available, both units are negatively affected. Moreover, 
different organisational units (that may not be dependent on each other on a daily 
basis) may make changes or remove slack and redundancies that may have become 
obsolete from their changing needs or responsibilities, but that others may count on. 
While this knowledge might exist among the members of an organisation, it is rarely 
compiled and aggregated on an overall level, meaning that the main value of this 
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kind of approach is to break up the patterns of secrecy to connect tacit knowledge 
that is spread throughout the organisational units. Making such information more 
readily available in the organisation may also increase the possibility to make accu-
rate judgements about how critical different activities and resources are for the 
organisation as a whole. In addition, it can spark the need for dialogue between 
organisational units when it comes to organisational changes that may have reper-
cussions on other units or actors.

5  Conclusion

Continued efforts of taking theoretical aspirations to practical application consti-
tutes a remaining challenge for RE. In this chapter, we have briefly shared some 
output from a collaboration with the municipality of Malmö for a period of more 
than 3 years that has provided insights into the needs and constraints to become bet-
ter equipped for managing both daily tasks as well as disruptions and surprises. Our 
starting point for this chapter was a desire to address problems related to secrecy in 
large (public sector) organisations as a way of strengthening the ability of resilient 
performance once disruptions or stresses occur. To deal with this problem, it is 
essential to find ways of aligning diverging views on work as done versus work as 
imagined (particularly between management and frontline staff), combined with 
ways of sharing insights about how critical these activities are, and how they are 
interconnected. In our view, this gives us a chance to take necessary proactive 
actions and make deliberate investments in supporting the organisation’s readiness 
to adapt in a more thoughtful way than solely relying on the ability of heroic front-
line operators to make the necessary adaptations and trade-offs in unexpected events 
as they occur. As such, this type of effort lays the groundwork for nurturing an abil-
ity to perform resiliently in suddenly emerging situations that are outside the organ-
isation’s normal operations.
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The ontological underpinnings of resilience engineering focus on the experience of 
surprise as an inescapable component of existence in the complex adaptive universe 
(Hollnagel et al. 2006). The resource limitations of all systems (especially cognitive 
systems) force the units of those systems (agents) to create and rely on models of 
the world. These models are necessary and necessarily incomplete – they are sim-
plifications of the world on which they are based. Because they are simplifications, 
there will be inaccuracies in their predictive power. This will lead the agents – users 
of the models  – to experience surprise (Hollnagel et al. 2006). Although past 
attempts to produce thorough and exhaustive lists of all potential outcomes (robust-
ness exercises) have produced significant results in controlled settings or where 
large recourse endowments are available, the benefits of those techniques are archi-
tecturally resource-limited by the mitigative mechanisms which field the creativity 
of the practitioners devising the scenarios. Such attempts to “outthink” the universe 
by defining each potential specific instance are necessarily limited in their ultimate 
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operational effectiveness. Consequently, capacities to deal with the inevitable sur-
prises must be developed and maintained when and where the work is done.

Tales of nearly catastrophic events are typical of utility-line clearance work. “I 
was felling a large, dead, locust tree surrounded by slippery, moss-covered ground. 
The tree started to fall in the intended direction then the top broke out and was com-
ing right for me. I fell as I scrambled to get out of the way. I barely escaped on my 
hands and knees…” recounted a 30-year veteran manager of tree work.

The highly variable nature of clearing trees from powerlines, major differences 
in work site geography, environmental conditions, arboreal architecture, etc. with 
few available options to directly control those inconsistencies, results in overall 
variability of the work being exceedingly high. When combined with high rates of 
worker turnover, which make the training and retention of skilled workers difficult, 
line clearance routinely ranks as one of the most dangerous jobs in the United States. 
The most common and serious risk faced by the line clearance industry is being 
struck by a tree or limb, often resulting in serious injury or fatality. Informal polls 
of tree workers reveal that most have only narrowly escaped being hit by falling 
branches. Despite the persistence of this condition, industry training requirements 
have remained unchanged for decades (1910 USC 226a).

Typical responses have been, and continue to be, advice to “be careful” or poli-
cies to “stay out of drop zone (the area under the tree where falling limbs are most 
likely to land)”.

As this chapter began, we introduced the idea of resource limitation. Because 
cognitive agents are limited in means and mechanisms to address any task or meet 
any challenge, they are forced to work with models – simplifications and incomplete 
conceptual constructions of the world around them. The need to build and use sim-
plifications makes cognitive agents susceptible to model surprise. Model surprise, 
the most common type of surprise experience, occurs when the mental model of a 
cognitive agent fails to accurately predict an upcoming event or condition. The com-
plexity of the world in which line-clearance workers operate, and the rate of speed 
at which the world changes (transition from a stable tree to an unstable/falling 
branch), as well as foundational characteristics of the work tasks which often 
involve work wherein large parts of the work task (inside of the tree) are mostly or 
totally opaque to the worker, combine to encourage the conditions of frequent model 
surprise.

Surprise is a normal part of work, and surprise is a ubiquitous part of highly vari-
able work.

1  Utility Line Clearance as a Natural Laboratory

Principally, line-clearance tree work involves pruning, trimming, and removing haz-
ardous trees along the routes of electric powerlines to improve power system safety 
and reliability by diminishing or removing the hazard presented by tree limbs fall-
ing on or in other ways contacting the lines and thereby damaging equipment  and/
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or causing outages (service interruptions to utility customers). The confluence of 
multiple factors makes this work domain a near-ideal natural laboratory to the 
exploration of systemic and organizational resilience. Most obviously, the occupa-
tion is definitionally high risk and high consequence. The ever-present risk of fall-
ing tree limbs combined with the danger of high voltage line contact has made tree 
work one of the most injury- and fatality-prone jobs in North America for many 
years running (ISHN, 2020). Furthermore, several specific factors can be identified 
which exacerbate the need for resilience in practice as line-clearance tree work is 
performed.

High degrees of worksite opacity – Unlike engineered systems, which are often 
(or at least hopefully) designed with the obligations of human maintenance in mind, 
natural systems perform their own maintenance behaviors, the operation of which is 
often not obvious to human operators nor are such systems seemingly designed for 
the reequipment of human maintenance functions. Engineered systems, factories, 
computer networks, etc., are, at least in theory, constructed in such a way as to per-
mit regular system maintenance. In this context, the trimming of trees and hazard- 
tree removal should be considered a normal power system maintenance function. As 
a result, the site of tree work (the grounds) as well as the subject of the work, the 
trees themselves, often conceal hazards which, in engineered systems would be 
made more obvious. Unstable soil, insect and animal nests, and internal tree decay 
are just a few examples. Wind can blow limbs into the lines triggering an outage.

Little control over worksite conditions  – Related, but operationally different 
from the concept of work subject opacity, is the level of control the worker team has 
over the overarching conditions of the worksite. These would include components 
such as weather as outdoor labor cannot be controlled, but also factors relating to 
the geography of the area such as steep slopes or the presence of homeowner vehi-
cles/homes or other more specific architectural features such as backyard swimming 
pools which may make accessing overhead powerlines more difficult. Line clear-
ance companies typically rely on worker judgement of when to stop work since 
wind speed changes quickly and direction of wind matters. Adding to this is that 
when workers “call the day” due to wind or rain, they often do not get compensated; 
incentivizing continuing work in less than optimal conditions.

More extreme instantiations of this include the inviolability of the powerlines 
and poles themselves. While the safety of the trimmer operation would be greatly 
improved if crew were able, as they may be in a more confined industrial setting, to 
deactivate/deenergize the transmission/distribution cables, or better yet, temporarily 
lower them to the ground, such actions are often not practical in this work setting. 
Additionally, unlike construction sites, or even road-repair workers, line-clearance 
crews often operate with little ability to exclude the public from the work area for 
any significant length of time – often adding to the time pressure to complete the 
task. While not an exhaustive list, these few examples serve to demonstrate the 
minimal degree of control the work teams have over their worksite, particularly as 
it might be compared to mare traditional industrial/manufacturing settings.

Rapid redeployment/worksite relocation  – Utility line clearance is fundamen-
tally a mobile work environment; success in completing a day’s work likely means 
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moving to multiple new sites, with potently new hazards, each day. Contrasted with 
work domains where the site of work is fixed, even for several days, if not weeks or 
months as is often the case in construction and development projects, line clearance 
crews have little time to inspect, consider, and adjust to new worksites and the haz-
ards they hold.

High levels of workforce turnover  – Compounding the issues above, are high 
levels of worker turnover which makes the development of experienced workers 
difficult. Consequently, work teams frequently have new members which, in addi-
tion to operating with workers of reduced technical and operational skill, has been 
shown by internal data and accident analysis to increase the likelihood of accidents, 
and decrease inter-predictability among team members – a critical contributor to 
work-team resilient performance.

2  Work as Done: The Techniques of Resilient Performance 
in Line Clearance Tree Crews

While theoretical approaches to the exploration of resilience are useful for discuss-
ing, describing, and exploring system behavior, the most significant insights which 
might be gained from observing and working with line clearance tree work are 
practical strategies.

The Story of the Elephant – Perspective Shift: Although it has long since spread 
beyond its original Buddhist and Hindu heritage, the story of the blind men and the 
elephant presents a striking illustration of the notion that all perspectives are both 
revealing and obscuring. The most abridged version of the story has several blind or 
blindfolded men standing next to an elephant touching different parts of the same 
animal. The man touching its leg believes he holds onto a tree trunk; the man hold-
ing the ear thinks he is touching a fan, the man holding the elephant’s tail claimed 
to be grabbing a rope. While many versions of the tale have developed and been told 
since its believed inception in the first millennium BCE, all reveal the same truth: 
the perspective of each person was limited by the information they held. Furthermore, 
because of the highly physical nature of the experience, what each person believed 
to be true of about their situation was highly depending on where they were in the 
scene, and thus what part of the animal they had access to (Saxe, 1885).

Seeking to experience the benefits of a perspective shift, the craft work crews, 
their supervisors, and safety advisors, have devised several methods which encour-
age the shifting of perspective, the first of which is the most direct: a physical change 
of location for the observer. During the pre-work hazard assessment and work plan-
ning process, recent changes in the work planning process have encouraged craft 
crew leaders to recognize explicitly what the work crews have learned experien-
tially for some time – the work never looks the same from the bottom of the trees as 
it does from the top.
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Though physical movement has been undoubtably helpful to the crews, strate-
gies to shift cognitive perspective have been implemented and shown results as 
well. One of the most productive of those mechanisms has been a program to 
encourage a general foreman to request a second opinion on difficult work situa-
tions. Most relevant is the decision to invite an additional general foreman into the 
situation is the recognition that the decision is not made to add additional direct 
work resources to the team. Rather, the introduction of the additional general fore-
man adds cognitive resources to the team. While the introduction of the new agent 
does add a valuable experiential capacity to the team, just as, if not more important, 
is the forced change in perspective that the new foreman will bring. As a result of 
not having been involved in the initial planning process, the new foreman is likely 
to recognize new elements of the work situation that may have been overlooked by 
those already onsite.

Respond to emergent risk and uncertainty Practices to manage emergent risk are 
critical for highly variable work. Effective practices include mechanisms for paus-
ing work/stop-work authority (for Lewis Tree of West Henrietta, NY, USA, it is 
called “Press Pause” and “All Stop”), followed by a process to make sense of the 
situation then replan. Organizations often hone in on decision-making when consid-
ering emergent risk. We offer that this focus may be misplaced/inadequate.

Let us start with stopping work. We tend to consider calling an All Stop to be a 
simple, worker decision. We give all the Authority to Stop Work. We ask workers to 
“stop when unsafe”. After an incident, we ask: “Why didn’t they stop work? It’s 
clear there was an unsafe situation!“1.

The problem is that this is based on several unrealistic assumptions (Weber 
et al., 2018):

 1. A situation is clearly safe or unsafe.
 2. Warning signs are always present and easily visible.
 3. Stopping co-workers is always possible.
 4. The task process is stable at every step; therefore, it is always safe to stop.

Leadership has a significant influence on whether people stop work. Factors that 
prevent or support stopping are primarily social as compared to individual behav-
ioral choices. Leaders can act to stop work in a number of ways:

• Invite people to call an All Stop. Especially, the team lead just before performing 
a task “If you see something, call an All Stop”.

• Ensure that asking for help and bringing in a second opinion is seen as a strength.
• Explore worker’s views on safety, risk, danger, and tasks to continue versus 

stopping.
• Make it clear as possible in which situations you want people to stop work and 

escalate. Be specific in defining when you want people to call an All Stop: limb 
stuck aloft, leader/trunk did not break loose as expected.

• Acknowledge there may be ambiguity “If you are uncertain, if something does 
not seem right – it’s ok to call an All Stop.” Waiting until you are certain may be 
too late.
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• Always say “thank you”. Never question if calling the All Stop was the right 
thing to do.

• The “Press Pause” tool includes practices to make sense of the situation. 
Questions to probe uncertainty and surface risks: what’s different that adds 
risk? etc.

We return to Hollnagel’s four potentials of Resilience Engineering (anticipate, 
monitor, respond and learn) to explore how we can respond resiliently in the face of 
surprise considering that:

• Surprise is fundamental to the human experience in life.
• Surprise is fundamental to the human experience in work.
• Surprise, as an experience, is unavoidable; however, surprise, as an experience is 

manageable.
• Surprise can be both positive and negative.

Characteristics of surprise include rate, kind of surprise, and detectability. We 
asked “how were you surprised?” after people were struck or almost struck by a 
limb or a tree; their answers help us understand the characteristics of surprise. We 
learned that it happens fast (tree or limb falls fast), it “goes bad quick” (little warn-
ing before failure). The path of the falling limb or tree becomes less predictable 
when the limb or tree is curved or oddly shaped (nonlinear mass distribution). The 
limb or tree is rotated (spun or twisted), bounced or ricocheted (off other branches, 
an adjacent tree, or the ground), or fell in an unplanned direction. Detectability was 
low in many cases such as when there was decay inside the tree or cracks or other 
flaws high in the tree.

3  Anticipate, to Prepare for Surprise

Anticipation is a forecasting behavior which attempts to avoid the need to respond 
to surprise by forestalling the surprise itself. Superficial interpretations of the rela-
tionship between anticipation and surprise might suggest surprise to be consequence 
of incomplete anticipation. While the argument retains a logical truth, it lacks any 
utility as our anticipatory models of the world are, even under the best of circum-
stances, inaccurate. Or more directly, they are necessary and necessarily incom-
plete. Their necessity lies in their existence as a pre-condition to action while their 
incompleteness derives from our perspective-driven limitation of access to informa-
tion and our cognitive limitation in processing and sensemaking (Lynam & Fletcher, 
2015 and Weick et al., 2005).

We can expand our experiences of the world through the stories of others. Story- 
style case studies set the scene including clues that things might take a turn for the 
worse. Discussions with frontline workers often yield insights such as: “There was 
a sense of urgency to get this job done. The lead foreman was hired about 2 weeks 
earlier and only had a handful of working days under him. This was a fairly difficult 
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to tree to remove. His new plan was to take the top 60 feet of this oak tree out with 
one cut.” Progressive questions such as “What were the warning signs?” “What do 
you think happened next?” help us practice anticipation.

When we include the strong emotions that go with being surprised in the story, 
we will remember the event almost as if it had happened to us.

“I moved control lever up but the bucket started going down, toward the power line.” I 
thought “I could die here”.

Telling a story firsthand is powerful in triggering emotions. This story was relayed 
by a 21-year-old safety team member, Moises, who was a groundman when the 
event happened, on an Operations Leadership safety call:

Moises’ story: the trimmer realized I was underneath him, he yelled “watch out!” I froze 
and started to look up but before I could raise my head all the way, the limb hit the front 
brim of my hard hat. …. I was completely shocked. The limb was 13” in diameter.

This story triggered a visceral reaction among the listeners, bringing forth how 
close this was – within inches – of losing Moises. The story also revealed the reality 
that most likely there are many close calls with being struck by limbs or trees that 
are never reported. Personal stories like this help create the space for people to fill 
in the details with their own imaginations; they expand mental models. Case studies 
are short and delivered by a general foreman or another team member, during morn-
ing meetings, standing in a parking lot. A “storytelling coach” (local newspaper 
editor) collaborated to design a process that includes three facets:

• Mine stories, including close calls: probe the extremes of experience (worst, 
best, first, last, hardest, proudest, scariest). Get to the emotions

• Craft stories: lead quickly with something that matters, engage the senses, build 
suspense

• Tell stories: prepare ahead of time, prime audience to listen for clues, share as a 
conversation

Leadership talks a lot about creating safety and learning from work that goes 
well. Workers began sharing good catches; stories of anticipating what could go 
wrong and making adjustments in advance.

We anticipated the rigging point could fail so we added an extra rigging point. The 1st rig-
ging point did fail because the tree was decayed…

I asked another general foreman to come take a look. We noticed the neutral wire had only 
a couple of strands holding it together.

4  Ambiguity as an Indicator

Surprise is often preceded by a feeling of uncertainty, which may be triggered by 
ambiguity. Ambiguity may take the shape of a lack of clarity regarding the present 
conditions (lack of confidence in one’s own model/understanding of the situation) 
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or closely related, uncertainty regarding the most efficacious next steps. While the 
mere presence of ambiguity ought to be considered a signal, and often is by experi-
enced reflective practitioners, more often signals of ambiguity are de-emphasized, 
diminished, disregarded.

Nevertheless, engaging the unknown by acting to learn is critical for making bet-
ter decisions in uncertain situations. Waiting until things are certain is often too late, 
particularly in work domains where the amount of time which will elapse between 
the initiation of action and its realized outcome is measured in seconds and there 
will be little opportunity to act in any meaningful way to mitigate, correct, or redi-
rect the course of events once they begin.

People are uncomfortable with uncertainty and tend to dismiss, delay, or assume, 
but engaging the unknown is a trainable skill, and the key is to act early (Mooney, 
2020). For example, when road crews respond in hurricane conditions, to high water 
over a road, there are all types of unknowns or “UNs”. You can probe many of the 
unknowns (cannot tell how deep), unclear (lack experience with water over road), 
uncertain (how fast water is flowing/how powerful the current), unseen (muddy, 
nighttime), uncontrollable (how much water is running under the road), and unsta-
ble (rapid changes – the road was fine driving to site but too deep when driving out). 
We teach methods to investigate and understand what is happening: look for swirls, 
look for water running in different directions, and share how people are commonly 
surprised; current sweeps you off your feet.

In addition, probing the unknown can take the form of questions: “How could we 
be surprised?” “What’s making me uneasy?” “What can I see, and more importantly 
what can I NOT see?” “What do I know and NOT know?” “What’s different?” 
“What else could this be?” “What do I need to pay close attention to?” “Who else 
can help?” The aim is to broaden and deepen the perspective that not all is know-
able; however, there are questions and actions that can help move things from the 
unknown to known.

Finally, those who practice resilience engineering anticipate general surprise. We 
do not know exactly what will happen but we do know that in high tempo, high 
work load situations, something will happen. One strategy is to send in extra 
resources to “float”; for example, extra leadership without specific role/purpose to 
offer local help as needed during storm response. Another version of this is “drop-
ping in an expert”, a person with deep knowledge – maybe a retiree – to colocate 
with the overloaded team.

5  Monitor Weak Signals, Things Taking a Turn 
for the Worse

Sometimes surprise sneaks up on us.
Certain words and expressions (“I’ve never seen…” “We’ve never done…” 

“We’re going to go slow…” “We don’t have time to…” “worse than,” “not sure,” 

B. Lay and A. Balkin



153

“maybe,” “probably”), gestures or expressions (furrowed brow, nose and forehead 
scrunched up, widened eyes, gaping mouth, hand on chin or head), and feelings 
(tense, tightness in chest or stomach) reveal that we are sensing uncertainty or sur-
prise. Training people to recognize these signs in ourselves and others can trigger us 
out of automaticity and into noticing a situation is changing which gives us the 
space to pause, reflect, and ask for help.

Per Salas et al., expertise-based intuition (basis for anticipation) is built through 
deliberate, guided practice including immediate pauses to monitor, reflect on, and 
fine-tune work (see AAR below) (Salas et al., 2010). Klein uses cognitive task anal-
ysis to mine cues noticed by experts then trains novices to use these cues to recog-
nize increasing uncertainty, heightening risk, or signs trouble might be coming 
(Kahneman & Klein, 2009).

We can monitor for patterns of failure and for factors to combine, or “stack up.” 
For example, we can train that if three or more situations emerge that increase dif-
ficulty in accomplishing work, pause, reassess, and get help. The pattern of “3”, 
while not proven, has appeared in various industries (aviation 2 problems, trouble-
shoot…3 problems, land the plane) and the author’s own experience investigating 
serious events. System components are interdependent and when stretched, approach 
boundaries of failure due to a reduction of human capacity to deal with challenges. 
This example is from a recent incident: he was a new worker, we were working on 
a very steep slope near a busy road, and it had been raining.

Other times, surprise is sudden and all we can do is respond.

6  Respond to Emergent Risk and Uncertainty

When uncertain or ambiguous situations are escalated, the role of leader goes 
beyond decision making. Leaders question, cross-check, and challenge. Leaders 
bring other experts into the conversation to probe risks, ensuring that all have a 
voice before leaders offer their own opinions. If the leader speaks too early, they risk 
closing down inputs of others. The safety team can select participants and invite 
people with specific expertise (e.g., the mechanic or equipment supplier), those who 
will bring a different perspective, then facilitate risk exploration:

• How could we fail?
• How could we be surprised?
• If something goes wrong, what’s most likely to happen? How will it happen?
• If this is similar to…what’s different that could make it harder?
• What must go right?
• What would help us do this safer?
• At the end, ask each person “what are your concerns?”

Finally, replan. For higher risk situations, insert hold points (when you get to this 
point, let us get back together and …) and off-ramps (if this happens, stop and …). 
The key is noticing that the situation has changed – using increasing uncertainty as 
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a signal  – then purposefully changing mode of operation: increasing vigilance, 
questioning, communication, and collaboration.

7  Learn from Surprise

The experience of surprise means our models of the world have broken down. This 
affords the opportunity to update our mental models to potentially avoid even more 
severe surprises in the future. Efforts to learn from surprise have included the initia-
tion of standardized after-action reviews (AARs). This method, adapted from the 
military after-action review style has, though its early successes, achieved it prin-
ciple goal of facilitating work-model updates both within the work team (between 
its members) and between each team and the larger organization as AARs can, and 
often or now shared across the company.

This version of an AAR is designed to be lightweight/low-overhead, thereby 
reducing the burden associated with its completion. As currently instituted, the 
AAR askes the practitioners to consider eight facets of the surprise experience, each 
with its own question:

 1. What happened?
 2. What was expected to happen?
 3. What surprised us?
 4. What prevented this event from being worse than it was? (event investigation)
 5. Contributing factors? (event investigation)
 6. What went well and why?
 7. What can be improved and how?
 8. What did we learn that would help others?

Earlier, we shared the characteristics of surprise for situations where a person 
was truck or almost struck by a limb or tree; we expand on our analysis of responses 
to “What surprised us?” and share how we can apply this to managing risk. Workers 
were surprised by how far the piece of wood flew, the direction it fell, and how fast 
the limb or tree fell. Saw operators were surprised that a person, often a new worker, 
walked into the fall zone after cutting began. The ground person was often surprised 
that the saw operator cut another branch when they thought the saw operator was 
finished (a number of incidents occurred when cutting the last branch). There were 
scale surprises such as a small twig taking down a power line or doing significant 
harm. There were hidden surprises such as decay in the tree when the tree looked 
healthy from the ground.

Identifying patterns of surprise supports workers better anticipating how they 
can be surprised and enables designing specific strategies such as practicing better 
team situation awareness (making actions predictable) especially at transition points 
in work and performing drills demonstrating the damage a small branch can do 
when dropped from height. Returning to Resilience Engineering fundamental ten-
ant “surprise will happen” supports conversations about expecting the unexpected 
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(this is comment is made frequently in leadership/worker conversations). In the case 
of struck-by risk, we teach to expect a new person to do something unexpected and 
expect, trees, especially Ash trees which are infected with Emerald Ash Borer, to 
fail in unexpected ways.

…made the cut and the piece fell as intended, bouncing off of the dead Ash tree stem a few 
feet below the cut. As the limb made contact, the Ash tree failed, breaking approximately 
11 feet from the base and fell across a single phase and neutral, bringing both wires to the 
ground and breaking the pole. What surprised us? The Ash tree failing as it did from such 
little additional strain due to rigging. Another stem, on the same tree, was removed a few 
days prior; the other stem was larger, 24 inches diameter at breast height, did not show any 
signs of rot or decay, and was removed without issue, in almost the exact same manner as 
the stem that failed.

Increased leadership empathy was an unexpected benefit of probing how people 
were surprised after events.

8  Summary

Early steps in shifting views on safety to embrace variability and accept surprise 
focus on noticing that safety is actively accomplished as part of everyday work. 
Efforts support noticing signs of emerging risk and increasing uncertainty (listen to 
your gut), then putting structure in place to manage work differently: bringing 
diversity to sensemaking and uncovering trade-off decisions. Both are largely 
accomplished through asking different questions, many examples of questions were 
provided in this chapter.

The next steps involve becoming more skilled at dealing with uncertainty and – 
even though this may sound like an oxymoron – become more consistent in manag-
ing critical variabilities. This can be accomplished through methods to deepen 
knowledge and build observation skills. Possible strategies to employ: bring experts 
(who likely do not know each other now) together to share experiences, tips, and 
techniques. This will build relationships to increase reciprocity. Video narration of 
trees we walk away from use these videos for training. Gather data for events and 
close calls to help us understand how things come together to create a step change 
in risk.
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It is tempting, and perhaps even expected, to end a book as this by looking ahead, to 
speculating what should or could be done next to advance resilient performance. A 
premise for that is, of course, that something like resilient performance will still be 
needed. That this is so hardly needs any argument. The time when systems and 
societies could perform efficiently if everyone conscientiously followed simple 
rules and procedures ended at least a century ago, if not much earlier. Machines and 
systems are today non-trivial rather than trivial (von Foerster & Poerksen, 2002), in 
the sense that the transformations that link causes and effects are unknown rather 
than known. Since systems – and individuals – therefore must perform under condi-
tions that are incompletely known, hence partly unpredictable, they must be able to 
adjust what they do in order to succeed. Any proposal for how something should or 
could be done  – for Work-as-Imagined  – therefore implies a set of assumptions 
about what the conditions will be about the World-as-Imagined.

On the positive side, people and systems still by and large perform well enough 
and are stable enough for societies to function, even during major disruptions. There 
is, therefore, ample evidence of what we may call resilient performance. The ques-
tion is how we can understand what goes on, given that it by definition cannot be 
trivial, and how we can sustain and improve that. There has certainly been some 
progress since the heydays of human factors and behaviour-based safety, but much 
remains to be done. Performance can be resilient when there are recognisable 
patterns in how systems perform, but we need to understand both how these patterns 
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emerge and how people recognise and respond to them. We need to understand bet-
ter how we come to accept certain assumptions about what Work-as-Imagined is 
and understand better how the regularity of Work-as-Done is established. We need 
to know what is required for a system to perform acceptably well now and in the 
future. To do so, it will be more important to ask the right questions than to hunt for 
improved answers to the questions that we uncritically – and often unsuccessfully – 
have tried to answer in the past.
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