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Chapter 11
Fuzzy-Based Workflow Scheduling 
in Multi-Cloud Environment

J. Angela Jennifa Sujana , R. Venitta Raj, and T. Revathi

11.1  �Introduction

Nowadays with the introduction of many Internet of Things (IoT)-based real time 
applications, the need for integrating those applications with the cloud environment 
has become essential. Also, there is a great need for accessing the data from IoT-
based smart applications for doing meaning analysis for inferring useful informa-
tion and automation of the process. At the same time, the user may want to use 
different cloud services for their application. In such situations, multi-cloud envi-
ronment is the only solution. Hence, with multi-cloud environment the user or the 
developer is having enormous freedom in choosing the best cloud service provider 
from a set of cloud providers.

Multi-cloud computing aggregates large pool of resources and share them among 
vast cloud users. It is a gifted technique for systems integration. Multi-cloud com-
puting can also be defined as a new version of collaborative environment, in which 
scalable and virtualized resources are provided as a service over the Internet [1]. In 
general, the service workflow is organized as the collection of services to ease the 
requirements and automation of large-scale distributed systems [2]. Although most 
commercial cloud services are operated and owned by distributed and heteroge-
neous organizations in multi-cloud computing environments, the inherent uncer-
tainty and unreliability of large-scale organizations often pose threats to the 
operation of workflow applications. Hence, in addition to execution time and cost 
factors, we need to think about trust factor.
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Initially this multi-cloud environment is not supported for the cloud users, 
because of the vendor lock-in problem [3]. The Open Virtualization Format (OVF) 
[4, 5] is a vendor-independent format which supports portability and deployment 
with different vendors. With the collaborative effort of Dell, Microsoft, HP, IBM, 
VMWare, and XenSource, the system images can be imported and deployed on 
multiple platforms, thus enabling cross-platform portability. The introduction of 
this platform-independent virtualization format is one reason for the emergence of 
multi-cloud environment. Also, users and developers started to use multi-cloud 
based on their optimal quality criteria satisfaction.

In many of the applications which use the cloud services, the Quality of Service 
(QoS) plays a vital role. The QoS mainly depends on the user request and the appli-
cation being used. It can be noted many enterprise applications and IoT-based smart 
applications can be represented as workflows [6]. Rajganesh et al. [7] have proposed 
a service context-aware cloud broker which uses the service details from the contex-
tual information of cloud services and computes service similarities on the basis of 
QoS values. Each task in the workflow represents a module in the enterprise appli-
cation. Normally these workflows are represented as Directed Acyclic Graph 
(DAG). Each node in the DAG represents the task in the workflow. Fuzzy decision-
based models can be adopted for multi-cloud environments [8, 9]. A fuzzy logic-
based intelligent cloud broker is proposed to find the imprecise state of the 
inexperienced cloud user when deciding the infrastructure service requirements 
[10]. An intelligent cloud broker which uses the MapReduce framework for the 
effective pre-processing of cloud users’ feedback was proposed by Rajganesh 
Nagarajan et al. [11]. Also, they propose a fuzzy logic-based trust evaluation system 
for accepting the user’s feedback in terms of fuzzy linguistic [12].

This chapter focuses on finding the suitable cloud service provider based on the 
Quality of Service of the user or developer of enterprise applications and IoT-based 
smart applications. The main QoS parameters considered are time, cost, and trust. 
This multi-objective QoS-based workflow scheduling is based on fuzzy model. The 
fuzzy membership function is defined for each objective, and collectively the deci-
sions are made. Also, hence this chapter proposes a multi-objective QoS-based 
workflow scheduling in multi-cloud environment with fuzzy logic with the fuzzy 
logic-based workflow scheduling (FLWS) algorithm.

11.2  �System Architecture

The system architecture of the proposed fuzzy-based workflow scheduling in multi-
cloud environment is represented in Fig. 11.1. This chapter envisages a fuzzy-based 
multi-objective model for dispatching the tasks in the workflow to suitable cloud 
provider in accord with the user Quality of Service (QoS). The user will submit the 
workflow, which will be handled by the QoS-based Resource Management layer. 
This module gets the workflow from the user and the QoS weightage for each objec-
tive. The objectives addressed are time, cost, and trust. This QoS-based Resource 
Management module can also be viewed as an agent, helping in the user for 
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identifying the suitable services for them. The fuzzy model is used to make the deci-
sion in selecting the suitable cloud provider for the workflow. Here we provide a 
fine-grained selection module. That is, the user can select different services for each 
task in the workflow from different cloud providers. For each task the best suitable 
cloud provider’s service will be considered, and it will be scheduled accordingly.

Figure 11.2 represents a sample workflow, which can be represented as the 
Directed Acyclic Graph (DAG) [13]. The sample workflow consists of six tasks 
represented by the nodes, and the edges between the tasks represent the dependency 
among the tasks. The edges represent the data transfer time. If both the ancestor and 
descendant task get executed in the same virtual machine, then the data transfer time 
between these tasks becomes zero.

Fig. 11.1  System architecture

Fig. 11.2  Sample 
workflow
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11.3  �Multi-objective Fuzzy Decision Model

In this chapter, we introduce fuzzy-based decision model for selecting the suitable 
cloud provider in multi-cloud. The clouds’ providers considered in the multi-cloud 
environment are denoted as CP = {cp1, cp2, …, cpn}. The workflow is modelled as a 
directed acyclic graph, W = (TK, E), where TK denotes the tasks’ set TK = {tk1, 
tk2,..., tkm} and each task tki ∈ TK, 1 ≤ i ≤ m needs a cloud service from the cloud 
provider. Similarly E represents the set of communication link edges between tasks, 
and each edge e(i,j) ∈ E represents that the task tkj depends on the task tki, i.e., task 
tki should be executed prior to the execution of the task tkj. The task with an in-
degree 0 is designated as tkentry entry task, and the task without-degree 0 is desig-
nated as tkexit exit task. The parent tasks of the task tki are represented ancestor(tki), 
and the child tasks of a task tki are represented by descendant(tkj). In multi-cloud 
environment the provider has enormous services. The user pays for the services.

This aids in selecting the best optimal cloud service provider for the tasks in the 
workflow according to the user’s QoS demand. The fuzzy decision model will con-
sider three objectives, namely, time, cost, and trust.

Let n be the total no. of candidate cloud providers in multi-cloud. There are a set 
of Sj

i  services, which are available for each task in the workflow. More specifically 
Sj
i  denotes the service from cloud provider cpj, delivered for task tki. Hence for the 

same task tki there will be “m” number of services available from the cloud provid-
ers CP. These services may have varied processing capabilities, processing time, 
and prices. Let t j

ibe the total processing time and Cj
i be the total processing cost for 

the ith task on the jth service.
To get optimized solution on multi-objective, we propose fuzzy model as fol-

lows. Using max-min as the operator [14], the membership function of objectives 
can be formulated by separating each objective into its maximum values and mini-
mum values. The membership function for time and cost objectives is given by Eq. 
(11.1) and for trust is given by Eq. (11.2).
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Here the workflow scheduling problem is considered as a multi-objective plan-
ning problem which focuses in optimizing the conflicting objectives [15]. The 

J. A. J. Sujana et al.



205

following notations are used to represent the objectives. The deadline of a task is 
denoted by D, budget that can be spent by B, and trust level by Tr. The time taken by 
jth service assigned for ith task is denoted by t j

i . Let total number of tasks be n and 
total number of cloud provider services available for the ith task be mi. To denote 
assigning the ith task to jth service is given by yj

i ; if the jth service is assigned for ith 
task, then y = 1; else y = 0.

The objectives are thus described as follows in Eq. (11.3a), (11.3b), and (11.3c).
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	 Subject to : , ,Z B Z D Z Tr1 2 3″ ″ ″ 	

where Z1 and Z2 represent the minimization objective for time and cost and Z3 rep-
resents the maximization objective for trust. Our proposed fuzzy logic-based work-
flow scheduling (FLWS) model considers three different objectives related to time, 
cost, and trust constraint [10].

11.3.1  �Membership Function for Trust Evaluation

The general trust metric, which is the combination of direct trust (DT) and recom-
mendation trust (RT), can be defined as given in Eq. (11.4),

	 Tr S w S w Si i i i i( ) = ∗ ( ) + −( )∗ ( )DT RT1 	 (11.4)

where the weight wi assigned for DT is calculated by

	
w
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(11.5)

where k is the number of times the ith service is used by the client user. The direct 
trust (DT) is calculated by Eq. (11.6).
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where DT(Si) is the direct trust of the ith service which the active user experiences 
based on the history and RT(Si) is the recommendation trust of ith service by other 
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users. wi is the weight of the direct trust and recommendation trust which is calcu-
lated as in Eq. (11.5).

Recommendation trust value can be calculated as given in Eq. (11.7). Here we 
consider the rating given by other users for a cloud provider’s service. The user can 
record a rating in the 1–5 scale. Value 1 for poor service and value 5 for the best 
service from the cloud provider. A sample rating table with five users for four cloud 
providers is shown in Table 11.1. The missing values are represented by ? and it is 
calculated by the recommendation trust. The recommendation trust is calculated as 
the weighted sum of the user’s rating for the service.
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avg(vi) can be calculated as follows:
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avg(vi) be the average rating given by user i. vij is the rating by user i to the jth cloud 
provider’s service. We use the Pearson Correlation Coefficient (PCC) for calculat-
ing the similarity between user a and i. This can be calculated as using the Eq. (11.9).
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Membership function for trust calculation is formulated as given in Eq. (11.10).
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Table 11.1  Sample ratings by the users for the cloud services

Us1 Us2 Us3 Us4 Us5

CP1 ? 2 3 4 5
CP2 3 4 5 3 ?
CP3 1 5 ? 2 2
CP4 5 1 2 5 5
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11.3.2  �Membership Function for Execution Time

Using max-min as the operator membership function for execution time is calcu-
lated as given in Eq. (11.11).
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11.3.3  �Membership Function for Execution Cost

Similarly, the membership function for cost the user has to pay for the service is 
calculated as given in Eq. (11.12).
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11.3.3.1  �Fuzzy Decision

To convert to crisp model from the fuzzy model, we use max-min as the operator as 
follows:

	 Maximize iλ 	

	 U t U c U trtk x i tk x i tk x ii i i
( ) ≥ ( ) ≥ ( ) ≥λ λ λ, , 	 (11.13)

The overall satisfaction degree can be defined as the minimum of overall satis-
faction of the given membership values for the trust, time, and cost.

The overall satisfaction by the fuzzy decision is given in Eq. (11.14).

	
λ j

i
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(11.14)

The selection of cloud provider’s service for task is given by the maximum of all 
degrees of satisfaction, as defined in Eq. (11.15),
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	 λ λk
i

j
i= { }max 	 (11.15)

However, the user may want to specify their own preference among the objec-
tives time, cost, and trust. This can be done by adding the weight factor for each 
objectives time, cost, and trust. Thus, we introduce a weight factor for objectives 
time, cost, and trust. They are represented as wt, wc, and wtr,respectively. The final 
selection of the cloud providers’ service is done by the weighted arithmetic mean 
operator and given in Eq. (11.16).

	 MaximizeU W∗ ′	 (11.16)

where W is the weight factor for objectives time, cost, and trust. W = {wt, wc, wtr}. 
The sum of the weight factor must be 1. i.e. wt + wc + wtr = 1 and the weight factor 
values must be in the interval [0,1].

11.4  �Schedule Primitives

To schedule the workflow with minimum execution time, we use the Earliest 
Completion Time (ECT) of a task with a cloud provider as the heuristic technique. 
In this regard the following primitives are considered.

The execution time of the task tki on the jth CP is termed as ET(tki, cpj), and it is 
calculated using Eq. (11.17). The computation capacity of the service Sj in cloud 
provider cpj is denoted as x(cpj). The execution time of a task tki is denoted by x(tkj).
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The average execution time of the task tki is given in Eq. (11.18).
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The communication cost of an edge e(i, j) can be calculated as given in the Eq. 
(11.19). Since the services are available from different cloud providers, there will be 
some latency in hosting the workflow tasks’ in the virtual machines of the cloud 
providers. The late(cpj) denotes the latency that a cloud provider will have for exe-
cuting any task. The x(e(i, k)) is the amount of data transferred between the two 
tasks i and k. bwk is the bandwidth of the link between the cloud providers.
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The Earliest Start Time (EST) is the earliest possible start time of a task on a 
cloud provider cpj. This can be computed by the Eq. (11.20)
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	 ReadyTime entrytk cpj,( ) = 0	

The ReadyTime(tki, cpj) denotes the time in which the jth VM is ready for execut-
ing the task tki. The same cloud provider cpj can be used to execute multiple tasks, 
provided it has completed its earlier task and ready for executing the next task and 
the maximum satisfaction level. The ready time of the entry task is considered as 0. 
The Earliest Completion Time of a task is computed by considering the earliest start 
time of a task and the execution of the task on a CP. The EST of a task is computed 
by finding the maximum of the ready time of a CP for the task and the earliest end 
time of the entire ancestral task along with the data transfer time (Communication 
Cost). If any two tasks are allotted with the same cloud provider CP, then the com-
munication cost of those two tasks CC(tkm, tki) = 0.

The Earliest Completion Time (ECT) of a task is the earliest possible completion 
time of a workflow task on a cloud provider. This is computed by the Eq. (11.21)
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(11.21)

Makespan is the one representing the schedule length, and it is found by consid-
ering the ECT of exit task and it is denoted in Eq. (11.10). The objective of the 
schedule is to minimize this makespan.

	 makespan ECT exit= ( )tk cpj, 	 (11.22)

11.5  �Fuzzy Logic-Based Workflow Scheduling

The fuzzy logic-based workflow scheduling (FLWS) model is given in the 
Algorithm.
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Algorithm: The FLWS Algorithm

 

The algorithm fuzzy logic-based workflow scheduling (FLWS) gets the Workflow 
W as DAG, the set of Cloud Providers CP that are readily providing services for the 
tasks in the workflow, and the QoS Parameters values as integer for time, cost, and 
trust as tuple. Initially the schedule Sch is initialized as NULL. Calculate Earliest 
Completion Time ECT(tki, cpj) for all the tasks in each Cloud Provider providing the 
service. The QoS Parameters values for (time, cost, and trust) are got as tuple for 
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each service in Cloud Providers. With these values U tr U t U ctk x tk x tk xi i i
( ) ( ) ( ), and  

can be calculated. Then for generating the schedule initially the first task is consid-
ered. Then with the loops at step 5 and 6, the decision-making process is repeated 
for all the tasks. The ECT value is computed with insertion-based scheduling policy. 
Step 8 does the calculation for making the fuzzy decision for finding the cloud ser-
vice best suited for the task as per the QoS requirement of the user. The mapped 
service to the task Map(tki, Sk) is appended to the schedule Sch. These steps are 
repeated until all the tasks are done with. Finally, the schedule Sch is given as 
the output.

11.6  �Results and Discussions

To illustrate the working of our fuzzy logic-based workflow scheduling (FLWS) 
model, we present a table with sample values for the six tasks in workflow shown in 
Fig. 11.2. Table 11.2 shows the sample QoS Parameters (time, cost, and trust) values 
as tuple for four Cloud Providers. The steps are worked out for the first task in the 
workflow.

Step 1
Using max-min operator, compute vectors of (UTi

(tx), UTi
(cx),UTi

(trx) for the first 
task. Here tmax

1 ⁠ = 4,tmin
1 =3; cmax

1 =5, cmin
1 =2; trmax

1 =5, trmin
1 =2 . For this task three cloud 

providers are providing their services. Hence the calculations are as shown below.

	
Utk1

1 4 4

4 3

5 5

5 2

3 2

5 2
0 0 1 3−

−
−

−
−

−
−







 = ( )/

	

	
Utk1

2 4 3

4 3

5 2

5 2

5 2

5 2
1 1 1−

−
−

−
−

−
−







 = ( )

	

	
Utk1

3 4 3

4 3

5 4

5 2

2 2

5 2
1 1 3 0−

−
−

−
−

−
−







 = ( )/

	

Table 11.2  Sample QoS parameter values from multi-cloud providers for their services

Workflow task no.
(Time, cost, and trust) values by cloud providers
CP1 CP2 CP3 CP4

1 (4, 5, 3) (3, 2, 5) (3, 4, 2) –
2 (3, 2, 1) – (3, 2, 5) (2, 1, 1)
3 (4, 7, 3) (5, 6, 4) (6, 5, 5) (7, 4, 4)
4 (2, 3, 6) (3, 4, 1) – (6, 3, 4)
5 (5, 2, 1) – (4, 6, 5) (6, 2, 7)
6 – (4, 3, 2) (3, 5, 4) (5, 2, 2)
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Step 2
The selection of cloud provider’s service for task is computed by the maximum 
value of all three objectives based on weight factor. Maximize U ∗ W′ . As given in 
step 8 (Algorithm FLWS) do the calculations. Simply this can be denoted as (UTi

(tx) 
UTi

(cx) UTi
(trx))*  (wtwcwtr)′. Here four cases are presented. In case 1 all the three 

objectives are given the same weightage. In case 2, time is given the priority and the 
other two factors are not considered. Similarly, in case 3, cost is given the priority 
and the other two factors are not considered. Also, in case 4, trust is given the prior-
ity and the other two factors are not considered.

Case 1
Consider W = (13

1
3
1
3) to the set W= (wtwcwtr) for test.
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As per the results got, it could be understood that the second cloud provider’s 
service CP2 is the best service for the first task considering equal weightage for all 
the three objectives time, cost, and trust.

Case 2
Let W = (1, 0, 0,),
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As per the results, it is noted that both second and third cloud provider’s service 
CP2 and CP3 are the best service for the first task considering time alone among the 
three objectives time, cost, and trust.

Case 3
Let W = (0, 1, 0,),
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When cost alone is considered among the three objectives, it is noted that cloud 
provider’s service CP2 is the best service for the first task.
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Case 4
Let W = (0 0 1),
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When trust alone is considered among the three objectives, it is noted that cloud 
provider’s service CP2 is the best service for the first task.

The performance graph is also shown below. The algorithm is implemented in 
Cloudsim. In the simulation experiments, graphs are generated using DagGen 
library. DagGen is a synthetic task graph generator tool. This tool generates random 
and synthetic task graphs for the purpose of simulation. This is useful, for instance, 
to evaluate scheduling algorithms that must be tested over a wide range of applica-
tion configurations. The comparison of FLWS, Minimum Critical Path (MCP), and 
greedy-cost models is presented by using the DAG generated. The experiments are 
done to sequentially test the three algorithms with different sizes. The number of 
tasks varies from 10 to 100 with an increment of 20. The comparisons of execution 
time and cost of FLWS, MCP, and greedy cost are shown in Figs. 11.3 and 11.4, 
respectively. As for the FLWS algorithm, time and cost are both considered simul-
taneously, which enables the user to compromise requirements to yield a genuinely 
better solution. MCP is good with execution time among the algorithms but with the 
highest cost. Conversely, greedy cost has the least cost but takes the longest execu-
tion time. As for the FLWS approach, time and cost are both considered simultane-
ously, which enables the user to get a better solution with their QoS.

Fig. 11.3  Comparison of execution time
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11.7  �Conclusion

This chapter discusses the problems related to workflow scheduling (WFS) in multi-
cloud computing environment. A fuzzy logic-based decision for solving the multi-
objective problem is proposed. The fuzzy logic-based workflow scheduling (FLWS) 
provides an optimal schedule for the given workflow with user QoS being satisfied 
in terms of time, cost, and trust. Thus, this FLWS algorithm provides cooperative 
model for workflow scheduling in multi-cloud environments along with the user 
quality of service being achieved.
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