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Preface

Multi-cloud development is driven by a need to provide highly scalable and reliable 
applications to meet business goals that are difficult to achieve by using private-only 
or hybrid cloud architectures. The benefits of multi-cloud would offer promising 
solutions for critical issues that include selection of best class of services, avoiding 
vendor lock-in, cost-performance optimization, data privacy and compliance, and 
others. These solutions would solve complex computation issues faced by various 
stakeholders. Similarly, the emergence of intelligent cloud brokers with the self- 
healing properties would simplify the operations and fulfill the expectations of 
cloud users in a typical multi-cloud environment.

The core idea behind the book is to extract the infrastructural platform and 
process- based solutions for strengthening the expected service outcomes for multi- 
cloud environments. The solutions offered by intelligent cloud broker and their 
unsolved issues are highlighted by the contributors for examining and implement-
ing next level solutions which are suitable for multi-cloud environment. Further, the 
core theoretical concepts and underlying reference architectures of multi-cloud 
environment has been exposed and illustrated by the contributors. Ultimately, the 
security issues in the multi-cloud environment have been given a higher priority 
while preparing the book. Various practices, such as identity access, authentication, 
and authorization, and SLAs are focused to strengthen the proposal and extract 
novel ideas and solutions from the contributors in this niche area.

The multi-cloud architecture adopted for effective deployment of big data and 
Internet of Things (IoT)-based real-time projects are also explored in the book. This 
book would be helpful to the researchers, cloud developers in industry, faculty 
members, students, and various academic, industrial fraternities who are interested 
in cloud computing and working in multi-cloud environment. The prerequisite 
knowledge required are basis of distributed computing, Internet of computing, 
service- oriented architecture, grid, and cloud computing. The level of the book is 
introductory and advance one.

Sriperumbudur, India Rajganesh Nagarajan 
Bangalore, India  Pethuru Raj 
Vellore, India  Ramkumar Thirunavukarasu 
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About This Book

The cloud idea is on fast track and is tending towards the multi-cloud phenomenon, 
which is being projected as the next big thing in the mesmerizing cloud journey. 
Multiple cloud environments (private, public, and edge) have been leveraged by 
worldwide business enterprises towards gaining a number of business, technology, 
and user advantages. Setting up and sustaining multi-cloud environments are beset 
with a number of challenges and concerns. Cloud experts and exponents from the IT 
industry and academic institutions have come out with a number of ways and means 
for fulfilling multi-cloud strategy. In this book, we have incorporated well-written 
chapters on the various aspects of multi-cloud paradigm.

The initial portion of the book focuses on the motivations for the industry to 
implement multi-cloud option for distinct business and technological use cases. The 
second part of the book addresses the challenges involved in setting up and sustain-
ing multi-cloud environments. There are business and technology-centric chal-
lenges in embracing and operating multi-cloud centres. The third portion focuses on 
the next-generation technologies and tools along with multi-cloud platforms, pro-
cesses, patterns, and practices. The privacy and security issues with respect to the 
multi-cloud environment have been focused in the penultimate section. The final 
segment of the book is dedicated for cloud brokerage systems, where various traits 
and tenets of cloud brokerage services especially for accomplishing cloud interme-
diation, integration, orchestration, governance, security, management, configura-
tion, etc. have been explained in detail through a few chapters.
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Chapter 1
Invocation of Multi-Cloud Infrastructure 
Services in Web-Based Semantic Discovery 
System

B. Bazeer Ahamed  and Murugan Krishnamoorthy 

1.1  Introduction

Cloud computing as a bobbing up imaginative innovation has affected the 
Information Technology (IT) enterprise to a large degree, where the leading compa-
nies like Google, Amazon and Microsoft have normal cloud innovation to supply 
perceptive and sturdy cloud administrations. The most enticing highlights like on-
request self-administration, pervasive organization access, vicinity free asset pool-
ing, rapid flexibility, and pay per use have made cloud advantages more attractive 
[1, 2]. Cloud computing has led to the expansion of distributed computing technol-
ogy by virtue of the advanced Internet services which tend to complement the char-
acteristics pertaining to distributed computing environment emerging from World 
Wide Web, Grid computing as nicely as shared organizations. To be exact, distrib-
uted computing local weather gives large scope foundations to most beneficial fig-
uring these can modify steadily to the consumer simply as utility prerequisites.

An improvement vary of pay-per-use cloud administrations are presently avail-
able on the net as Software as a Service (SaaS), Infrastructure as a Service (IaaS), 
and Platform as a Service (PaaS). With the increase in the number of services, there 
has also been an increase in demand and adoption of cloud services, making cloud 
service identification and discovery a challenging task. This is because of modified 
help depictions, non-normalized naming shows, heterogeneity in kind, and 
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highlights of cloud administrations. Consequently, choosing a becoming cloud 
administration as per customer necessities is an overwhelming assignment, in par-
ticular for purposes that utilize a piece of more than a few cloud administrations. 
This part clarifies the proposed semantic-based cloud framework administration 
revelation and choice framework that characterizes practical and non-useful ideas, 
properties, and relations of foundation administrations. Here, it is verified how the 
framework empowers one to find appropriate administrations ideally as referred to 
with the aid of purchasers.

Due to ever-altering cloud computing environment, applicable carrier composi-
tion is needed. With increase in the number of service providers the requirements of 
service consumer are very demanding time-to-time. Thus, it is difficult to compose 
offerings based on consumer’s preferences. As a result service composition has 
become a major issue in cloud computing environment. Henceforth, a savvy cloud 
revelation and shape instrument turns out to be a lot of vital for an appropriate help 
with greater exactness and least time that fulfills purchaser express measures. As of 
late, committed programming professionals have been accustomed to get informa-
tion into allotted computing stipulations that could supply increased adaptability, 
versatility just as self-sufficiency concerning asset the executives, administration 
provisioning while at the equal time actualizing massive scope applications. 
Similarly, for normalization in depiction of cloud administrations, it is needed to 
make use of a semantic records portrayal methodology viewed metaphysics that 
focuses to a view of the space of interest.

To design a novel Multi-agent-based framework that implements cloud ontology 
for cloud service discovery and selection in multi-cloud environment. This frame-
workexploits cloud service description annotated with cloud ontology, concepts, 
propertiesto retrieve semantically related service each of which are ordered by their 
semantic relevance to the user request. The utilization of keen specialists in this 
device partitions the excellent burden of the cloud administration revelation and 
desire into a number of free undertakings. Since the proposed device relies upon 
disseminated design, the overall performance of the procedure of service discovery 
can be more desirable by deploying unique software program agents, which can 
decompose the discovery procedure into a variety of impartial subtasks that can be 
handled effectively by the software program agents.

1.2  Literature Review

Tim Berners-Lee changed innovative method of accessing and gathering informa-
tion after the invention of World Wide Web (WWW) in the year 1989. Continuously 
growing repository of WWW makes it difficult for its user to search for specific 
information across it. In order to overcome this problem, Semantic Web [1] was 
introduced afterwards. The idea here was to associate the meaning of the data pub-
lished on WWW to enable the system to process human understandable informa-
tion. Hence, Semantic Web can be viewed as an integration of machine understandable 
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semantics along with conventional web content. Ontology in Semantic Web repre-
sents the technology used for knowledge representation, which formalizes the 
meaning, thereby facilitating search for contents and improved crawling. An exam-
ple of cloud ontology that indicates the hierarchical relations of cloud concepts is 
proven in Fig. 1.1. For instance, the conception of “Cloud System” has five excep-
tional child nodes (IaaS, PaaS, SaaS, CaaS, and DaaS).

Web service can be perceived to be a public interface for a particular utility that 
can be invoked in order for performing a commercial enterprise function or a crew 
of functions. Thus, a web service can be virtually defined to be a self-contained as 
well as self-describing modular application, which should be published, discovered, 
and invoked in the World Wide Web. The interactions among the web offerings typi-
cally take place in the form of SOAP calls that comprise the content material of 
XML data. The description of the interfaces with the web services can be articulated 
using WSDL (Web Service Description Language). The UDDI (Universal 
Description, Discovery, and Integration) general defines a protocol that can be use-
ful for discovery of services comprising exclusive internet service description. The 
functional properties relating to a web service disseminate the necessary details 
pertaining to its functionality that comprises the inputs as well as the outputs of the 
desired web service along with the pre-condition as well as post-condition related to 
its functionality.

This information shall be made available to the user through the respective web 
service provider as and when the selection of the requested service is allowed for the 
user [2]. “As described by the Software Engineering Institute (SEI) QoS,” The prob-
ability that a system will deliver particular levels of measurable computational and 
communication properties such as availability, bandwidth, latency etc. The QoS 
properties can be used in order to evaluate the degree of conformance of the desired 
service to a specific quality requirement. Such properties are split into two 

Thing CloudSystem

PaaS

CaaS

SaaS

DaaS

laaS

is-a

is-a

is-a

is-a

is-a

is-a

Fig. 1.1 A simple cloud ontology
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categories, namely technical and managerial. The technical properties necessarily 
elaborate the properties that are associated with the operation of the service incor-
porating availability, security, and reliability. The managerial properties are related 
to management of the service integrating contract, cost, payment, as well as owner-
ship [3, 4].

A virtual entity referred to as an agent should operate on behalf of another entity 
in order to perform a task for the attainment of a defined objective. Such agent sys-
tems are necessarily self-contained software entities that integrate domain knowl-
edge and are capable of displaying actions with a certain degree of independence to 
generate action needed to achieve a diversified portfolio. Administrator systems are 
typically designed to function in an environment that could be constantly evolving. 
The following are the distinctive characteristics pertaining to such operatives [5, 6]. 
Zheng et al. [7], that is based on the QoS information along with user preferences, 
have addressed a three-layer matching method for semantic web service discovery. 
Here, the client is allowed to set their personal weights for recognition of their non-
public choices. A framework for execution of semantic net services proposed in [8] 
makes use of a context aware broker agent. Here, software agent makes use of the 
placing information all collectively for distinguishing proof of web administrations 
regarding instances proposed for improvement of viability and accomplishing scal-
ability while imparting kinds of assistance. An approach to web service selection 
based on agents has proposed the uses of WSDL information supplied by service 
provider [9] here use the data mining tool. Weka and think about customer analysis 
and QoS assessments for web organization revelation. In any case, the QoS regards 
right here are not categorical and matter upon surmise exorbitantly. Consequently, 
customers that are sophisticated sufficient can also suppose that it is tough to decide 
the unique QoS esteems relating to any ideal web administration. Vedivel et al. [10] 
address a methodology for conjuring and getting to the web advantages that are 
superior semantically identifying with the subject of portable Web based totally 
business. This approach necessarily allows the wireless customers to make use of 
internet services without an online carrier requestor and thereby the usage of mobile 
and computerized software agents. Gu et al. [11] propose an extended service dis-
covery approach that involves the conventional entities such as service consumer, 
service provider, and UDDI. In addition to it, the authors introduce a new compo-
nent called Certifier that holds the responsibility of verification of QoS pertaining to 
a desired service prior to the process of registration. Here, the consumers are allowed 
for verification of QoS with Certifier while requesting for the web service. However, 
this model does not implement user feedback in the process of service discovery 
even though it integrates QoS into UDDI. A framework for discovery of automatic 
web services based on software analyzing agents is presented [12].

The authors Alirezaei et al. [4]  introduce a new component called Certifier that 
holds the responsibility of verification of QoS pertaining to a desired service prior 
to the process of registration. However, this model does not implement user feed-
back in the process of service discovery even though it integrates QoS into 
UDDI. The author fused here an autonomic director to control the situation of the 
internet administrations there with the aid of using five programming professionals, 

B. B. Ahamed and M. Krishnamoorthy
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to be specific, an arranging specialist, an execution specialist, apiece specialist, a 
revelation specialist, and a staring at specialist. Nevertheless, authors do not detail 
the method of implementation of autonomous manager, and thus the practicality of 
this model remains unassumed. The  multi-agent system discussed in [13] is claimed 
to be capable enough for efficient  web service discovery, Web service discovery 
QoS registration thereby exhibiting the functionality such as QoS registration, veri-
fication, certification, and confirmation with the implementation of multi-agents 
such as query agent, certification agent, and response agent.

A distributed approach to web service discovery has been proposed in [14] that 
is supposed to be reliable, flexible, and scalable. This approach integrates intelligent 
search with centralized shared space among subset of spaces. However, this method 
ignores automation of search process and thus cannot be regarded as an efficient 
one. M. Hogan et al. [15] have presented a method that integrates information min-
ing approach along with service ranking strategies into SOA plan for administration 
revelation. A semantic web administration disclosure approach that makes use of 
SPARQL to communicate the realistic ascribes relating to web administrations like 
pre-conditions and post-conditions has been delivered in [16]. However, this method 
does not take into account the nonfunctional attributes referring to web offerings 
and, in particular, QoS and performance. A reputation-based framework for seman-
tic web provider discovery is presented in [17] that exploits a recognition adminis-
tration system in order for series of service scores on types of context. A structure 
that receives patron inclinations as a scanning instrument for administration deter-
mination is tended to in [18], which positions the administrations as for their prereq-
uisites. A two phase semantic based web service discovery technique has been 
discussed approach has been talked about, and to present a smart cloud intermediary 
for disentangling the cloud administration choice cycle that can discover services 
with the implementation of a two-stage matching procedure, i.e., operational match-
making and operation-composition matchmaking, has been discussed. Nagarajan & 
Ramkumar [19, 20] present an artificial intelligence based semantic web service 
discovery model in which a two-level filtration is conducted by the service requestor 
during service discovery. The administrations process from the perspective of two 
engineering requirements, specifically Service-situated Architecture (SOA) and 
Cloud figuring. The cutting-edge examination endeavors acted in the intervals of 
administration disclosure, advent and provisioning of administrations in accordance 
to the SLA has been commonly checked on from the perspective of SOA and Cloud. 
However, the overall performance of this model in terms of time as properly as scal-
ability along with its economic effectivity has not been discussed.

The framework type of administrations, for example, registering and capability, 
is considered for this proposition. Concerning the purchaser determination, the pro-
posed supplier builds the cloud philosophy to tackle the accessible administrations 
from the help storehouse. With the information of ontological portrayal, the pro-
posed consultant finds the foundation administrations from the available seller. The 
appropriate administrations are addressed utilizing semantic organization, which 
empowers the client to assume about the available administrations in accordance to 
their posted necessities. At last, the service provider suggests the administrations 

1 Invocation of Multi-Cloud Infrastructure Services in Web-Based Semantic…
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with its more highlights to the cloud clients. Further, it handles the virus begin 
trouble through embracing the framework factorization guideline and predicts bet-
ter QoS esteems for currently confirmed up administrations. To approve our meth-
odology, we have directed exploratory chips away at benchmark datasets, and the 
result suggests that the proposed strategy outflanks preferred outcomes over the 
model-based approaches.

1.3  Proposed Methodology

The proposed model as verified in Fig. 1.2 includes three principle levels as nitty- 
gritty underneath.

 1. Client Request: A customer first asks for cloud administration revelation through 
a Web-based graphical UI (GUI). Client wishes to choose esteems for excep-

Fig. 1.2 Proposed cloud 
service discovery and 
selection model

B. B. Ahamed and M. Krishnamoorthy
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tional utilitarian and nonpractical boundaries, for example, RAM, CPU, ECU, 
plate space, switch speed, accessibility, ranking and cost, and so on.

 2. Administration Discovery: Then the client’s solicitation is handled via a seman-
tic inquiry processor, which makes use of the Simple Protocol and RDF Query 
Language (SPARQL). The estimations of the sensible boundaries are coordi-
nated with the characteristics that are on hand in the cloud metaphysics.

 3. Administration Selection: Next, the practically coordinated characteristics are 
long past via another semantic question processor using the SPARQL language 
to coordinate the preset nonfunctional boundaries with the qualities current in 
the philosophy. After the coordinating is done, the located administration is 
brought to the client, again through the Web-based GUI, which suggests the suc-
cess of the entire cycle.

The work procedure for the assistance disclosure and choice cycle contains the 
accompanying advances.

• User sends needs via the digital GUI.
• The solicitation is handled via the semantic inquiry processor; the semantic 

question processor assessments for coordinating of the utilitarian boundaries.
• The coordinated administrations are passed to the semantic inquiry processor for 

coordinating of nonpractical boundaries.
• The last placed administration is shipped off the customer via the online GUI.

Calculation 1 delineates the semantic matchmaking measure. This calculation 
begins by way of emphasizing through all administrations commented on via 
belongings from client’s solicitation (recovered through the potential get all cloud 
administrations by semantic comment). The semantic rating of each and every one 
of the recovered cloud administrations is decided with the assistance of semantic 
likeness work. The semantic closeness work computes the semantic magnitude 
between two unique properties involving the Tversky likeness model. Consequently, 
for the two seemed at here assets, the capability get cloud thoughts is utilized to get 
their cloud ideas, and the capability get cloud homes restores the arrangement of 
their object properties and data type residences from the cloud cosmology. At that 
point, the capability Tversky closeness Algorithm 1 is conjured to confirm the stage 
of pertinence with the aid of uprightness of the calculation of the shared character-
istics and contrasts pertaining to the notion about sets. Then, the ultimate rating of 
the potential semantic likeness is gotten by using registering the normal among the 
ideas, object properties, and records type properties coordinating scores.

1 Invocation of Multi-Cloud Infrastructure Services in Web-Based Semantic…
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Algorithm 1: Semantic Matchmaking of Cloud Services
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Algorithm 2: Tversky Similarity () Function

 

Here, the Tversky’s model in Algorithm 2 is utilized with the coordinating 
semantic Cloud administrations, as it has been considered as possibly the most 
incredible likeness models to date. The model considers the highlights that are nor-
mal to two ideas and moreover the isolating highlights specific to each. Even more 
explicitly, the likeness of a concept c1 to an idea c2 is a component of the highlights 
regular to c1 and c2, these in c1 yet not in c2 and these in c2 yet not in c1.

Leave F1 separately through the rundown of highlights of IaaS = {Operating 
System, Virtualization, Servers, Storage, Data Center, Networking, Firewall, and 
Security}.

Leave F2 separately through the rundown of highlights of NaaS = {Networking, 
Firewall, Security, Virtual Private Network, and Mobile Network Virtualization}.

Leave C separately through the normal Features in the center of them for exam-
ple {Network, Firewall, Security}.

UF1 = {Operating System, Virtualization, Servers, Storage, Data Center}.
UF2 = {Virtual Private Network, Mobile Network Virtualization}.
Presently the closeness measure among IaaS and NaaS is registered as follows:

 
sim

c

c U UF F

=
+ +

=
+ +

=
1 2

3

3 5 2
0 3.

 
(1.1)

Additionally, for the Object property like OS (Windows 10, Windows 8.1) in the 
proposed philosophy, Windows 10 and Windows 8.1 are similar by ethicalness of 
their regular properties like Windows Phone 8 help, secure VPN uphold, Software 
Compatibility, and divergent by means of prudence of their disparities, to be par-
ticular, Migration cost, Prior OS joining, Branch Cache Support, User Account 
manipulate, and so forth. The discovey system returns the result which is shown in 
the Table 1.1.

1 Invocation of Multi-Cloud Infrastructure Services in Web-Based Semantic…
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1.4  Implementation

To actualize the proposed structure, the Hypertext Preprocessor (PHP) stage is uti-
lized. The cosmology is made utilizing the Protege metaphysics supervisor, which 
depends on Java stage. ARC2 structure is utilized for Semantic application 
uphold in PHP.

1.4.1  Building the Cloud Ontology

Here, the Multi-Cloud administration cosmology relies upon the area model of the 
Infrastructure as a Service (IaaS) layer. The Cloud basis administrations are instantly 
portrayed with the aid of this metaphysics, and the framework administration reve-
lation determined with the aid of its utilitarian and non-useful QoS boundaries is 
encouraged through mappings of specialized portrayals of the cloud expert co-ops. 
The proposed cosmology fills in as a semantic primarily based vault throughout the 
enrollment, disclosure, and preference cycle. The necessary administrations region 
records have been gathered from numerous assets: cloud scientific categorization, 
cloud metaphysics, and enterprise organized norms (The National Institute of 
Standards and Technology (NIST) [21]. Likeness questioning is carried out with the 
aid of uprightness of suggestions with the cloud philosophy. The said philosophy is 
expressly characterized in OWL and can be seen at: http://www.mrparhi.in/Iaas/
major_project.owl. This metaphysics is planned utilizing the Protégé v4.3 Ontology 
Editor, an open-source instrument, which has been created by using the Stanford 
University. The proposed philosophy carries the principal classification named as 
Cloud Service Discovery with subclasses as Cloud Service Attributes, Cloud 
Service Providers, and QoS.  The Cloud Service Attributes class includes all the 
utilitarian credits of the Cloud professional businesses while the QOS subclass 
incorporates all the nonpractical boundaries and the cloud expert organization’s cat-
egory includes all the Cloud expert organizations (Fig. 1.3).

In this stage, the purchaser needs to pick out the applicable characteristics as 
indicated through his/her necessities from a bunch of utilitarian boundaries like OS 

Table 1.1 Evaluation of user request with discovery result

Request constraints User query Detection result

Service type Iaas Naas
Operating system Windows 8.1 Windows 10
Expense 0.01 0.03
Memory(GB) 4 2
Bandwidth(GB/s) 6 4
Central processing unit 2 4
Determined storage (hard disk) (GB) 100 200

B. B. Ahamed and M. Krishnamoorthy
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Type, RAM restrict (GB), variety of CPU Cores, Bandwidth (Gbps), Disk area 
(GB), and so on for the most part, the cloud specialist agencies have diverse utilitar-
ian boundaries, which may also not be on hand with all the suppliers. Hence, some 
everyday boundaries are viewed here, for which the proposed Ontology is known as 
Unified Ontology. At that point, the purchaser needs to pick the nonpractical/QoS 
boundaries as per their need after which the purchaser desires to tap the Discover 
and Select capture to execute the question. The Semantic Query Processor is uti-
lized to deal with the inquiry produced by way of the customer utilizing the SPARQL 
query language. SPARQL Query for revelation stage is given beneath (Fig. 1.4).

1.5  Experimental Results and Discussion

To Examine the result,the three performance measure experiment was conducted to 
evaluate the search efficiency of the proposed approach taking the same number of 
iterations. Three execution gauges in most cases utilized in data restoration [22, 23], 

Fig. 1.3 Classes and subclasses used in the proposed cloud ontology

Fig. 1.4 SPARQL query for Discovery phase

1 Invocation of Multi-Cloud Infrastructure Services in Web-Based Semantic…
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for example, Accuracy, Recall, and F-Measure, are utilized to gauge the hunt pro-
ductiveness throughout revelation and desire of cloud administrations. As there is 
no popular informational index available for semantic cloud administration revela-
tion, a semantic cloud administration Repository used to be assembled, for example, 
the Cloud Ontology: Tripple Store making use of Protege v4.3 Ontology Editor that 
includes 51 IaaS Individuals (VM examples) with 16 boundaries as data properties 
gathered from the pinnacle IaaS cloud professional organization’s entrances (for 
example, Amazon, Microsoft-Azure, GoGrid, IBM, Rackspace, and so on). During 
the disclosure cycle, the Precision, Recall, and F-measure esteems are registered 
through crossing a given rundown of cloud administrations, as per a query and pro-
posed semantic matchmaking calculation. For a given inquiry Q, the Precision P is 
the extent of the pertinent cloud administrations recovered to all the recovered cloud 
benefits and is numerically communicated as

 
P =

∩relevent services retrievedservices

retrievedservices  
(1.2)

In addition, the Recall R is the extent of important cloud administrations, which 
have been recovered to all the significant administrations and is numerically com-
municated as

 
R =

∩relevent services retrievedservices

relevent services  
(1.3)

At last, the F-Measure score have figured. The F-measure is the consonant 
amount of Precision and Recall, which gives the exactness of the methodology and 
is depicted as

 
F

P R

P R
= ×

×

+
2

 
(1.4)

The average for Recall, Precision, and F-measure have figured for both social 
and proposed philosophy based methodology as demonstrated in Table 1.2.

Table 1.2 Calculating the search effectiveness: ontology vs. relational method

Type of matching
Average precision 
(%)

Average recall 
(%)

Average F-measure 
(%)

Ontology method 56.01 17.95 27.08
Relational database 
method

52.48 13.27 20.53

B. B. Ahamed and M. Krishnamoorthy
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The evaluation end result as tested in Fig. 1.5 shows that search productivity of 
cosmology method is dazzling better as a way as Precision, Recall, and F-Measure 
than social methodology due to the fact of the proposed calculation and semantic 
principles. After investigation, there are two explanations at the back of low estima-
tions of Precision, Recall, and F-measure.

• The philosophy in semantic cloud administration store is not always sufficiently 
massive.

• Inference guidelines are sufficiently not.

 Therefore, this experiment is further extended by adding few pseudo cloud 
services to the cloud ontology for analysing the above two issues. The motive for 
making these pseudo administrations was once to display positive attributes to 
test the unbending nature of the proposed matchmaking calculation. At that point 
the quantity of IaaS clients are multiplied with a variety of data esteems and 
article residences in the proposed cloud cosmology. The Precision, Recall, and 
F-measure esteems appear in Table 3; what’s more, the comparing plan is shown 
in Fig. 1.6. 

Examination of the effects demonstrates that there is staggering enchantment in 
the presentation of the framework as a long way as Recall, Precision, and F-Measure 
esteems with the growth in the extent of classes, people, properties of cloud meta-
physics, and the extent of surmising rules. This empowers the framework to find the 
hugest administrations as noted via the cloud administration customers.

56.01
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Fig. 1.5 Comparison of search effectiveness between ontology approach and relational approach
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Fig. 1.6 Comparison of search efficiency between ontology approach and relational approach 
after ontology extension

Table 1.3 Measuring search efficiency after ontology extension: ontology’s relational approach

Type of similar approach
Average precision 
(%)

Average recall 
(%)

Average F-measure 
(%)

Ontology approach 73 25.61 36.89
Relational database 
approach

62.9 18.37 28.37

1.6  Conclusion

The proposed ontology for classifying and representing the configuration data 
related to Cloud IaaS services is complete for the reason that it can seize each static 
configuration as well as dynamic QoS configuration. Further, the notion of ontology 
is integrated which enhances the efficiency and correctness of the proposed model. 
The model permits users to effectively search and choose the satisfactory feasible 
Cloud IaaS service provider with the most feasible accuracy level. A collection of 
experiments is conducted in this work and all the experiments show that the pro-
posed strategy performs much better in terms of response time and accuracy mea-
sures such as Precision, Recall, and F-Measure.
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Chapter 2
Hybrid Machine Learning Models 
for Distributed Biological Data 
in Multi- Cloud Environment

K. Thenmozhi , M. Pyingkodi , and K. Ramesh

2.1  Introduction

Big data is an emergent field which increases more number of data in the fields like 
marketing, medical, biological research, transaction of data, and so on. Due to 
growing size of data, data retrieval is more complex. Big data is classified into three 
V’s, that is, Volume, Velocity, and Variety of data [1]. Big data, which is a huge 
volume of data, is not only collected from computers but also from mobile phones, 
sensors in various filed, social media posts, and many other resources. Data retrieval, 
data analysis, quality and quantity measures of algorithm and data, and outlier 
detection are considered various issues in Big data [2].

Biological data is a collection of life science information, computational study, 
information of living organism, and high quantity of research knowledge. The prog-
ress of biological data information’s collected from DNA, RNA, protein discovered 
[3, 4]. The types of biological data are incorporated from genomics, proteomics, 
microarray, metabolomics, gene expression, and ontology, and so on. The biological 
data is distinguished in different data format like image, sequence, structure, pat-
terns, graph, text, geometric, and expression [5, 6].
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The cell is the basic structure of every living organism. The nucleus is the heart of 
the cell with chromosomes which have a part called DNA. The four bases of DNA are 
Adenine (A), Cytosine(C), Guanine (G), and Thymine (T). DNA is transcribed into 
RNA which has the base pair of Adenine (A), Cytosine(C), Guanine (G), and Uracil 
(U) [7]. The base pair of RNA is similar to DNA except for Thymine. RNA use Uracil 
instead of Thymine. RNA is translated to protein. Proteins are formed by linking dif-
ferent amino acid or peptide bonds [8]. A protein is normally denoted as a sequence 
or string on an alphabet of 20 characters, except B, J, O, U, X, and Z.

Cloud computing is the main part of the research in bioinformatics for huge vol-
ume of biological data [9]. Distributed cloud computing is one of the main roles in 
cloud computing that simplifies the cloud location, progress, distribution of data, 
and application from various sites to achieve the necessities, hence improving the 
performance and reducing the idleness.

Machine learning denotes to design and assess the algorithms to enable the data 
mining models from raw data. Generally, machine learning facilitates the two learn-
ing mechanization, that is, supervised learning and unsupervised learning [10]. 
Supervised learning represents the classification and prediction of the members 
with known features based on class label of data. Unsupervised learning, otherwise 
called as clustering and outliers, collects similar data into one group and dissimilar 
data into another. Both learning mechanisms work well in biological research for 
biological data. The combination of machine learning and deep learning is quite 
complex for biological data. Machine learning hybrid with deep learning and cloud 
computing enhances the performance of the algorithm.

Distributed clustering is used to solve computational issues in distributed data. 
Generally, the data is classified into two forms: homogeneous and heterogeneous. 
Homogeneous data has similar dataset attributes, and heterogeneous has different 
dataset attributes. In Fig. 2.1, the distributed clustering is done in two levels such as 
local and global [11, 12].

2.1.1  Chapter Sections Overview

Chapter sections are organized as follows: Sect. 2.1, describes the introduction; 
Sect. 2.2 presents a detailed survey of previous studies, Sect. 2.3 explains about the 
hybrid models; Sect. 2.4, presents the results and discussion; and Sect. 2.5 presents 
the conclusion.

2.2  Literature Review

Bioinformatics is an emerging research area for storing and accessing a huge vol-
ume of data. Data access is a difficult task in the research field. The structure and 
function of protein based on the statistical metric based feature selection techniques, 
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which reduced the feature vector size for evaluate the growing biological data [13]. 
The neural network classifiers compared with other classifiers for improving the 
evaluation. The accuracy of classification is to exactly identify the changes of amino 
acid sequence. This feature selection proves a significant upgrade in performance in 
terms of accuracy, sensitivity, and F-measure. This selection technique fails to man-
age the time complexity for accessing the data.

The distribution-based spectral clustering and cuckoo search used for cancer 
identification with protein sequence data reduces time complexity. Invariant 
sequence identified based on the similarity index, which is identified by Jaccard 
similarity index. Fuzzy logic used to detect the membership value of protein 
sequence. Based on the similarity and membership value, the sequence is detected 
whether cancerous or non-cancerous. This distribution-based spectral clustering 
improves the accuracy and reduces the time but fails to detect the features-based 
detection [14, 15].

TRIBE-MCL is used for the family of protein to detect the information of 
sequence similarity. Protein family detection is one of the main goals of functional 
and structural genomics. Construct a protein–protein similarity graph for proteins. 

Fig. 2.1 Architecture of distributed clustering
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Then, generate a weighted transition matrix for the constructed similarity graph by 
BLAST E-Values and finally transform, weight into transition probability for con-
structing a Markov matrix. This task is probably expensive to achieve a goal in a 
short period [16].

The deep learning algorithm exactly identifies the breast cancer using mammog-
raphy image. Digital Database for Screening Mammography (CBIS-DDSM) test 
improves the sensitivity, specificity and reduces the false-positive and false-negative 
rates [17]. Deep learning method is highly suitable for heterogeneous mammogra-
phy image, but it takes much time to produce the result of algorithm. Random forest 
and distributed techniques are rarely used in biological environment [18, 19].

2.3  Hybrid Models of Deep Learning and Machine Learning

The data is distributed among various places and size. If all the data collected into 
single site, it takes more execution time and memory for process the data. To avoid 
this contingency, the distributed approach is used to cluster the data locally and 
form a global data based on data representative. Local cluster is done by Distributed 
Spectral Clustering (DSC) technique such that construct a diagonal matrix for “n” 
number of protein data, then find the similarity using Jaccard similarity index, then 
compute the Laplacian function with the help of Eigen values and Eigen vectors. 
Then, run the Fuzzy C-Means (FCM) to separate an object. In normal spectral clus-
tering, K-means is used to separate a data instead of FCM. Apply the statistical 
metric-based feature selection in global data. This selection is done based on the 
scoring and length of the sequence. In this model, machine learning algorithm of 
spectral clustering is used to split up the data based on the similarity and the deep 
learning-based feature selection acts to get final informative sequence. Table 2.1. 
represents the Pseudo code of Distributed Spectral Clustering with Feature Selection 
(DSCFS).

Table 2.1 Pseudo code of distributed spectral clustering with feature selection

Step 1: Construct diagonal matrix
Step 2: Build a similarity matrix by Jaccard similarity index
Step 3: Compute Laplacian function by Eigen values and vectors
Step 4: Update Laplacian function
Step 5: Minimize the objective function by fuzzy membership
Step 6: Apply the statistical based feature subset selection based on length and score of the 
sequence
Step 7: Get the final informative sequence

K. Thenmozhi et al.
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Feature selection is done based on the length and score of amino acid. The stan-
dard 20 (A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y) amino acid is used 
to stipulate the protein sequence of any length for any gene. Figure 2.2 represents 
the architecture of Distributed Spectral Clustering with Feature Selection.

2.4  Experimental Results and Discussion

The clustering measures are calculated by the following values: True Positive (TP), 
True Negative (TN), False Positive (FP), False Negative (FN) [20, 21].

2.4.1  Accuracy

Accuracy is refers to defined as correctly detect the cancerous sequence by the total 
number of sequence. It is measured in terms of percentage (%) (Table 2.2; Fig. 2.3).

 
Accuracy

TP TN

TP FP TN FN
=

+
+ + +  

(2.1)

Protein Data
Source A 

Protein Data 
Source n

DSC DSC

Sequence Representative Sequence Representative

Globally Collect Similar Sequence (Cloud Environment)

Feature Selection

Final Information

Fig. 2.2 Architecture of distributed spectral clustering with feature selection
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2.4.2  Precision/Specificity

Precision is referred to measure the quality of accuracy and it is the ratio of correctly 
identified sequences and the total number of sequences. It is also measured in terms 
of percentage (%) (Table 2.3; Fig. 2.4).

 
Precision

TP

TP FP
=

+  
(2.2)

2.4.3  Recall/Sensitivity

Recall is referred to measure the quality of accuracy and it is defined as a fraction of 
correctly identified sequences and the total number of sequences. It is also measured 
in terms of percentage (%) (Table 2.4; Fig. 2.5).

 
Recall

TP

TP FN
=

+  
(2.3)
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Fig. 2.3 Comparison of 
TRIBE-MCL and DSCFS 
in terms of accuracy

Table 2.2 Accuracy for TRIBE-MCL and DSCFS

Sequences TRIBE-MCL DSCFS

500 74 78
1000 79 82
1500 84 87
2000 88 93
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Table 2.3 Precision for TRIBE-MCL and DSCF

Sequences TRIBE-MCL DSCFS

500 75 81
1000 77 84
1500 80 89
2000 83 91

Table 2.4 Recall for TRIBE-MCL and DSCF

Sequences TRIBE-MCL DSCFS

500 71 76
1000 75 81
1500 78 85
2000 82 91
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2.4.4  F-Measure

F-measure is referred to integrate the mean of precision and recall. It is also mea-
sured in terms of percentage (%) (Table 2.5; Fig. 2.6).

 
F

precision recall

precision recall
= ∗

∗
+

2
 

(2.4)

2.4.5  Time

Time is referred to as starting and ending time of execution for the total number of 
sequence which is measured in terms of milliseconds (ms) (Table 2.6; Fig. 2.7).

2.4.6  Motif for Normal Sequence (Fig. 2.8)
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Fig. 2.6 Comparison of 
TRIBE-MCL and DSCFS 
in terms of F-measure

Table 2.5 F-measure for TRIBE-MCL and DSCF

Sequences TRIBE-MCL DSCFS

500 73 78
1000 76 82
1500 79 87
2000 82 91

K. Thenmozhi et al.



27

0
10
20
30
40
50
60
70

500 1000 1500 2000

T
im

e 
(m

s)

Sequences

TRIBE-MCL DSCFS

Fig. 2.7 Comparison of 
TRIBE-MCL and DSCFS 
in terms of time

Fig. 2.8 Motif graph for normal sequence

Table 2.6 Times for TRIBE-MCL and DSCF

Sequences TRIBE-MCL DSCFS

500 47 24
1000 51 27
1500 54 31
2000 58 33
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2.5  Conclusion

The Distributed Spectral Clustering with Feature Selection techniques is done in 
two models such as local and global models to reduce the time complexity, and 
feature selection is used to enhance the accuracy, precision, recall, and F-measures. 
Local model acts as a clustering and global model acts as Cloud, which provide 
most of the intelligent services like security, performance, productivity, reliability, 
scalability, speed, and accurate access. This method is mainly applicable for huge 
volume of distributed data. The results achieved are based on similarity, length, and 
score of the sequence. This novel technique is compared with TRIBE-MCL to show 
better performance to get mutant protein sequence. Every measure in this technique 
shows better performance than literature TRIBE-MCL method.
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Chapter 3
Multi-Cloud Path Planning of Unmanned 
Aerial Vehicles with Multi-Criteria 
Decision Making: A Literature Review

K. Santhi, B. Valarmathi, and T. Chellatamilan

3.1  Introduction

UAV denotes a pilotless aircraft which functions via a combination of technologies 
such as artificial intelligence, computer vision, object avoidance technologies, and 
what not. A UAV operates on ample levels of independency via remote control by a 
manual operation or a pre-programmed operation on board computers. Having 
experience significant levels of achievements on autonomous technologies, UAVs 
take a big chunk on wide versatility of applications, such as national security, talk-
ing of emergency situation, humanitarian aid and disaster management, conserva-
tion of resources, disease control and prevention, agriculture and forming, weather 
forecasting, urbanization, retail, manufactural establishment, nourishment of inven-
tories, and upbringing of economies.

3.2  Classification of UAV

There is no one criterion when it arrives to the classification of UAV. They are cat-
egorized by aerodynamics, landing, weight, and range as shown in Fig. 3.1.
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3.2.1  Based on Aerodynamics

Wide varieties of UAV systems have been worked upon, which includes the fixed 
wing aircraft [1], chopper [2], multi-copter [3], vertical aeration and piloting [4], 
details on various part in the making of UAVs, and getting the UAVs into the market.

Fixed wings are the key uplifting components which work on accelerating the 
current phase ahead. Lifts generated are systematically influenced by angulation of 
the UAVs along with its initial phase of aeration which influenced on fixed wings. A 
thrust-to-load ratio lower than one and higher is essential to get the most out of fixed 
wing drones when launching the flight [5]. It must be noted that fixed wing drones 
are higher in sophistication and does utilize appreciable amount of power when 
compared to multi-rotor on some of payload [6]. Controlling this aircraft does 
require roll, pitch, and yaw maneuvers. Direction, aeration, and positioning are 
taken cared by roll, pitch, and yaw, respectively. Yaw, roll, and pitch are angulated 
by rudder, ailerons, and elevators on the surface of aircraft shown in Fig. 3.2.

Given that fixed wing drones are getting higher popularity due to its sophistica-
tion and compatibility with larger lift-to-drag ratio (L/D ratio) and with sophisti-
cated Reynolds number, they cannot aerate on low speed and also hover still. Being 
well observed the fact that the lift-drug points on lift generated by a trailing wing are 
counter generated, fixed wing drones are less valued for L/D. Small hummingbirds 
to large dragonflies [7] have been an inspiration for developing flapping wing 
drones. Not only the birds on the whole have been driven inspiration from but also 
the feathers of the above further helped in designing lightweight and flexible wings 
in aerodynamics. Although the inspiration came easy from the birds, it is a big tech-
nological challenge to work on accounting to the complexity in aerodynamic for 
creating flexible and weightless flaps [8].

Fig. 3.1 Classification of UAV based on aerodynamics, landing, and multi-rotor
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In a multirotor, main rotor sharp edge delivers a powerful push helping on aera-
tion and piloting. Multirotor unmanned aerial vehicles aid vertical take-off and 
landing (VTOL) and also as a special feature of hovering still which unfortunately 
fixed wing aircraft are not capable of. Furthermore, the practice of flexible root bars 
as an alternative of universal joints significantly reduces the machinery complexity. 
Instead, the wing twist modulation model requires a specific wing design, whose lift 
force differs almost linearly with the root bar deformation [9]. The sole draw back 
with multirotor is they require ample amount of power to function. Abbott equations 
are used to numerate power and thrust requirements [10] where RPM (Revolutions 
per minute)

 Power Pitch Diameter RPMw[ ] = ∗( ) ∗( ) ∗( )−3 2 1010  (3.1)

 Thrust Pitch Diameter RPMoz[ ] = ∗( ) ∗( ) ∗( )−3 2 1010  (3.2)

Alteration in acceleration and deceleration of thrusting propeller/motor elements 
are used in functioning of multicopter. It is categorized into various classes keeping 
number and positioning of motors as sole components; every peculiar mission is 
specialized by a particular class. Because of which many number of configuration 
take birth, such as Bicopter, Tricopter (Y3, T3), Quadcopter (X4, Y4, V-Tail, A-Tail), 
Pentacopter, Hexacopter (Y6), and Octocopter (X8) [10].

3.2.2  Based on Landing

Horizontal take-off and landing (HTOL) are worked upon further from fixed wing 
aircraft as they happen to have a well-appreciated phase in its cruise and a smooth 
landing to end the aeration. Vertical take-off and landing (VTOL) cruise speed is a 
main detaining factor for vertical take-off and landing (VTOL) drones even though 
they are well versed in flying, landing, and vertical hovering [10]. Various automatic 
landing systems based on the GPS (global positioning system), INS (inertial naviga-
tion system), ILS (instrument landing system), and tracking radar may not be appli-
cable due to the complexity and operational environment costs/limitations. The 
vision-based landing proved to be attractive as it is passive and inexpensive and 

Fig. 3.2 Pitch, roll, and yaw in an aircraft (NASA official: Tom Benson)
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does not require special equipment other than a camera and on-board vision pro-
cessing unit. An uncalibrated camera is utilized to generate high-precision position 
information for automatic landing on the runway with a speed sensor because air-
speed is very important during landing. The superior distinctive of this method is 
that neither a calibrated camera is required nor the recognition of special points of 
the track and its 3D location must be experimented.

3.2.3  Based on Weight and Range

Engineers find weight and range as a solid parameter for classifying drones as listed 
in Table 3.1. Top 10 best value drones under 7100 ₹ in India 2020 are shown in 
Fig. 3.3. The best drones for 2020 are shown in Fig. 3.4.

3.3  Hardware Design and Challenges

Unmanned aerial system design involves a link between UAV and user and vice 
versa, and also components such as stations for ground controlling are involved. 
The design of UAV has head to tail programs for aerial vehicle as it can start from 
vehicle framing to aeration of the vehicle. The crucial task begins in picking up of 
elements such as airframe, controller, propellers motor, and power supply. The need 
of in-depth knowledge on mathematical designs to program a UAV for a particular 
operation is vital. Figure 3.5 labels the subsystems and also modules for program-
ming an UAS.

(1) Aircraft design: The challenge begins when the complexity of the type of 
application used limits the reporting area phase and climbing rate. The key strings 
of an aircraft subsystem are assessment of inertia, motors, airframe, propellers, cen-
tral processing unit, and receiver [10]. Alloys, aluminum, and titanium are the most 

Table 3.1 Classification of 
UAV based on weight 
and range

Type Range (km) Weight (kg)

Nano-sized <1 <0.025
Micro-sized <10 <5
Mini <10 <20
Close range 10–30 25–150
Short range 30–70 50–250
Medium range 70–200 150–500
Minimal altitude low endurance >250 250–2500
Minimal altitude high endurance >500 15–25
Marginal altitude low endurance >500 1000–1500
Maximal altitude low endurance >2000 2500–5000
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Fig. 3.3 Top 10 best value drones under 7100 ₹ in India 2020

Fig. 3.4 The best drones for 2020 (Jim Fisher from PCMag India)

Fig. 3.5 Unmanned aerial system subsystems
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common metals in manufacturing an aircraft. On the other hand, non-metallic sub-
stances such as transparent and recycled plastic are utilized. Electronic speed con-
troller keeps itself useful by changing the force provided via motor. They can be in 
the air in a particular direction and also set their height by using signals based on the 
results of assessment of inertia. (2) Ground Control System: Computerized wireless 
router, by controlling ground system, could unlock a wide range of possibilities 
such as capturing, data processing, and data visualization. Ground control station is 
basically made into a standard to be able to act compatible with a variety of platform 
and also open system architecture [11]. (3) Data Link: Aircraft sensors and ground 
control station (GCS) have wide integration for running the computerized wireless 
router smoothly. The IEEE 802.11 wireless link is picked up to establish a link from 
the aircraft CPU and ground controller and vice versa. Routers should be planted 
with antennas which could scoop omnidirectional tracking for high gain which are 
utilized in lowering the path loss. Currently, modern antennas work on 2.4 GHz and 
a minimal gain of 12dBi. (4) Accessories: Multispectral, thermal, hyper-spectral, 
digital camera, and film imaging units are made compatible to UAV. The above are 
utilized to carry out photogrammetry, film shooting, and field mapping. Thermal 
and hyperspectral cameras seem to be appreciated more in remote sensing. Mining, 
oil, and gas industries use drones equipped with thermal sensors. Table 3.2 tabulates 
the achievements in wide variety of spectrum on sensors for UAV.

Table 3.2 Developments in multispectral sensors for UAV

Model System summary Image size Optics
Weight 
(g)

MCAW Embedded Linux computer 
system with sync’d capture 
interface to multiple snap 
shutter sensors

6 images of 
1280 × 1024 pixels 
8 or 10 bits/pixel

9.6 mm fixed 
lens

550

Micro- 
MCA + tau

6 Mpel configurable 
multi-spectral camera

7 images of 
1280 × 1024 pixels 
8 or 10 bits/pixel

9.6 mm fixed 
lens

900

ADC lite 3.2 Mpel multi-spectral 
R-G-NIR system

1280 × 1536 pixels 
8 or 10 bits/pixel

8.0 mm user 
changeable 
lens

200

ADC micro 3.2 Mpel multi-spectral 
R-G-NIR system

1280 × 1536 pixels 
8 or 10 bits/pixel

8.43 mm fixed 
lens

90

ADC snap 1.3 Mpel multi-spectral 
R-G-NIR snap shutter system

1280 × 1536 pixels 
8 or 10 bits/pixel

8.43 mm fixed 
lens

90

Micro-MCA 5.2–15.6 Mpel configurable 
multi-spectral camera

4.6 or 12 images of 
1280 × 1024 pixels 
8 or 10 bits/pixel

9.6 mm fixed 
lens

uMCA- 
4500
uMCA- 
6530
uMCA- 
121000

K. Santhi et al.
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3.4  Path Planning Overview and Issues

Having a path planning technique is imperative for computing safe path with mini-
mal expenditure of time to reach the final desired destination. It consists of motion 
planning, trajectory planning, navigation, global path planning, and local naviga-
tion. It is prominent that in path planning in complex condition, the 2D (two- 
dimensional) strategies are not proficient to perceive the odds and other computerized 
wireless objected when compared with 3D (three-dimensional) path planning tech-
niques, In such manner that it is sophisticated, a path planning for 3D (D3) location 
with static obsts O = {O1, O2, … On} ⊂ D3, from Pstart to Ptarget, is as shown in 
Fig. 3.6. This situation includes a robot traveling through six dividers with minor 
fixes. The robot is bigger than the gaps and needs to twist to produce a crash free 
way the underlying setup to the last design [12].

At that point, the problem on path planning for D3 location is defined as (Pstart, Ptarget, 
Wfree) which comprises the following functions: [0, T]→D3 is clearly expressed in the 
bounded region where T is characterized as a time. At that point, the following holds 
(0) = Pstart → at beginning time (T) = Ptarget → at target time Wfree → workspace without 
obstacles there exists, Ø = δ(β) ∊ Wfree for all, β in [0,T]. Then, Ø is entitled path plan-
ning of UAVs. A perfect path is clearly expressed as δ′(c, t, e) = optimum of δ(c, t, e), 
where δ is the function of set of all feasible path and δ′ is an optimal path computation 
function. At that point, the following holds where c → cost (c), t → time (t), e → energy 
(e) should be minimized. The energy communication of UAVs base- station could be 
brought to a minimal amount on decreasing the power used in transmission. In the 
same way, there is a need for minimized mechanical support and resources. The energy-
efficient consumption model in UAVs [13, 14] is shown in Eq. 3.1.

 E P P= +( ) + ( )( )min maxh h sα /  (3.3)

whereas t → the operating time, h → the height, and s →the speed of the UAVs. Pmin 
→ minimum power needed to start the UAVs and α → motor speed multiplier. Pmin 
relies upon weight and engine characteristics. Hence, the total communication cost 
(Tcom) to limit the time and cost in UAVs correspondence framework is shown in 
Eq. 3.2 (Shubhani Aggarwa, 2020) [14].

 T t t t lcom startup overhead hop= + +( )  (3.4)

Fig. 3.6 Spherical robot 
through walls [12]
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whereas tstartup → UAVs start-up time, toverhead → overhead time, thop → UAVs per-hop 
time and l → source and target communication links. Aside from these constraints, 
robustness, completeness, and collision avoidance aspects need to be measured for 
finding the optimality in path planning of UAVs.

3.4.1  Steps in the Path Planning

Path planning of the UAVs is spoken to as ‘U’ comprises of two stages as follows. 
The main stage is the pre-preparing stage. In this stage, hubs and edges are drawn 
on the workspace ‘W’ with obstructions ‘O’. At that point, the idea of the configura-
tion space (c-space) to portray U and O on W is applied [13]. For generating the 
graph maps, representation techniques are applied [15]. Identification of UAVs is 
done with help of the query phase. Graph-based search algorithms Dijkstra’s algo-
rithm [16], regular chain of segments algorithm (RCS) [17], Floyd algorithm, and 
lazy counting-based splay tree algorithm [18] to name a few are used in query stage. 
Probabilistic models, Q-learning [19], mixed integer linear programming [20], and 
bio-inspired models like intelligent water drops [21] can also be utilized for path 
planning of UAVs. For representing the C-space on workspace W, there are an 
ample amount of path planning methods such as potential fields [22], cell decompo-
sition [23], and roadmaps [24].

3.4.2  Challenges in Path Planning

Ample research recommendations are being talked about in the yester years to take 
care of path planning difficulties on UAVs [25]. For instance, Marina Torresa et al. 
[26] defined the regions by different sweep direction to discover an optimal path. 
Additionally, Torres et al. [26] investigated to lessen the distance between sub-areas 
by the back and forth pattern. Also, Balampanis et al. [27] projected the hybrid and 
approximate decomposition technique. Along these lines, Acevedo et al. [28] sug-
gested spiral-like pattern in complex coverage areas. Path planning algorithms 
obtain an available drone path with hazard avoidance autonomously. Many param-
eters such as getting the path completed, optimizing the path, minimizing the length 
of the path, making it cost and energy efficient, and reducing the odds have been 
noted in path planning techniques.

3.4.2.1  Multi-Cloud Path Planning with Multi-criteria Decision Making

The multi-robot system is established on cloud technology with a high level of 
autonomy, which is set to play an increasing role in responding to the COVID-19 
pandemic. The multi-cloud approach shifts agent computing load to the cloud and 
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provides influential processing skills to the multi-robot system. In order to 
improve the efficiency of trajectory path planning, the implementation of multi-
criteria decision- making (MCDM) while using a full consistency method 
(FUCOM) is utilized [29]. Mustafa Hamurcu et al. [30] promises to determine the 
weight of factors influencing robot movement, with regard to mission specificity 
that involves managing multiple risks from diverse sources, thus optimizing the 
global cost map.

3.4.2.2  Internet of Drone-Based Data Analytics in Multi-Cloud

The latest technology behind Internet of Drone (IOD) safe exploitation on commer-
cial and public use presents communication and computational challenges in aspects 
of the real world. Assingning individual tasks to multiple drones and using the data 
center values on the side, data are transferred to the cloud for technically balancing 
the data from an inaccessible area [31]. Methods for analyzing drone data with great 
efficiency in the areas of progress monitoring, inspections, and surveys to analyze 
the data to make key decisions are identified. The processing of drone data has just 
extended into the cloud with bandwidth management for data processing, and on the 
basis of image detection, an effective decision will be taken to protect human life 
and property [31].

3.4.3  Path Planning Techniques in UAVs

Ample number of time was invested in UAVs as it shows great promise. The versa-
tile stages for path planning endeavor are (1) programing 3D environment and (2) 
graphing for the programmed 3D ecosystem. For starters, representation technique 
is based on configuration (Geraerts, 2010) [23], roadmaps (Ryan DuToit) [32] 
(Kwangjin Yang, 2008) [33], and potential field (Alex Nash) [34]. Furthermore, the 
next in line are integrating swarm intelligence algorithms (Hrabar, 2008) [35], sim-
ulated annealing method, to name a few (Shubhani Aggarwa, 2020) [14]. 
Optimization problems would be easily solved by path planning algorithms. The 
exact behavior of UAVs can be easily studied by the above algorithms.

3.4.3.1  Representation Techniques

Getting the UAVs projected into the 3D environment is a phase maker, and it is 
done using AI and sampling; the naming of those techniques is as shown in the 
Fig. 3.7.
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Sampling-Based Techniques

These techniques need the programming 3D environment that has already been pre- 
programmed. Division into nodes and making a map out of it are achieved via algo-
rithm that undertakes direction and path of the UAVs. Rapid-exploring random trees 
(RRT) [32], RRTstar (RRT*), A-star (A*), probabilistic roadmaps (PRMs) with D* 
Lite (PRM) [36], particle swarm optimization (PSO), and improved intelligent 
water drop algorithm (IIWD) [21] are some of the versatile methods for sampling 
mechanisms.

Cell Decomposition

Creation of a safe path for intra- and inter-cell path is taken cared by cell decompo-
sition. Types of cells, space, various strategies, and calculations are the key factors 
for basing the cellular organization in UAV path planning. The exact cellular decom-
position works by dividing the area of interest and works into varied amount of 

Fig. 3.7 The representation techniques
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sub-areas. In this way, reduction of the coverage path problem (CPP) could be 
achieved to motion planning [37]. Decomposed cells could be swept to the site of 
need. Adjacency graph takes care of the decomposition, and a search can be per-
formed to get to the connected path for picking up the nodes. Trapezoidal decompo-
sition and boustrophedon decomposition help in the process. Formation of 
trapezoidal shaped cells is how the trapezoidal decomposition works. The other now 
creates non-convex cells. The boustrophedon decomposition decreases the number 
of trapezoidal cells for covering the distance of the path of travel and its path, which 
in turn is better than trapezoidal decomposition.

An approximate cellular decomposition is a fine-grid-based depiction of the free 
space [38]. Here, the cells are all the identical size and shape, but the combination 
of the cells only approximates the target area. This idea was pioneered by Elfes [39] 
and Moravac [40]. These regular cells normally take up many forms. Grid-based 
depiction does help in the formation of paths [41]. For example, Franklin Samaniego 
[37] worked on interpreting path planning by comparing the RRT, PRM, and ECD- 
PRM. The exact and approximate cell decomposition on a roadmap is interpreted by 
them as shown in Figs. 3.8 and 3.9 [42]. End result brings RRT, PRM, and ECD- 
PRM better than in MACD.

These algorithms aid in cell decomposition. Similarly, authors in [43] worked on 
the A*, RRT, and PSO algorithms and published RRT algorithm which in turn per-
forms far better when compared to A* and PSO. The total cost is calculated by add-
ing heuristics expenses to the expense of the travelled path by a UAV. The lowest 
expense is always preferred. Hence, there is no need to visit all nodes which are 
depicted in Fig. 3.10 and Table 3.3. The mapping used by A* in distance calculation 
is as follows:

 f n g n h n( ) = ( ) + ( ) (3.5)

in the calculation 5, f(n): a heuristic function that calculates, g(n): the cost of access 
from the start node to the current node, and h(n): the distance of the path to be trav-
elled from the start node to the destination node is the estimated distance. The heu-
ristic values are S ->5,A ->4,B ->5, and C ->0.

Fig. 3.8 Exact cell 
decomposition
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Roadmaps

(1) Construction and (2) query are components in roadmaps. 3D environment is 
used in construction stage and then comes the query stage. The concatenation of 
curves aids in path planning. The third stage makes the path planning even more 
sufficient. The computation does not take time as it worked up during processing. 
As-Rapidly-Exploring Random Tree (RRT), RRT*, Zammit, and E. Van Kampen 
[44] introduced ways to estimate the concert of the A* and RRT in making the path 
planning even more sophisticated. It is inferred that A* is better than the RRT in 
many aspects. But either can be used for path planning.

 1. Probabilistic roadmap method (PRM) aids in trajectories that are very efficient 
and reasonable in UAV path planning. Similarly, Zhuang et al. [45] considered 
this probabilistic roadmap ideology for path planning in many innovative places 
like nuclear facilities as they have a radioactive surrounding. The issue of defin-
ing a path from the start configuration to the end configuration is wonderfully 
taken cared by probabilistic roadmap planner. The thick line in Fig. 3.11a pictur-
izes the pathway. For instance, Mansard et al. [46] proposed on Kino dynamic 
probabilistic roadmap.

Fig. 3.9 Approximate cell 
decomposition 
(Nourbakhsh, 2004) [42]

Fig. 3.10 Sample nodes for A * algorithm
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 2. Rapid-exploring random trees: Rapid-exploring random trees (RRT) are 
expressly intended to deal with no holonomic constraints (including dynamics) 
and high degrees of autonomy. It is iteratively reached output on control feed-
backs that drive the framework somewhat toward arbitrarily selected focuses, as 
inverse to expecting point-to-point convergence [47] as shown in Fig. 3.11b. An 
advancement of RRT, i.e., RRT-Connect [48], developed a much more versatile 
method that is now used for getting an accident free path. For instance, Zhang 
et al. [49] proposed RRT-Connect and combined it with an area that has a prom-
ising potential artificially which contributes an optimal path for UAVs. It has the 
haphazardness and efficient planning methods, which alters the planned way of 
coverage nearer to the efficient travel path than the path of the single procedure.

Create an open_list of only the start node.

Create a closed list blank.

while (the goal node has not been made):

Consider the node with the lowest fscore in the open list.

if (this node is our target node): we are done.

if not:

Place the current node in the closed list and watch all its neighbors.

for (each adjacent to the running node):

if (the neighbour has a value g smaller than the current value and is in the 
closed list):

change the neighbor to the new lower g-value.
The current node is right away the neighbor's parent

else if (the current g-value is lower and this neighbour is in the open list):
change the neighbour to the new lower g-value.
change the neighbor's parent to our current node

else if this neighbor is not on either lists:
add it to the current list and adjust its g.

Table 3.3 A * algorithm

Fig. 3.11 (a) Probabilistic RM (b) RRT (c)Voronoi diagram (d) Visibility line
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For instance, in order to make the UAVs more sophisticated, Yang et al. [50] 
introduced environmental potential field-based RRT (EPF-RRT), as natural 
potential field is incorporated, target points produce virtual gravitational power 
and hindrances are repulsive, and the subsequent energy drives the RRT to dis-
miss into from the deterrent and close by to the goal. In this way, the productive 
arrangment of the path is done using the RRT. Zu et  al. [48] were in urge to 
program a wide number of directions and path for the drones progressively, from 
beginning areas to objective areas in the occurrence of unknown pop-up inter-
ruptions. They also suggested that when given a path with obstacle, the UAVs 
would easily find another odd free path with the help of this algorithm. Qinpeng 
Sun et al. [49] introduced another improvement, for example, bidirectional-RRT; 
an improved variant of RRT contributes an extraordinary achievement phase and 
effectiveness in UAV path planning shown in Table 3.4.

O. Adiyatov et al. [50] utilized sparse-based RRT* algorithm for ques. about 
the odds as a binary variable (RRT*K) or with a quadrant-based representation 
(RRT*Q) to the database of the node to make it optimize the path. The above 
helps in getting a faster result and converges to the optimal result with fewer 
numbers of places of nodes.

According to Iram Noreen et al. [51], RRT*-adjustable bound (RRT*-AB) is 
a sampling-based planner which improved time and space requirements having 
quick convergence rate than RRT*. These points of interest of memory-efficient 
A* (MEA*) mark it reasonable for off-line requests utilizing trivial robots with 
well-ordered power and memory resources. But, RRT*-AB will overtake MEA* 
in high-dimensional problems for having developed with ensembling capability.

 3. Voronoi diagram: Voronoi diagram (VD) is a diagram which divides the plane 
into smaller paths having close to each of a given set of objects as shown in 
Fig. 3.11c. The sophistication of the paths is achieved by Waypoint Path Planner 
(WPP) HanTong [52] by taking the initial path which was created by VD. For 

1. Ƭ = (V, E) ← RRT( z init) // initial state of the tree
2. Ƭ ← TreeInitialize();
3. Ƭ ← NodeInsert(Ø, zinit, Ƭ); // adds a node znew to get  zmin

4. for i=0 to i=N do
5. zrand ← ConfigurationSample(i);// random state from configuration space Z
6. zNodenearest ← NodeNearest(Ƭ, zrand); // nearest node from Ƭ  to zrand 

7. (znew, Unew) ← Steer (zNodenearest, zrand); //control input U
8. if FreeObstacle(znew) then
9. Ƭ ← NodeInsert(zmin, znew, Ƭ);
10. return T

Table 3.4 RRT algorithm
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example (Mengxiao Song et al. [53]), based on VD and watershed segmentation 
procedure, global seam-line network generation technique for mosaicking UAV 
orthoimages is developed. Xin Feng et al. [54] utilized heterogeneous Voronoi 
graph for a path planning which involves emergency drone delivery. Shen et al. 
[55] suggested an enhanced kind of VD to divide the sharing space which is from 
a very low attitude on many different areas. Taking help from Automatic 
 Dependent Surveillance-Broadcast (ADSB), track method is set up to regulate 
and screen drones and reduce the chance of collision and ensure security between 
manned and remote-controlled aircraft systems.

 4. Visibility Line: Visibility line is utilized to discover a result of autonomous 
mobile robot path planning in an unknown obstacle location [56]. The VL was 
built steadily which is shown in Fig. 3.11d. A learning component was consoli-
dated so as to build the VL. Moreover, a sensor with constrained range was uti-
lized to acquire data around the odds in the specified location. Notwithstanding, 
the produced path was not enough by reason of the inaccessibility of whole data 
about the specified environment. Rao [57] recommended a broad-spectrum 
framework of robot navigation that could be functional to any new location 
including mobile robots where an appropriate steering could be commenced 
using the Restricted Visibility Graph (RVG).Wooden and Egerstedt [58] derived 
oriented visibility graph (OVG) strategy which fundamentally decreased road-
map for unstructured polygonal situations suitable for real-time path planning 
application of outdoors robots. Thus, as to heighten the performance over runs, 
the intermediate graphs were kept between runs, and dynamic update instruc-
tions were specified. Huang Sunan et al. [59] recommended a novel technique 
founded on visibility graphs by utilizing the path with no odds and minimal 
distance of coverage in all 2D path planning and then collecting the paths that get 
a minimal distance to cover to reach the destination in the complete 3D 
environment.

Potential field method (PFM) denotes the location to particulate an odd. Its path of 
travel is hugely influenced by areas of potential around the c-space. The path of the 
drones is well determined basing on the areas of reluctant from the initial point to 
the destination point. Notwithstanding, the regular PFM experiences the local min-
ima making the UAVs stuck before it arrives at the objective. For example, Budiyanto 
et  al. [60] recommended the hierarchical PFM by incorporating some rotational 
force between the UAVs to resolve the problem of inaccessible destinations and col-
lision challenges among the UAVs.

So as to upgrade the PFM for multi-UAVs, Bai et al. [22] presented a longitudi-
nal random factor, and B-spline interpolation is utilized to resolve the problem of 
dropping into local minimum and to smooth the planned route respectively. Authors 
in [22, 60, 61] indicated that there are numerous techniques to overpower the restric-
tions of PFM and utilize for collision avoidance in path planning of UAVs. For 
example, Abeywickrama et al. [62] proposed an improved variety of PFM, which is 
utilized to plan the path and to draw the UAVs for the preferred goal configurations. 
It helps the drones to steer clear from the odds thus avoiding accidents.
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Artificial Intelligence Techniques

It is a disposition to program a wireless device with could function as a robot that 
can be unsurprisingly composed by the software plug-ins and meditates cleverly 
similarly an astute human thinks. It is a part of computer science, pointing on build-
ing machines and programming with knowledge like people so they can perform 
comparative reasoning, thinking, dynamic, critical thinking, and natural language 
processing like human. It is an approach to utilize and arrange the information pro-
ficiently and viably with the goal that it tends to be utilized much of the time. It is 
an innovation dependent on the advancement of technologies like engineering, 
mathematics, and biology.

Heuristic-Search Techniques

These techniques are utilized in UAVs for finding sophisticated path by minimizing 
the expanse using cost estimation programming methods. Revenues from AI market 
worldwide from the beginning point to the end point are collected and optimized in 
the  cost estimation method. For example, Park et  al. [63] recommended the 
DroneNetX framework for network by accompanying aerial wireless links into the 
quarantined ground network by means of UAVs. It does searching of connection 
between the computers from scratch and discovers critical locations where the path 
is sophisticated.

Essentially, Carpin et al. [64] proposed a procedure which, dependent on greedy 
technique, is the most uncovered first (MUFT) that conquers the problem of “coop-
erative multirobots observation of multiple moving targets” (CMOMMT) by utiliz-
ing many UAVs. Arantes et al. [65] proposed genetic with greedy technologies to 
evaluate the hardware glitches and path re-planning of UAVs. Decision-making 
algorithms are soulfully done using in-fly awareness (INF) security system. For 
instance, Li et al. [66] presented a genetic algorithm for searching and rescue. They 
have applied this algorithm to optimize the priority field to help the smart energy 
cycling and improve the performance of UAVs. The smart energy cycling has been 
appreciated more by using energy-efficient trajectories. In Zhou et al. [67], point 
was made energy efficient. Specifically, UAV-aided mobile crowd sensing MCS 
system has anytime and anywhere accessibility, yet it lacks the good battery; thus, 
Gale–Shapely algorithm and an energy-efficient perspective approach are used to 
improve the battery.

Xixia et al. [21] suggested using multiple swarms (multiswarm) IWD (LMIWD) 
algorithm for optimization of path planning. LMIWD algorithm is depended upon 
for cooperation and competition among UAVs. It is inferred that this method outper-
forms random search, greedy search, and particle swarm optimization (PSO) 
algorithm.
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Brute-Force Search Techniques

Brute-force techniques do require a lot of theory as they work on small states, yet 
they do expect valid operators and initial sates to work with for building the descrip-
tion. Breadth first search and depth-first search are two of the most vital components 
in brute force techniques. Sharma et al. [68] worked on depth first search program-
ming. Farid et al. [69] worked on waypoints-based trajectory generation to improve 
the quality of UAVs.

Local Search Techniques

Hard problems are solved using local search techniques. Optimization of values is 
done using these techniques which uses hill climbing and TSP as the main compo-
nents. For example, Huang et al. [70] helped in finding a short path panning ideas 
for the UAVs. Cluster algorithm and PSO algorithms used for doing so small cover-
age of the area by UAVs are addressed using local search techniques. Similarly, 
Wang et al. [71] further helped his method by giving a 2-tie search algorithm for lost 
UAVs. According to Perazzo et al. [72], location finding and identification in UAV 
path is sorted using TSP algorithm and LocalizerBee. It is observed that the 
heuristic- based genetic algorithm is basically used in getting a path for UAVs. Bit- 
Monnot et al. [73] proposed variable neighborhood search (VNS) swiftly to produce 
planning with multiple UAVs that are fine grained even though they span over large 
spaces and long periods.

Artificial Neural Networks

Artificial neural network (ANN) is utilized to locate an optimal path planning for 
UAVs. For instance, Kurdi et al. [74] tackled the route and position issues of UAVs 
by utilizing neural network. In this scheme, ANN takes response from the Global 
Positioning System (GPS), Robot Vision System (RVS), and quad-copter vision 
system (QVS) and gives out the optimized path localization to the UAVs. And then 
also, Zhang et al. [75] used a self-adjustable integral line-of-sight (LOS) guidance 
to make the UAVs to act decisively in unfavorable conditions. They have addition-
ally introduced control method for path planning to locate an optimized path for 
UAVs. Hamid Shiri et al. [76] proposed Hamilton-Jacobi-Bellman equation (HJB) 
in real time, yielding the control decisions even when the connection is lost.

3.4.3.2  Cooperative Techniques

Cooperative techniques are substantial to identify ample number learning approaches 
that can be investigated to relate from many classifications like problem-solving and 
graphic organizers. They consist of machine learning, multi-objective optimization, 
and mathematical and bio-inspired models that are utilized in getting a direction for 
the drone to reach the target. The taxonomy of the cooperative techniques is pre-
sented in Fig. 3.12.
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Machine Learning Models

A variety of computer systems responds to the situations automatically without a 
need for getting explicitly programmed. They are divided into supervised, unsuper-
vised, and reinforcement learning categories which are utilized in getting a sophis-
ticated direction for the path of travel to reach the destination for the drones. First, 
identify and collect the relevant data from several resources, then select the suitable 
machine learning algorithm, and finally different data sets are utilized to train the 
model; based on that, the optimized path is envisioned.

In supervised learning, an algorithm for path planning procedure is trained yet 
unable to figure out the exact role. It constructs the model where dependencies 
occur between the input factors and expected the target value like Gaussian filter 
(GF) and Kalman filter (KF). Non-linear least-square method was suggested by 
Jiang and Liang [77] to estimate UAV path planning in a threat atmosphere.

Likewise, Kang et al. [78] suggested the Kalman filter (KF) algorithm to resolve 
noise and deliver the protected flight path to UAVs in a challenging atmosphere. 
Also, Wu et  al. [79] commended KF algorithm to resolve many challenges like 
noise in the air, collision probability, cluster state approximation, and track planning 
of UAVs. They have validated that the collision probability among the UAVs is just 
0.2% by using KF, but rate of error does not reach an acceptable level. Thus, to 
tackle the error, Yoo et al. [80] suggested another filter algorithm Gaussian in UAVs. 
To compute the posterior density in UAV path planning, the KF update equations 
are applied directly [81].

In unsupervised learning, descriptive modeling and pattern recognition methods 
are used. Clustering algorithms like k-mean clustering are utilized in UAV path 
planning [82]. For instance, Farmani et al. [83] used clustering algorithm for track-
ing the multiple targets and KF to identify the precise position of the target in UAV 
path planning which shows the reduced time complexity. Similarly, Tartaglione and 
Ariola [84] presented quality threshold clustering based on an obstacle avoidance 
strategy for searching landmarks.

Fig. 3.12 Taxonomy of cooperative techniques in UAV path planning
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Reinforcement learning is a constant process and always studies from the envi-
ronments in an iterative way. The reinforcement learning [85], deep reinforcement 
learning [86], and deep Q-network [87] are utilized for the optimized path planning 
of UAVs. For instance, S.  Luan et  al. [88] proposed the G-Learning procedure; 
simultaneous computation and recognition is achieved by cost matrix which also 
aids in location-based information for accident free path traveling in concurrently 
and reorganized based on the distance of geometric and information. Zhang et al. 
[89] proposed the Q-learning algorithm for extracting an optimal or suboptimal path 
for UAVs. Similarly, Yijing et al. [90] put forth this algorithm for creative smooth 
usage without any prior knowledge and disturbing the environment by taking adap-
tive and random exploration into account. Bouhamed et  al. [91] created a Deep 
Deterministic Policy Gradient (DDPG) for navigation of UAVs to travel without any 
abstinence.

Multi-objective Optimization Models

This model takes into account the convex optimization [92] and two-echelon opti-
mization [93]. C. Yin et al. [94] utilized safety index amps for optimization for tak-
ing a picture of obstacles in the path ahead. Luo et al. [95] suggested two-echelon 
optimization to do so. In Angley [96], proposal of large number of targets is better 
understood using optimization of the research and other vital strategies. To con-
clude, they also found that it increases the results by 10 percent. Koohifar et al. [97] 
proposed the steepest descent posterior Cramer–Rao lower bound for getting in 
hand with ratio frequencies. Ti and Li [98] showed some work on as-joint task, 
resource allocation, and computation offloading. They improved convex optimiza-
tion method. Similarly, Zeng et al. [99] reduced the time of travel to 50% by work-
ing on the algorithm. Y. Zeng et al. [100] used a rotary wing to connect with multiple 
ground nodes (GNs) to be environmental protective. Jeong et al. [101] connected 
mobile and UAVs for optimization. Lee and Yu [102] tried to optimize using the 
concept of gravitation and energy.

Mathematical Models

It takes in arithmetical stuff like Lyapunov function [103], Bezier curve [104], and 
Ergodic Exploration [105] which are used for working on optimizing the path. They 
do involve many algorithm and models to optimize the path. For example, Mathew 
et al. [106] worked on traveling salesman problem and recharging the programs. 
Likewise, De Waen et  al. [107] made trajectory planning more worthwhile and 
forceful and also worked on scaling. Control theory includes non-linear predictive 
models like model predictive control method, Lyapunov function, and Dubin algo-
rithm for UAV path planning. Keyu Wu et al. [79] observed that RRT programming 
goes well with PSO for getting the drone a clear and smooth path. Similarly, Luo’s 
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[108] proposal is based on the work on algebraic equation to have a clear agricul-
tural reliability.

Ergodic explorations of distributed information (EEDI) are used for creating 
low-cost path derivations [105]. Lyapunov creates a stability and control on versa-
tile environment [109]. Darbari et  al. [110] proposed Markov decision process 
(MDP) to develop an optimal direction for the drones to reach the destination with 
the decision process. Similarly, Yu et al. [111] proposed to use Bayesian filter and 
observable Markov decision process (POMDP) to develop an optimal path for 
UAVs. Eaton et  al. [112] suggested the use of POMDP to make the UAVs less 
fragile in handling tough situation where it can handle reaching the target even in 
a cumbersome path which in turn is a much needed development as UAVs often 
fail to reach the targets. Q. Yang [113] look a step further and suggested adding 
Kalman filter (UKF) with POMDP to make the UAVs reach the cumbersome tar-
get. Alessandretti and Aguiar [114] traveled totally in a different path to make the 
UAVs reach the target via its path by using model predictive control (MPC) and 
angular B. Sun et al. [115] observed that the use of MPC made sense taking it a bit 
higher level to design the path. The cost function considering load swing angle and 
the distance between obstacle and UAV are designed and generate an optimal tra-
jectory. Yel et al. [116] proposed a self-triggered framework for adding feathers to 
the path.

Non-linear model is based on at least one independent variable. It is a framework 
where change of output is not relative to the difference in input. Hausman et al. 
[117] proposed on updating for self-calibration applications by non-linear applica-
tions. Li et  al. [118] proposed optimizing the path using parallel search options. 
Moustris [119] proposed a feedback linearization method for pointing out the loca-
tion by coordinates which in turn aids to the complete state space and also in dem-
onstration of the fact that there is an information change with the end goal that the 
dynamical conditions stay invariant.

Tian et al. [120] idealized the improved artificial bee colony (IABC) for helping 
the drones in escaping the cumbersome situations. Cheng and Li [121] called in for 
a genetic algorithm as it decreases the cost and gives out a pretty optimal path. 
Xixia et al. [21] proposed IWD to work on water population. However, it is signifi-
cant that this technique could not totally avoid cumbersome paths. Likewise, 
Popovic et  al. [122] model finds the presence of weeds on farmland to give an 
optimal path by getting data. Mostafa et al. [123] worked on getting chi-square 
interference.

Similarly, Ji et al. [124] suggested the 2-opt algorithm to enhance the operations 
like search and rescue of UAVs. The simulation outcomes illustrate that the 
2-OptACO technique ensures a quicker phase of convergence than the GA and 
ACO.  Similarly, Yang et  al. [125] proposed Gaussian process (GP) regression 
method to finish the consignment drop mission with an optimal flight-time and 
reduced errors of landing in UAVs. In Marija Popović [81], in area monitoring of 
UAVs, the multi-resolution mapping is used.
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Bio-Inspired Models

These models helps in solving the complications due to ecological factors like neu-
rodynamics and physiological biology, Sun B et al. [126]. P. Fazio et al. [127] des-
ignated networks flying ad hoc NETwork (FANET) to aid in developed and 
theologized agricultural areas. Evolutionary techniques modified shuffled frog leap-
ing algorithm for fighting of UAV path planning [128, 129]. It is a living mass 
determined meta-heuristic algorithm with variety of mathematical functions. In Jia 
Song [130], tackling of UAVs in 3D spaces is done using biogeography-based opti-
mization (BBO). G. Tian et al. [120] used adaptive multi-objective evolution pro-
graming in the field of UAVs. Aditya A.  Paranjape et  al. [131] proposed using 
waypoint algorithm compared to birds and UAVs.

Z. Sun [132]took geosynchronous synthetic aperture radar (SAR) into consider-
ation for transmitting signals to sophisticate the bio-inspired models. Similarly, Liu 
et al. [133] suggested the binocular vision-based technique for getting the path in all 
the environments.

S. Ren [134] aids in avoiding collision and reaching the destination faster. Yang 
et al. [113] used multiobjective programming for getting the right time to fly, map-
ping, safety, and much more. Kamel [135] used hierarchical fuzzy logic controller 
(HFLC) for getting UAVs some insane features. Shikai Shaoa [136] used compre-
hensively improved particle swarm optimization (PSO) for mapping and helps in 
optimality. Similarly, J. Chen [137] solved traveling salesman problems by using 
improved genetic algorithm in UAVs. They also proved that it helps in convergence 
and optimization of UAVs.

3.4.3.3  Non-cooperative Techniques

This acts autonomously, and one must be mindful of one another’s standard and 
guidelines to determine the direction of travel for the drones. Search-based algo-
rithms like circular digraph, Floyd method, and flood-fill graph techniques are uti-
lized for path planning of UAVs as shown in Fig. 3.13.

Chen et al. [138] proposed ACO for path planning and greedy algorithm for task 
allocation in multi-UAV path planning and task allocations. It is necessary to 
decompose the task into sub-tasks and to decide which UAV should execute which 

Fig. 3.13 Taxonomy of non-cooperative techniques (Shubhani Aggarwa, 2020) [14]
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sub-task in the optimal time. Razzaq et al. [139] recommended the algorithm based 
on graph for providing deconfliction of UAVs. Morita et al. [140] proposed flood-
fill and greedy 2-opt algorithms in annulled zones to extract the sub-routes for 
radiation dose mapping. Based on the results, the model outperforms if there 
should arise an occurrence of many hindrances. Yang et al. [141] explore the Floyd 
algorithm to judge the initial location of start, and Push Forward Insertion Heuristic 
algorithm (PFIH) is utilized for getting then optimized path. Du and Cowlagi [142] 
worked on an idea that although the UAVs can fly distance, 3D analysis and coor-
dination could help the UAVs more. It is also observed that the repair cost decreases 
by 38.8%. Bogdanowicz [143] suggested the 360° mapping for army security, 
monitoring, and checking for distinctive arrangement of zones. The above strategy 
delivers a save and troubled path and maximizes the coverage area throughout 
search operations.

Coverage and Connectivity

Unmanned aerial vehicles are becoming increasingly important in a variety of appli-
cations, such as defense and security, emergency response and recovery, humanitar-
ian and disaster relief aid, conservation of energy, disease control in humanitarian 
emergencies, healthcare and biomedical devices, agriculture and inspection of agri-
cultural fields, weather forecasting and climate change, maritime and logistics man-
agement, waste management and sustainable development, energy and environment, 
mining and metallurgy, urban planning and transportation, telecommunications, 
game consoles and controllers, and space and universe. The connection between the 
drones and ground control stations (GCSs) happens to be vital for saving the infor-
mation and sending information for their efficient functioning. For instance, Lee 
and Batsoyol [144] introduced wireless ad hoc network (WANET) to cover the area 
fully with minimum number of UAVs by utilizing Dijkstra’s algorithm shown in 
Table 3.5 and Fig. 3.14, which delivers an optimal and collision-free path for UAVs 
in an urban location.

In Zouaoui H et al. [19], quality of experience (QoE) is improved by utilizing 
Q-learning reinforcement learning algorithm in the process of UAV path planning 
and prevention of service interruption avoidance between drones that is more than 
one drone serving the same field. In Challita et al. [145], reinforcement learning 
echo state network (ESN)-based procedure has been suggested to decide on path 
and resource allocation optimally.

Various authors like Bouzid et al. [146] suggested the Rapidly Exploring Random 
Tree Fixed Nodes (RRT*FN), Xiaojing et  al. [147] proposed Biased Sampling 
Potentially Guided Intelligent Bidirectional RRT* (BPIB-RRT*), and Cabreira 
et al. [148] introduced the energy-aware spiral coverage and back and forth (E-spiral 
and E-BF) algorithms for UAV’s path planning.
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3.4.3.4  Multi-Cloud Security in UAV Path Planning

Z. Zheng et al. [149] explored the planning of 3D trajectories for UAV in 3D cloud 
environments. A 3D-oriented trajectory algorithm uses  point clouds directly to 
derive optimized trajectories for a drone in path palnning. This approach investi-
gates unobstructed, low-cost, smooth, and dynamically achievable pathways by 
analyzing a point cloud of the target environment, using a modified RRT with the 
k-d tree. In perusing direction for the destination in a drone, security and privacy is 
a significant concern, and most of the authors are truck on the security odds in the 
drones. They primarily concentrated on how the communication of drones can be 

1. Dista[source]←0  //distance to source vertex is zero

2. for all vert ∈ V-{source} //set all other vertex distance to infinity

3. do Dista[vert] ← ∞

4. S← ∅ // S, the set of visited vertices is initially empty

5. Q←V //(Q, the queue initially contain all vertices)

6. while Q≠ ∅ do //while the queue is not empty

7. u←minDista(Q,Dista)  // select the element of Q with the min.distance

8. S←S∪{u} // add u to list of visited vertices

9. for all vert ∈ neighbours[u]  // if new shortest path found)

10. if Dista[vert] > Dista[u]+weight (u, vert) then 

11. do Dista[vert]←Dista[u] +weight(u,vert) // set new value of shortest 

path

12. return Dista

Table 3.5 Dijkstra’s algorithm

Fig. 3.14 Sample nodes for Dijkstra algorithm
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forbidden from the odds due to lack of safety. Talking for instance, Lin et al. [150] 
deliberated the requirements of security and privacy in UAV network architecture. 
Likewise, Javaid et al. [151] analyzed the security vulnerabilities and origins of loss 
of control and delivered the mitigation and deterrent solutions of UAVs.

Fu et al. [152] proposed an improved artificial potential field to empower multi- 
UAV collision resistant. For instance, Challita et  al. [153] proposed ANN-based 
solution structures to address the wireless and security challenges that emerge with 
regard to UAVs such as distribution frameworks, transportation frameworks, and 
casting of digital data. These methodologies empower a gateway for the UAVs to 
function at par with wired devices even though its wireless. Kharchenko and 
Torianyk [154] used Internet of Drones for digital data securities and analysis of 
cyber security. Similarly, Bin Li et al. [155] suggested addition of 5G to give an 
optimized energy transmission. It gives null postponements, improved safety, and 
sophisticated usage of UAVs. Liang et al. [156] shared an idea of using blockchain 
to share data. Furthermore, this has shown incredible amount of promise as it 
enables transaction safety and user privacy.

3.5  Conclusion

This paper is written on an aim to see the sophistication of UAVs with the help of 
survey. It is a must to know that the path panning in UAVs is of three main divisions. 
They are representative, coordination, and non-coordination methods. Working 
ahead on the above methods, it has been found that UVAs could be more sophisti-
cated when incorporated with the above methods by increasing the distance under 
range, networking in UAVs. Learning of safekeeping mechanisms of UAVs has 
been fascinating. UAVs on top of having more research papers based on them, they 
still got more bugs and glitches. Higher distance to cover, good networking, over-
taking a cumbersome path, optimization of paths, user friendliness, developments, 
and cost-effectiveness are still a nightmare in UAVs, but thanks to loT systems and 
multi-cloud security algorithms for making it progress toward the development of 
UAVs. To hit on the specifics, vivid and vide number of papers are further needed to 
address the network treats in UAVs.
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Chapter 4
Estimation of Sharing Dependencies 
in Personal Storage Clouds Using 
Ensemble Learning Approaches

S. Poonkuntran and J. Manessa

4.1  Dynamic Provisioning of Cloud Resources 
in Multi-Cloud Environment

Cloud computing is an emerging trend in all kinds of industries starting from data 
collection to prepare detailed analysis and conclusions. It becomes a preference for 
industries in different ways. They include no need to invest in infrastructure, an 
infinite amount of resource capacity, and no need to wait for several months to build 
infrastructure to start the business. The cloud provides complete virtualization 
where user can hire their required resources at competitive prices. They need to pay 
only for the resource they are using. The users can acquire their resources dynami-
cally, and the same can elastically be customized based on the changing needs at 
different times [1].

Many architectures have been proposed and practiced by companies. Multi- 
cloud is one particular architecture where the services will be availed from different 
vendors for single network architecture. It is different from the hybrid cloud that 
provides a heterogeneous environment composed of different infrastructure envi-
ronments such as the public and private cloud. There are three main reasons for 
choosing a multi-cloud environment.

Choice: The cloud service vendors are chosen by the companies for their needs, and 
they have flexibility in choosing the vendors. It helps the companies to avoid 
vendor lock-in.
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Disaster Avoidance: The multi-cloud environment provides 100% availability of 
resources for computation and storage if any loss happens due to human errors or 
disaster. It helps the companies to avoid downtime.

Compliance: The multi-cloud environments help the companies to achieve their 
goals for governance, risk management, and compliance regulations.

The dynamic and elasticity are important features of multi-cloud service for 
which users no need to do anything from their side. The service provider of cloud 
computing needs to take care provisioning of the resources to the different users 
based on their changing needs over different times. This cannot be simply done and 
needs to have a good mechanism to exactly predict the number of resources required 
to execute the computation, improve utilization of resources, and minimize the cost.

The resource provisioning includes the selection of appropriate hardware 
resources (Processor, RAM, Storage, Networking), deployment, OS requirements, 
creating a runtime environment, and providing necessary software and its manage-
ment to ensure the guaranteed performance of the application as per service level 
agreement (SLA). Every service will be offered through an SLA executed between 
provider and consumer of the cloud.

The SLA will provide QoS parameters which include availability, reliability, 
response time, throughput, security, and performance. The provisioning of resources 
needs to be done without affecting the SLA and QoS. The resource provisioning 
will have four different styles. They are static, dynamic, static/dynamic, and user 
self-service. In static, the resource provisioning will be fixed irrespective of work-
load and requirements. It is suffered from underprovisioning and overprovisioning. 
In underprovisioning, few jobs will never be executed, since no resources are provi-
sioned for them. In overprovisioning, few jobs will have more resources than 
required, and it becomes a waste. Both situations will lead to ineffective utilization 
of resources. The dynamic provisioning will allocate resources based on the 
demands, and it is not fixed. It is decided based on different parameters which 
include demand, events, and popularity. Here, the allocation of resources will be 
varied over time based on requirements. Predicting the exact requirement will be a 
challenge in dynamic provisioning. Sometimes, the prediction will not be possible 
due to frequent requirement changes. Hence, the third style static/dynamic is used. 
It is a hybrid style where static provisioning will be done in cases where dynamic 
provisioning is not feasible. The fourth style is user self-service where the user will 
decide the requirements and purchase the resources [1, 2].

The dynamic resource provisioning targeted response time, minimization of the 
cost of the services, maximization of company profit, fault tolerance, reducing SLA 
violation, and efficient power consumption [3]. The prediction of the pattern of 
resource consumption in cloud computing is very crucial and important in the 
dynamic provisioning of resources. It can only serve as a base for the provisioning. 
It raises the demand for the prediction of workload patterns in cloud computing. The 
workload parameters are different from one application to another running on 
the cloud.
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The social networking applications which require websites to be run on the cloud 
need higher bandwidth and storage requirements. The scientific application which 
requires computing infrastructure to be run on cloud needs high computing powers. 
The e-Commerce applications require their application to be run on cloud needs 
current load parameters. Similarly, the different parameters will be used to measure 
workload parameters based on different applications.

Many companies are presently shifting their business to the multi-cloud to avail 
the benefits of elasticity and pay as you go cost molds. Such an environment will 
have several public clouds and private clouds based on the company’s business 
needs. Such an environment demands storage solutions in the cloud. Thereby, the 
storage cloud becomes popular today [4–19].

4.1.1  Storage Cloud

The storage cloud provides storage solutions to the user where the user can store 
their data on the cloud through the Internet and access them being anywhere. It 
provides anytime anywhere access to the user’s data. The cloud storage provider 
delivers your data on demand, just in time fashion and cheaper cost. It makes users 
avoid buying their own storage devices. The cloud storage vendors need to have a 
well scalable infrastructure to provide storage services to the users on-demand and 
pay as you go model. They need to manage their capacity, security, and durability to 
provide access to your data [4–19].

The storage cloud takes many advantages, and the major three advantages are 
listed below.

 1. No need to invest in hardware infrastructures to create our storage facilities. 
Users need to avail of the entire storage solution on the cloud, and they can pay 
as per their usage. Usually, the two parameters will be used to measure the con-
sumption of storage resources in the cloud. They are the amount of storage pur-
chased and how frequently the storage is accessed for storage and retrieval. This 
model brings different cost metrics based on the data access frequency. If a par-
ticular data is created and it is not frequently accessed, this will come to the 
lesser cost models.

 2. The storage cloud provides on-time deployment of resources where any addi-
tional resources can be purchased in time without worries about installation and 
deployment. It can quickly be added to your subscription. We can find additional 
resources dynamically on the go, no need to fix it in advance. However, it requires 
well prediction techniques to forecast future needs.

 3. The cloud storage provides centralized data management where all the data is 
stored centrally in the cloud, and it can be easily accessed, shared, and migrated 
online. It can also be done anywhere and anytime.
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Cloud storage supports different types of formats in which the data can be stored 
and retrieved. It includes object storage, file storage, and block storage. The object 
storage stores the objects that are metadata of the data to be stored. It allows us to 
build our storage solution from scratch. The Amazon Simple Storage Service (S3) 
is an example of object storage. It can be widely used to import, backup, and archive 
our data.

The second type is file storage where the application needs a file system through 
which it will share the files between users. Usually, file storage is linked to Network 
Attached Storage (NAS). File storage is widely used by enterprises and users to 
store their information as files and storing media files. The Amazon Elastic File 
System (EFS) is an example of file storage.

The third type is block storage where the application will have low latency and 
variable size storage for all the users connected to it. For example, the ERP systems 
will need individual storage to work with databases. Usually, this storage is facili-
tated through Storage Area Networks (SAN). The Amazon Elastic Block Store 
(EBS) is an example of block storage.

From the storage cloud revolution, personal cloud storage has come up now. 
Personal cloud storage provides cloud storage solutions to individuals for storing 
their files, photos, and videos. As in cloud storage, it enables individuals to access 
their files at any time, anywhere [4–19].

4.1.2  Dynamic Provisioning of Personal Storage Cloud

The dynamic provisioning of personal storage cloud includes volume creation, 
ensuring the availability of files in time, preparing the necessary number of copies 
of the same file for parallel processing, ensuring the security of the contents, pro-
tecting ownership rights, and measuring sharing dependency. The sharing depen-
dency is a key parameter in the storage cloud by which how files are being shared 
among the number of users. This will be an important parameter for predicting the 
workload patterns in personal storage clouds. The majority of the user who uses the 
personal cloud accounts is mainly for sharing their contents with their dears 
and nears.

The sharing dependency helps the cloud service provider to estimate the resources 
and provisioning them for sharing. However, it is not easy to estimate the sharing 
dependency of the files on cloud storage. The pattern of sharing will change over 
time and requires intensive machine learning applications to predict them [4–19].

It also helps the companies to check the utilization of the spaces availed from the 
cloud and to estimate the future trends in storage requirements.
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4.2  Machine Learning in Cloud Resource Provisioning

The elasticity is the main feature of cloud computing which automatically increases 
and shrinks the resources for the applications based on the workload. The prediction 
of the workload usually is done through resource indicators such as processor 
usages, storage usage, and traffic parameters. It is well suited for non-complex 
applications where the workload patterns are having periodical changes. However, 
it is very difficult to fix the indicator values, changes, and obtained thresholds.

When applications become complex, the indicators will be at a low level and 
limited. The changes in workload will be ad hoc, and it requires techniques apart 
from the resource indicators. In general, all the cloud services will be offered as best 
of service where no reservation of resources will be done by the vendors for the 
applications. Based on the demand raised by the applications, the resources are 
being provisioned. No guarantee is given by the vendor.

At the same time, cloud vendors can also provide advanced reservations for the 
applications. In this case, the SLA will have guaranteed QoS parameters to provide 
reservation. Such reservations need to be supported by the machine learning utilities 
to compute the current level of resource utilization and estimate future trends [20].

Machine learning is being applied in cloud resource provisioning, especially for 
pro-active management and auto-scaling. Many kinds of research have witnessed 
the role of machine learning in auto-scaling and the proactive management of 
clouds. VMware’s Distributed Resource Scheduler (DRS) is proposed in [21] and 
uses an auto-scaling. A middleware called “Haizea” is introduced in [22] and offers 
reservation facility through leases. The Haizea can be called anytime and anywhere. 
The metric-based scaling technique called “Amazon Cloud Watch” is proposed in 
[23] that does auto-scaling on demand. No reservation is supported by the Amazon 
Cloud Watch. In [24], a system is proposed that reserves the resources initially and 
later adjusts based on the demands of the applications. In [25], the Aneka system is 
proposed that collects and releases the resources based on the completion time of 
requests. The auto-scaling is governed by the thresholds that must meet the require-
ments of completion of applications. In [26], a system is proposed for auto-scaling 
that uses past workload statistics to estimate future needs.

In [27], statistical machine learning was employed in single tier applications on 
the cloud to estimate the system performance parameters. The CPU and bandwidth 
utilization of VMs for single-tier applications were measured in Amazon EC2 using 
machine learning [28]. The reinforcement learning approach was used to find the 
best optimal server configurations in [29]. The same reinforcement learning was 
used to allocate the resources automatically in [30] for single-tier applications. The 
work in [31] uses non-linear regression techniques to learn the patterns of the per-
formance of web applications hosted on the cloud, and a trained model is then used 
to predict future needs. The queuing networks were used in the research for analyz-
ing the behaviors of each tier in multi-tier web applications [32]. The capacity of 
multi-tier web applications was estimated online using machine learning in [33]. 
The k-means clustering algorithm was used to model the dynamic workloads of 
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multi-tier applications. This work uses queuing theory and service rates as base 
parameters for the clustering. Another work in [34] uses the learning models to do 
resource provisioning for homogeneous performances. In [35], machine learning is 
employed to automatically configuring web applications based on CPU utilization, 
number of requests, and network utilization. A rule-based learning model was used 
in [36] for identifying sudden changes in requirements.

From these works, it is concluded that workload volume is a key parameter that 
is being identified differently and used to estimate the future needs of the require-
ments. The machine learning techniques were good in predicting the workload pat-
terns in the clouds, especially for dynamic provisioning. The machine learning 
models need to be designed based on the application for which the estimation is 
carried out [27–37].

The sharing dependency is a vital relation in identifying the workload volumes 
of storage clouds. This chapter takes NEC personal cloud data and models the shar-
ing dependency using ensemble learning for the auto-provisioning of resources.

4.3  Prediction of Sharing Dependency Using 
Ensemble Learning

4.3.1  Ensemble Learning

Ensemble learning is a branch of machine learning where multiple model outputs 
are combined to yield improved performance. Bias and variance are two important 
factors in machine learning.

The bias is referring to the average difference between actual values and pre-
dicted values. The trained model bias is high; it will underperform and miss impor-
tant details in the models. Hence, we need to have a lower bias. When models have 
become complex to train, the bias will reduce and it is up to some point. After that, 
the variance of the model will increase.

The variance is another factor that defines how the prediction is done on the same 
data different from each other. The high variance will overfit your data and the 
model will be failed. However, the bias and variance will be the tradeoff as shown 
in Fig. 4.1. To resolve this, ensemble learning is used.

The bias and variance will play an important role in machine learning. The low 
bias and low variance model will be good, and it will classify all the data into the 
respective classes. If the model has low bias and high variance, it will classify the 
data around the respective classes, not exactly on the classes, and each data will be 
far away from each other. If the model has high bias and low variance, it will miss 
the data and will not classify it into respective classes. However, all these data will 
be near to each other because of the low variance. If the model has high bias and 
high variance, it will miss all the data and will not classify into the respective 
classes. All these data will be far away from each other because of the high variance. 
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Hence, the main objective of any machine learning model is to reduce bias and vari-
ance to get the best model. It is shown in Fig. 4.2. The red color circle is a class to 
which the data points (blue colored dots) to be classified.

The ensemble learning can be applied in three different styles. They are bagging, 
boosting, and stacking. The bagging style will divide your input data sets into small, 
multiple datasets. The appropriate, different machine learning models will be cho-
sen for every subset of the data and applied independently. The results of all the 
subsets are aggregated through an average to give the results of the original dataset.
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Fig. 4.1 Bias vs. variance in machine learning

Fig. 4.2 The bulls eye 
diagram for bias vs. 
variance in machine 
learning. Source: http://
scott.fortmann- roe.com/
docs/BiasVariance.html
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The boosting style will not divide the datasets. It collects all the appropriate 
models and starts applying them one by one on the dataset. It adjusts the weight 
values of the model based on the previous results. Thereby, it reduces the bias and 
makes the model the best fit for the data.

The stacking is a different style where different model outputs are combined. 
The combined operation targets reducing bias or variance. Thereby, the best model 
is identified through stacking.

4.3.2  Dataset

The NEC Personal Cloud Data set is used in this chapter [38]. This dataset is an 
original dataset collected from the vendors with limitations. The limitation includes 
no location information is collected for privacy. All the data are collected as traces 
and it contains log information. The data are given by two trace files. The File Trace 
(CS_FileTraces.txt) contains details about the file, and Sharing Traces (CS_
SharingTraces.txt) contains sharing details of the files. The data collected is real 
data from 7th March 2013 to 9th September 2015, and the total duration of the data 
is 2 years and 6 months. This data set contains two levels of information. They are 
storage and sharing interactions.

From the storage level, file traces were collected directly from the provider 
through SQL Server and Open Stack Swift. The file traces are log files containing 
file id, user id, file size in Bytes, and Account/Container ID in which the file is 
located. This information is used to analyze the file-related details at the storage 
layer. The statistics of the file traces are listed in Table 4.1.

From the sharing interaction, the sharing traces were collected. The sharing 
traces are log files that contain interaction among users and their sharing file infor-
mation. The data is collected for 2 years and 6 months duration as mentioned above. 
This file contains 75,041 interaction details of file sharing. The fields include user 1, 
user 2, file id, folder ID, and account ID. User 1 is the owner of the file, and it is 
located in the folder that is linked to that user in the cloud. The user 2 is sharing the 
files of the user1. The statistics of the sharing interaction are listed in Table 4.2.

Table 4.1 CS_FileTraces – statistics

Total number records 76,554 file records

Total number of unique users 7721
Total number of unique accounts/containers 9215
Total number of unique files 74,723
Total number of unique file formats available 
in the dataset

418

Total number of unique file size present in the 
dataset

63,430
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4.3.3  Preprocessing

The given datasets cannot be directly used for machine learning. To prepare the 
extracted data to be used for machine learning, preprocessing is carried out. All the 
details given in the file traces are categorical types except file size which is a numer-
ical type. Similarly, the details in the sharing traces are also in categorical types. The 
preprocessing analyzes the dataset thoroughly. The file traces contain the details 
about each file whose owner details are given by the user id. The file sizes are given 
in bytes. The account/container id is the location id where the file is kept in the 
cloud. The sharing traces contain files whose owners are in user 1 and sharing users 
are in user 2. However, the sharing traces recorded each interaction separately. 
These interactions are raw and not labeled or grouped. The sharing interactions are 
in different styles which include a single file shared by many users, many files 
shared by a single user, a single file shared by a single user, and many files shared 
by a single user. To label the interactions, the number of files of each owner that is 
shared by others is calculated. The distribution of the number of files of each owner 
is illustrated in Fig. 4.3.

From Fig. 4.3, it is found that few owners do not have any files in their accounts 
that are being accessed by others. The number of files held by the owner is around 
500 for the majority of the owners. Few of them are having a huge number of files. 
The minimum and the maximum number of files held by the owner are 0 and 9369, 
respectively.

Next, the file sizes are computed for each owner. The sharing traces contain only 
the file ID that is being shared. The size of each file is given in file traces. To calcu-
late the file sizes, all the files shared by an owner are taken from sharing traces, 
whose size is referred from file traces, and the total file sizes are computed by sum. 
This is taken as a folder size since it contains many files. The folder sizes are com-
puted in Bytes and converted into MegaBytes (MB). The distribution of folder size 
is as shown in Fig. 4.4. It is clearly shown that few owners do not have any files in 
their folder and it makes folder size zero. Many owner’s folder size is around 
5000 MB and a few of them having folder size above 5000 MB. The minimum and 
maximum folder sizes are 0 MB and 241830.1 MB, respectively.

Next, the frequency of folder access for each owner is computed. It is directly 
calculated from the sharing traces file by doing self-references of owners in the 
user1 field. The reason is that sharing traces contain interaction details of each file 
that is linked to an owner.

Table 4.2 CS_SharingTraces – statistics

Total number records 75,041 sharing interaction records

Total number of unique owners (User 1) 7015
Total number of unique users sharing the files  
(User 2)

8314
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The distribution of frequency access to the folder is shown in Fig. 4.5. It is clearly 
shown that the minimum frequency is zero. It means that the folder is not accessed 
by anyone. The maximum frequency is 242. It means that the folder is shared by 
242 users. Thus the preprocessing extracted four different parameters from the data-
set. The user ID is mainly for identification, and it is excluded from machine learn-
ing. The other three parameters number of files, folder size, and frequency access 
are taken for machine learning.

4.3.4  Ensemble Classifiers

The five different ensemble classifiers are used in the experiment. They are bagged 
tree, boosted tree, subspace discriminant, subspace kNN, and RUSboosted tree.

0

2000

4000

6000

8000

10000

Num_Files-Distribution

Fig. 4.3 The distribution of the number of files for each owner that is shared by others

0

50000

100000

150000

200000

250000

300000

Folder_Size_MB - Distribution 

Fig. 4.4 The distribution of the folder size of each owner

S. Poonkuntran and J. Manessa



75

The bagged tree uses a random forest algorithm. It divides the given input into n 
number of parts using bootstrap sampling. Then, it constructs n number of classifi-
cation trees and combines them into a single tree to yield the final classification 
[39–41].

The ADA boosting is used in the boosted tree which is one of the first boosting 
algorithms that combines multiple weak learner’s outputs into single strong learners 
by using different weights. The ADA boost first divides the input into number splits 
and then applies a decision tree on them individually. A single split with a decision 
tree is called decision stumps. It analyzes all the stumps carefully and assigns higher 
weightage to the stumps which is difficult to classify and low weightage to the 
stumps which can classify well [42].

The subspace discrimination uses discriminant learners in subspace. The learn-
ers use Gaussian mixture models. The subspaces are generated using random sub-
space methods. The random subspace method uses three parameters. The first 
parameter is the actual dimension (D1) of the data (it means the number of columns 
in the given data) and next is the dimensions of the data (D2) to be used in the 
samples of each learner in the ensemble. The value of D2 is to be calculated statisti-
cally. The last parameter is the number of learners (N) used in the ensemble.

The random subspace method identifies the random subset of D2 variables from 
the D1 possible variables. Then, the methods iteratively train the week learners of 
discriminant analysis using these D2 variables, until there are N weak learners. The 
final prediction is carried out from the highest average of weak learners. Thus, the 
subspace discrimination works. Similarly, the subspace kNN works in subspace 
with nearest neighbors’ leaners rather than discriminant analysis [42–47].

The RUSboosted tree uses ADA boosting algorithm in under-sampling space. 
This method is well suited for imbalanced data where few classes will have only a 
few members in the training data compared to other classes. The under-sampling is 
a key concept in this method where the number of members for each class in the 
training data is computed first and selects the minimum value. The chosen minimum 
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Fig. 4.5 The distribution of the frequency of access to the owner’s folder
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value will be the sample size for each class to which the undersampling is done for 
the classes whose members are above the minimum. Finally, the boosting procedure 
will be done based on ADA Boost [42–47].

4.3.5  Data Cleaning

As in Sects. 3.3.2 and 3.3.3, the NEC data set is a log file that contains two sets of 
information for sharing dependency in the personal clouds. From this, we have 
extracted three vital pieces of information, namely, the number of files, folder size 
in MB, and frequency of access of the files for each owner. This is the data to be 
used in machine learning. This data is collected for 7015 owners in the NEC per-
sonal cloud. Thereby, the data set contains 7015 records and the dimension is three. 
The number of files and folder size is chosen as predictors, and the frequency of 
access is taken as a response.

First, the outliers analysis is carried out for from the variables through the box 
plot. By reviewing the box plot of the number of files as shown in Fig. 4.6, it is clear 
that the majority of the values are below 1000 and few values are above 1000. The 
number of the file contains zero values for 897 records. It means that 897 owners 
have accounts with no files in them. The median of the number of files is six. By 
analyzing the box plot for the number of files, it is found that the data is not uni-
formly distributed.

Fig. 4.6 The box plot for number of files
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The box plot for the folder size is shown in Fig. 4.7. The minimum folder size is 
0 MB and the maximum is 241,830 MB. The accounts which are not having any 
files will have a 0 MB folder size. The median value is 166 MB. The folder size is 
also not uniformly distributed. The response variable frequency of access is also 
reviewed by its box plot as shown in Fig. 4.8.

The frequency of access is having a minimum of 0 and a maximum of 242. The 
median is 9. and the majority of the values are within 100 and few values are above 
100. It is also observed that accounts not having any files are accessed many times. 
The frequency of access to 897 records (which are not having any files, empty fold-
ers) is exemplified in Fig.  4.9. This information will not provide any scope in 
machine learning for the identification of shared dependency. The main aim of the 
work is to predict sharing dependency for the dynamic provisioning of cloud 
resources. The empty folder’s access will not require any provisioning of resources. 
Such folders would have been accessed wrongly or the requested file is no longer 
available. Hence, these 897 records are filtered out from the experiment. In addition 
to this, the folders have few empty files whose sizes are in few kilobytes (KB). 
However, these files are accessed many times, and such information will be useful 
in learning. Hence, those records are retained. Thereby, the dataset contains 7015 
records initially reduced to 6118 records after cleaning.

Fig. 4.7 The box plot for folder size
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4.3.6  Model Training and Analysis

After the cleaning, the experiment is set up with the number of files, and folder size 
is as predictors and frequency of access as a response. The experiment is carried out 
on Matlab R2016b using the classification leaners app. The response variable 

Fig. 4.8 The box plot for frequency of access

Fig. 4.9 The frequency of access to empty folders
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contains 65 classes for which the predictors are trained in the model. The scatter 
plot of predictors is shown in Fig. 4.10. From the scatter plot, it is clear that the 
predictors are not linearly related and cannot be trained using any linear models. 
The relationship of predictors is non-linear and it requires non-linear models. The 
nature of the tasks in the experiment is to predict the frequency of access from a 
given number of files and folder size. The decision tree and clustering models are 
more suitable for such situations. Thereby, the chapter uses ensemble learning for 
the training.

The predictors are fed to the classification learner app with the default configura-
tion of all the ensemble learners. The results are summarized in Table  4.3. The 
boosted trees yield the highest accuracy of 7.1%, and all other models are providing 
an accuracy below 7.1%. The ROC curves of all the models are shown in Fig. 4.10. 
All the models provide an AUC value of around 0.5, and around 50% of the data is 
properly mapped to positive and negative classes as shown in Fig. 4.11.

It is also understood that the response variable has 65 classes of the frequency of 
access not well mapped by the number of files and folder sizes. To fine-tune the 
results, we have created a new class variable based on the number of files, folder 
size, and frequency of access. Here, these three variables are taken as the predictors. 
The response variable is prepared by using quartiles of each variable. Each variable 
has four quartiles, and all these four quartiles of each variable are combined to quar-
tile values of other variables. Thereby, 64 quartile combinations are created and the 
same is modeled as response classes for the data. Then, for every sample, the 

Fig. 4.10 The scatter plot between Num_Files and Folder_Size_MB
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corresponding quartile in which the variable is present and quartile combination of 
all three variables are computed.

Table 4.4 shows the quartile values of all the predictors used in the experiment. 
The response class is computed as follows. For example, if the sample contains 
values of Num_Files as 12, Folder_Size_MB as 684.58, and Frequency _Access as 
18, then the quartile for Num_Files will be 4, Folder_Size_Mb will be 4, and 
Frequency_Access as 4. The response class for this sample will be 444. Thus, the 
response class for each sample is computed. Now, the model is trained using these 
three variables as a predictor and combined quartile values of variables as the 
response variable.

Table 4.5 shows the improvement in accuracy compared to the results in 
Table 4.4. The bagged trees provide the highest accuracy of 99.8%, and the boosted 
tree yields the second highest accuracy of 88.1%. All other models provide an 

Table 4.3 Ensemble learners – results (number of predictors is two)

Ensemble learner Accuracy (%)

Model 1.1 boosted trees 7.1
Model 1.2 bagged trees 5.1
Model 1.3 subspace discriminant 6.9
Model 1.4 subspace kNN 5.9
Model 1.5 RUSboosted trees 4.0

Fig. 4.11 ROC curve for the ensemble learners – number of predictors is two
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accuracy of below 50% and improved the accuracy compared to the results in 
Table 4.4. The second approach improved the overall accuracy of ensemble classi-
fiers by 50% at an average. The individual model wise improvements are 81% in 
boosted trees, 94.70% in bagged tress, 7.90% in subspace discriminant, 32.60% in 
subspace kNN, and 35.10% in RUSboosted trees.

Figure 4.12 shows the performance of each model through ROC curves, and all 
the models can improve the AUC values compared to the previous results in 
Fig. 4.11. Now, the models are providing AUC values between 0.9 and 1.

4.3.7  Comparative Results

We have experimented with two different methods. First, we have taken a dataset 
with two predictors (Num_Files and Folder_Size_MB) and Frequency_Access as 
Response. The training results gave a maximum accuracy of 7.1% and an AUC of 
0.67. This is achieved by the boosted tree. Second, we have taken all three variables 
as predictors (Num_Files, Folder_Size_MB, and Frequency_Access) and the newly 
computed quartile combination as a response. The training results for this method 
yield a maximum accuracy of 99.8% and an AUC of 1. Comparatively, the second 
method was found best for the NEC personal cloud dataset. This method can predict 
the demands of the quartile combinations using Num_Files and Folder_Size_MB 
and Frequency_Access. Method 2 improved the overall accuracy of all the models 
by 50% at an average and AUC by 45% at an average. The bagged tree model was 
found as the best model for the NEC cloud dataset.

Table 4.5 Ensemble learners – results (number of predictors is three)

Ensemble learner Accuracy (%)

Model 1.1 boosted trees 88.1
Model 1.2 bagged trees 99.8
Model 1.3 subspace discriminant 14.8
Model 1.4 subspace kNN 38.5
Model 1.5 RUSboosted trees 39.1

Table 4.4 Quartile values of predictors

Parameters Num_Files Folder_Size_MB Frequency_Access

Min 1 0 1
Q1 4 91.8675 5
Q2 6 203.725 9
Q3 8 362.2425 15
Q4 9369 241830.1 242
Max 9369 241830.1 242
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4.4  Conclusions

This chapter presents ensemble classifier analysis to the NEC personal cloud dataset 
that contains two files File Traces and Sharing Traces for 2 years and 6 months from 
7th March 2013 to 9th September 2015. From the dataset, we have extracted three 
4 parameters, Owner ID, Number of Files, Folder Size in MB, and Frequency of 
Access. The owner ID is omitted, and the other three parameters are taken for learn-
ing. The ensemble learning contains five models boosted trees, bagged trees, sub-
space discriminant, subspace kNN, and RUSboosted trees. The training is done by 
two methods. The first method attempted to map the relationship between the num-
ber of files and folder size to the frequency of access. The second method attempted 
to find the relationship between all these three parameters to newly computed quar-
tile combinations. The experimental results show that method 2 is best for the NEC 
data set and the Bagged Tree model can excel in the prediction that provides an 
accuracy of 99.8% and AUC of 1. Method 2 improves the accuracy of all the models 
by 50% and AUC by 45% compared to method 1. Thus, the bagged tree model with 
three predictors outperforms all other models of ensemble classifiers, and it is found 
as the best model for NCE personal cloud dataset in predicting sharing dependency. 
It is concluded that the bagged tree model is the best in estimating the sharing 
dependency of personal clouds in multi-cloud environments.

Fig. 4.12 ROC curve for the ensemble learners – number of predictors is three
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Resource Management Framework Using 
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 Environment
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5.1  Introduction

Today’s enormous growth in Information Technology paves the way for the devel-
opment of various mechanisms for transmitting information. The multi-cloud model 
eliminates strategies to communicate directly with a server for all kinds of services 
as the cloud computing model. This model is preferable instead to the online mode 
of communication. The content of information stored on the websites is retrieved 
directly by means of relevant requests. The systems that can define the online data 
recovery procedures are integrated here, making it easier for the user to recover the 
required assets with the help of this model [1–5].

In this model, the main factor to take into account is asset management, which is 
considered the model’s most important task. The next major factor is the load 
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balancing task, which is ultimately intended to ensure that the load is distributed 
uniformly, allowing the entire group of users to use the resources efficiently [6, 7].

Ultimately, the maximum use of the resources would improve the throughput 
factor and thereby reduce the energy consumption rates. Another benefit of the load 
balance strategy is that it reduces the response time substantially. This work has 
proposed a load balancing strategy for improving resource delivery and the quality 
of service factors, based on the various strategies [8, 9].

Adequate task scheduling is important to ensure high cloud productivity. 
Scheduling for the disseminated frameworks is an entire NP problem, so that in 
such circumstances customary booking techniques do not yield significant 
productivity [10, 11]. Scheduling is a critical concern for suitable situations that 
have to address some errands in numerous assets while improving the use of assets 
and the make-up. Task booking system charts for the most part provide cloud-based 
assignments to accessible assets as shown by their compliance qualities [12–14].

In addition, problem strategies are sorted into heuristic and conjectured. Heuristic 
algorithms are suspected of the status of assets as workable, such as the load or the 
length of employment prior to the schedule of employment. Surveyed scheduling 
methods depend on similar information data and the formal computer model as 
ideal reservation strategies, but by reducing arranged space, they defeat the NP 
complement of ideal schedulers [15, 16].

The collection of all information clearly presents new practical problems, where 
the valuable heuristic systems are [17, 18]. Swarm approaches to knowledge in a 
dispersed schedule are extremely prevalent and impressive. The main reason is that 
progress problems can be illuminated without the need for excess data on the issue.

This article therefore uses the need for the properties of gray wolf optimization 
(GWO) on a genetic algorithm (GA) model, which can effectively compute the 
selection of the optimal path with iterative training instances. This model has an 
optimal routing principle, which takes on less compute complexity and more energy 
efficiency from the cloud-based dynamic sensor VMs.

The outline of the paper is given as follows: Sect. 5.2 provides the problem of the 
study. Section 5.3 discusses the proposed scheduler. Section 5.4 concludes the 
entire work.

5.2  Problem Formulation

The problem formulation [19] for the present study is considered under the follow-
ing assumptions: (1) prior knowledge on computational time period of each task and 
(2) similar overheads prior scheduling of tasks.

Task constraint is modeled as:
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where

i2 – Task index
j2 – Index of jth task executed
N – Total tasks
T – Scheduled time
ni – Total task executed
rij – Release time (j) of task τi

sij – Start time (j) of task τi

fij – Finish time (j) of task τi

i – Time required for executing τi with τi

The following are the metrics utilized for estimating the resource allocation 
based on the available resources:

Makespan: The general requirement that shows the entire duration of the tasks. 
When the machining rate is at lowest, the method of task planning can be efficient 
for VM. The service quality and scheduling can be improved if the makespan is 
smaller.
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where

wi – Total completion time of a task ti

Average Waiting Time represents the performance of total throughput and over-
all processing capability of cloud.
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where

τi– Waiting time for a task ti
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CPU Utilization Rate of VMs represents the actual resource requirements 
required by VMs to consume and allocate the task in each VM at every instant 
of time.
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where

C tij
con

i( ) – Consumed tasks at time multi-val ti

C tij
alc

i( ) – Allocated tasks at time multi-val ti

Failure Tasks Scheduling Rate represents the cloud stability.

 Q % /( ) = Timeprocessing tasks Total time (5.9)

5.3  Proposed Method

There are various VMs in the cloud computing system. Different requests from the 
users are received, and separate capacities for the processing of such received 
requests are identified and incorporated. The time of the task here depends on the 
processing power of the virtual machines (VMs).

Figure 5.1 shows the architecture of the IoT-multi-cloud proposed to sense, col-
lect, and transmit the data from the source VM to the destination VM. Three differ-
ent levels, including sensing, data, and control plane, are used in this architecture.

The detection aircraft is the collection of IoT inputs, which is a heterogeneous 
device that senses and gathers input data at a greater rate. In the sensor plane, the 
IoT VMs must be fixed and the proposed architecture should not be mobile. Greater 
input data collection creates explosive traffic so that the need for an adequate 
transmission path is critical across cloud.

The proposed architecture uses a control plane consisting of the GWO model 
integrated with GA algorithm to alleviate this challenge. The deep sense model is so 
responsible that the connection or path is not congested with path assignment, 
packet selection, and flow control. In some cases, bursty traffic is checked with 
optimum packet selection through routing paths to ensure better packet delivery by 
the cloud.

The data plane is then used to transfer massive IoT data into the destination VM 
or sink or the gateway in the form of packets. A GWO [11] model integrated with 
the GA model, which aligns the goal of the proposed mechanism to improve the 
scheduling in the cloud, controls the routing between cloud VMs.
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In the case of cloud data centers, the variations in computing power of the VM in 
question are seen, which means that there are significant differences in VMs during 
similar tasks. Tasks are generally different, and therefore, the performance efficiency 
of the various VMs makes the allotment of tasks to these VMs possible. Excess 
tasks would be assigned to VMs with better performance capacity. The above reason 
turns out to overload certain VMs, while the other machines remain idle. Ultimately, 
this issue would result in a waste of resources.

The efficiency of the cloud data centers is usually affected and reduced by the 
load imbalance of the VMs. This work thus focuses on the average load conditions 
applicable for the VMs, referring to the enhanced GWO to enhance the use of 
resources.

Se
ns

in
g 

pl
an

e IoT 
devices

IoT 
devices

IoT 
devices

IoT 
devices

IoT 
devices

IoT 
devices

Bursty Traffic

Heterogeneous 
device

D
at

a 
pl

an
e

Cluster 
Head

Sink/
Router

Node Node

Gateway

M
ul

ti-
C

lo
ud

Central 
Controller GWO Path 

Assignment
Packet 

Selection

Fig. 5.1 Architecture for minimizing the time overhead using GWO

5 Resource Management Framework Using Deep Neural Networks in Multi-Cloud…



94

5.3.1  Scheduling Using GWO

The time multi-val between the submission of the IoT task in VM and its answer is 
viewed as defining the response time. The load balance factor is one of the factors 
influencing the process of reducing response time and increasing the reactivity of 
VMs. The easy procedure here is adopted to minimize the machining span, and the 
response time involves transferring the tasks from an overloaded VM to an over-
loaded VM, which is thus called the load balance procedure. In order to maintain the 
load conditions, it is important that the VM informs about its capacity to balance the 
load correctly.

The schedulers will be hosted based on the management nodes, from the com-
puter nodes to the storage nodes. Based on the requests the scheduler selects rele-
vant compute nodes for the VMs, it monitors requests that have been sent to a VM.

Task scheduling is a technique in cloud computing to ensure a dedicated resource 
is assigned work and that assigned work is completed. The resources include virtual 
computer elements or hardware. The programming activity in turn is performed by 
a programmer. The scheduler assigns multiple users to occupy a certain part of a 
resource for a QoS.  The GWO scheduler allows the computer system to try 
multitasking for each CPU.

The scheduler prioritizes each task according to the user’s needs and therefore 
the multitasks in parallel distributed applications set the schedule of work over idle 
VMs to complete the process soon. The main problem with task execution lies in the 
increase of parallelism, as it depends on another task to perform a task in cloud 
computing. Figure 5.2 shows the process of scheduling using GWO.

5.3.2  Load Balancing

This work classifies the load balance approach into two different phases. The first 
phase relates to the two-tier task planning strategy, which focuses on the dynamic 
needs of each user and the achievement of high resource utilization through the 
adopted load balance mechanism. In this case, load balances are used to map the 
IoT tasks to the entire VMs, followed initially by the VMs in the resource hosting 
tasks with the objective to improve the overall Cloud-IoT performance.

In the first phase itself, certain investigations, like identification of the CPU uses 
and the determination of memory requirements, must be completed with a 
determination of the number of available cycles, etc. The second stage involves 
determining the resources available and the amount of resources needed in the 
immediate future; on the basis of the resource requirements which instances would 
be either discarded or added, this would finally be seen as the user’s prescribed status.

Load checking on VMs should be carried out regularly; this checking is wisely 
performed by the proposed algorithm; on the basis of observations, the following 
strategy is used to deduce load migration. It is the primary task of this algorithm to 
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Pseudo Code of Cloud Scheduling
Initialize the wolfs
Initialize the VM in clouds
Initialize the IoT devices
Assign the value of threshold
While all VMs is found to be optimally balanced with loads 
(apply GWO Algorithm – See pseudocode of GWO)
if (load < threshold)
if (load < threshold)
{
 do
 {
 Assign the scheduled task to the VM present in cloud
 Sort the scheduled task
 Estimate and update the distance of Wolfs
 } while (load < threshold)
}
else
Update the particles with updated solution
Search for similar neighbor VM
Finally check the load balanced VMs
Pseudocode of GWO
For i = 1 : n
 zi ← ith row vector elements of F;
 Generate initial search agents Gi (i=1, 2,….,n)
 Initialize the vector’s a, A and C
 Estimate the fitness value of each hunt agent
Repeat
For i=1: Gs (pack size of grey wolf)
 Update the current hunt agent location
End for
Calculate the fitness value of the entire obtained hunt agents
Update the values of the vectors a, A and C
Update the value of first three best hunt agent
I=I+1
Check if I ε Imax (maximum iterations i.e. the Stopping criteria)
Output largest k eigenvectors G
End For
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identify the loading conditions of VMs on the basis of the differentiation of machines 
from loaded VM and loaded VMs, followed by transferring loads from loaded VM 
to loaded VMs.

This process ensures that the loads are evenly distributed. This reduces the 
response time and improves the utilization of resources through a uniform 
distribution of load. This task for observation is like the bee movement, which peri-
odically searches for loads. This search task continues to reach a threshold value. 
When the threshold value is reached, the optimization identifies the minimum 
loaded VM, and the task is set to minimum loaded VM.

5.4  Results and Discussions

This section discusses the experimental studies to concentrate on the efficacy of 
GWO. Optimization of GWO is verified using a range of performance measures 
including a package delivery ratio, average end-to-end delay, standardized payload 
routing and IoT, and cloud network life. To our best, it is the first IoT-multi-cloud 
GWO technique, and therefore a comparison is carried out between GWO routing 
with the Ant Colony Optimization (ACO) model and Bees Swarm Optimization 
(BSO). The following are the five performance metrics:

Packet delivery ratio (PDR): PDR is defined as the ratio from the total amount of 
packets generated and transmitted by IoT-source VMs at the Cloud-based base 
station.

End-to-end average delay (EAD): The delay is determined as the late time when 
packets from source IoT VMs are successfully transmitted to the cloud sink VMs 
and back to the source IoT VMs. This time delay includes queuing at cloud VMs, 
IoT cache latency, air propagation delay, MAC Cloud layer transmission delay, and 
GWO transformation time for tracking.

Normalized routing payload (NRP): For each data packet that is being delivered, 
NRP is the total number of control packets transmitted to the cloud sink VM. When 
the data is sent via one hop, the packets generated by the GWO occur.

Normalized MAC payload (NMP): NMP is defined as the total number of pack-
ets with address resolution, routing and control packets, and overhead packets that 
include overheads generated for each IoT data packet in the cloud MAC layer.

Network lifetime: IoT-multi-cloud network lifetime is defined as the total time 
taken to simulate the IoT cloud from the start to the last packet transmitted following 
the death of IoT VMs because VMs lie in a remote location and fail to receive 
continuous power.

The GWO routing efficiency with routing loads is considered important to the 
PDR and the EAD. MAC payload is an effective measure of wireless media for data 
streams in which the measurements are independent.
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5.4.1  Simulation Results and Discussions

The data packet rate of the 10 IoT-source VM for session generation is between 45 
and 54 Mbps. However, the optimal selection of control and data packet transmission 
via GWO makes the network congestion without affecting communication; this can 
lead to an increase in network congestion.

The simulation results of PDR in different sessions, which includes packet trans-
mission at IoT source VMs and receipt of the cloud sink VMs, are shown in Fig. 5.3. 
The results show that the PDR is relatively less than the increase in pause times 
when pause times are reduced. However, the PDR is reduced by an increasing num-
ber of sessions from 10 to 40 than conventional ANN and enhancement.

The increase in performance in the GWO model is because of the efficient calcu-
lation of data transmission paths. The conventional systems fail to calculate the 
routes where the generated data rates on IoT devices do not coincide. GWO model 
performance is thus considered as stable and stabilizes the routing connection with 
increased route stability and minimal connection failure.

Figure 5.4 shows the EAD for various sessions when the EAD is reduced and 
with the increased break times it increases. The EAD is however much lower than 
ANN and reinforcement education with increasing sessions. The increased delay is 
due to the selection of longer routes while EAD is calculated, which causes severe 
cloud network congestion.

Thus, meta-heuristic algorithm learning does nothing to balance the loads. 
However, the GWO model, after certain iterations, increases the computing 
capability of the routes by minimizing the data transfer rate at that time. In contrast, 
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the fact that cloud VMs are delayed increases the EAD overall without affecting the 
kernels’ stability.

The NRP and NMP for various sessions, which lower NRP and NMP for 
increased pauses, are presented in Figs.  5.5 and 5.6. The NRP and NMP 
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significantly decrease with more and more sessions than ANN and enhancement 
learning. GWO handles address, routing, control packets, and overhead packets 
effectively with higher computation speeds.

Figure 5.7 shows the average overall makespan for different scheduling methods 
with different tasks. The GWO strategy consists of low make-up in comparison with 
the GWO strategy. The GWO does not waste energy with lower length tasks. The 
performance achieved by GWO has fallen by 13%. The main reason for this is that 
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the planned strategy takes on the characteristics of the tasks, total implementa-
tion time.

The resources are sufficient while there are small numbers of tasks. It takes a 
very long execution time (Fig. 5.8) to compare the GWO strategy. With discovering 
the whole area of search, wolf moves around the best position in the GWO algorithm. 
Compared to the entire method, GWO provides an average of 8–16% reduction in 
the total execution time. The metrics like increased average response time (Fig. 5.9), 
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increased storage capacity (Fig. 5.10), reduced path load (Fig. 5.11), and reduced 
cost (Fig.  5.12) shows improved performance by proposed GWO than existing 
methods.
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5.5  Conclusions

In this paper, we framed a GWO model to enhance IoT-multi-cloud routing perfor-
mance, thus increasing routing the performance of VMs. By adapting to the data 
acquisition speed by IoT VMs, GWO routes the packets effectively. IoT-multi- cloud 
multi-connection is effectively managed so that the data collection and transmission 
lack design defects. The results of the simulation show that the EAD is small and 
longer, with lower PDR, the scalability of the GWO is decreasing, and the risk of 
packet loss is high. But GWO reduces PDR on long routes which biases the samples 
and ensures a balanced scalability. The GWO routing model has a highly satisfac-
tory scalability for shorter routes. The performance of the GWO model with high-
speed packet routing provides improved packet transmission via Cloud, increasing 
IoT-multi-cloud longevity in IoT and Cloud sensor VMs as a result of increased 
residual energy.
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Chapter 6
SLA-Based Group Tasks Max-Min 
(GTMax-Min) Algorithm for Task 
Scheduling in Multi-Cloud Environments

G. K. Kamalam   and K. Sentamilselvan 

6.1  Introduction

Nowadays, cloud is the fastest emerging field. People and industries were moving 
to keep their information to cloud [1]. The CSP provides various services to their 
customers, and the information can also be accessible everywhere in the world. Due 
to that, cloud users (CU) are drastically increased. As a result, the CSP is started 
toward to increase their resources (e.g., Software, infrastructure, Platform) to satisfy 
numerous customers [2, 3]. Multi-cloud is a scheme which supports a numerous 
cloud to execute several tasks. Cloud users select the service that provides the best 
among the available cloud services provided by numerous CSP. Multi-cloud avoids 
CU to depend on a single CSP. In multi-cloud environment, tasks are distributed 
among computing heterogeneous resources to minimize the execution time. Cloud 
service provider specifies the functionality of the service provided by them, and 
they are the sole responsible for delivering quality service to user. CSP clearly 
defines the cloud services QoS information in SLA document. CSP enhances qual-
ity service by considering parameters like QoS, uptime, downtime, pricing, policy 
for data protection, backup, service period, and security policy. Service providers 
need to provide good quality of service to their customers. If they fail to provide, 
CSP needs to pay the penalty to cloud users. While providing QoS, CSP is facing so 
many problems. For solving those issues, they use several algorithms and tech-
niques. One of the major issue the CSP faces is mapping meta-tasks to a machine 
effectively to achieve minimum makespan or minimum execution time of the 
mapped meta-tasks [4].

Min-min, max-min, opportunistic load balancing (OLB), genetic algorithm 
(GA), minimum execution time (MET), minimum completion time (MCT), and 
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simulated annealing algorithm resulted in efficient scheduling results. The algo-
rithms were used to solve complex scientific problems like NP hard and NP com-
plete problem. Overall solution is to reduce makespan and increase resource usage 
by minimizing resource idle time [5–7].

Significant focus points of the proposed calculations over the current calcula-
tions are as per the following. As a result, a variety of algorithms provides the facil-
ity to their customers for selecting the parameters in terms of execution cost and 
time. Here the major customers are more concern about the execution cost only, not 
considering the execution time. Some customers are considering penalty cost also. 
CSP is in the state to balance the execution time, cost, and their services to admire 
many customers [8–10].

Service level agreement (SLA) term is enacted among CSP and CU. Both the 
CSP and CU settle and sign in the document. This SLA may vary from each service 
provider. In that SLA agreement, they will define the services such as QoS, services 
up and downtime, and service periods starts and ends; cost and security details are 
clearly defined in the rules and regulation about the service. Both of them should 
meet their expectations. Otherwise, those violating the policies defined in the SLA 
need to face the consequences [11].

This chapter organization proceeds as follows: Section 6.1 brings out the intro-
duction. Section 6.2 lists related works on SLA-based task scheduling. Section 6.3 
illustrates the problem definition and cloud model for our work. Section 6.4 pro-
poses the algorithm SLA-GTMax-Min. Section 6.5 illustrates the performance 
comparison for SLA-GTMax-Min and existing algorithms. Section 6.6 concludes 
our work.

6.2  Related Works

Cloud service (CS) is the information technology service provided and invoked 
through Internet-enabled cloud computing by an interface. Cloud service provider 
(CSP) is the third party who provides the cloud services through the Internet as pay- 
per- use model. Cloud Service Consumer (CSC) is the primary stakeholder that uses 
the CS. Cloud SLA (service level agreement) is a prime unit of contractual associa-
tion among CSC and CSP of a cloud service. Service level objective (SLO) repre-
sents the expectation for CS attribute. Expectation is specified either in quantitative 
or in qualitative terms. The SLA fixes the SLOs for the cloud service.

Baset et al. [12] have systematically divided the SLA into various components 
and analyzed the analogy and disparity among SLAs of CSP and provided direction 
on elucidating SLAs for future CS. The author also highlighted the challenges asso-
ciated in describing performance-based SLAs. Maurer et  al. [13] introduced an 
adaptive SLA matching approach, which provides an easy way of mapping among 
available private, public SLA templates of cloud market. The heuristic technique 
involved in the adaptation approach balances between cost and benefit in perform-
ing the SLA mapping process efficiently. Gao et  al. [14] introduced method for 
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managing the resources dynamically. The method provides effective energy plan-
ning by performing voltage scaling and server consolidation in speedily changing 
dynamic workloads at a greater rate. It achieves energy savings and better SLAs in 
cloud data centers. Ranaldo et al. [15] presented bilateral method for negotiation of 
SLA. Service provider’s acceptable region and the value of utility are considered as 
a precondition for negotiation. The negotiation process optimizes the utility value 
and competitive prices by removing the agreements that will indulge in violations. 
Ivanovic et al. [16] generate constraints on SLA conformance and violation. The 
author identified the viable instance for SLA conformance, violation, and cause for 
its occurrence. The method leads to an optimized SLA matching. The parameters 
considered for optimal matching are makespan, availability of the resource, and cost 
of the cloud service. Son et al. [17] have presented a SLA framework WLARA. The 
framework considers the workload of the resource and data center’s geographical 
location to perform efficient resource mapping. It also provides an automated SLA 
negotiation process which leads to higher profit for the service providers. It focused 
on establishing SLA which deals with business, cloud service, and utilization of 
resource. The main motive is to gain high profit in business, to provide guaranteed 
cloud service to users, and to perform effective management of resource to achieve 
greater resource utilization. Thus, the proposed approach is based on negotiation 
mechanism for multi-objective SLA establishment. Farokhi et  al. [18] have pro-
posed HS4MC approach. The approach calculates the score of the comparable ser-
vices based on the preference of the cloud users. It performs automatic selection of 
the service efficiently persuading SLAs based on the service ranking and the pro-
vider’s SLA claims. HS4MC performs service selection efficiently in multi-cloud 
environment. Garcia et al. [19] have implemented a platform CloudCompass. It is 
an SLA-aware platform that deals efficiently with resource allocation life cycle. It 
provides the method to correct the QoS violations with the help of cloud infrastruc-
ture elasticity features. The platform supports heterogeneous environment and leads 
to benefits of lesser cost and greater efficiency. Emeakaroha et al. [20] presented 
architecture DeSVi. It is used to detect violations in SLA using resource monitoring 
technique. Depending on the user requirement, DeSVi deploys the service in a vir-
tualized cloud environment. To suit the heterogeneous multi-cloud environment, 
CSPs collaborate with each other and provide services to cloud users by bringing 
out a common SLA. The architecture is evaluated for image rendering and transac-
tional web heterogeneous applications to detect the optimal monitoring level of 
SLA parameters.

Franke et al. [21] made an experimental investigation on SLA decision-making 
between IT professionals. Lu et al. [22] have presented an approach that completely 
automates the SLA life cycle management. The author proposed a systematic man-
agement framework considering SLA fault-tolerance concerns and approaches in 
several autonomous layers and processed them in a parallelized manner. Abawajy 
et al. [23] proposed a framework for managing SLA. It provides a pathway for CSP 
in identifying deliverable QoS before signing an agreement with cloud users to 
optimize the QoS guarantees. The framework is well organized to dynamically sup-
port distributed multimedia content adaptation. Son et  al. [24] have proposed an 
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effective mechanism which directs negotiation parameters adaptively and balances 
the cloud on high workload. The mechanism is well organized to support multi- 
objective SLA establishment and provides a direction for identifying the parameters 
that result in amenable cloud pricing and efficient management of resource. Panda 
et al. [25] have proposed two techniques SLA-Min-Min and SLA-MCT schedule 
tasks efficiently satisfying three different levels of SLA customer requirements. 
Proposed algorithm suits for an environment which is of heterogeneous and multi- 
cloud nature. The algorithm efficiently brings out a balance between the total com-
pletion time of set of tasks that are scheduled and gain cost for the services provided 
by the CSP.

Single-phase and two-phase heuristic techniques perform the mapping process 
efficiently in grid and cloud environment. Single-phase heuristic algorithms include 
cloud list scheduling [26], MCT [27], MET [28], OLB [29], and minimum comple-
tion cloud [30], SLA-MCT. Two-phase heuristic algorithms include SLA-Min-Min, 
cloud Min-Min scheduling [26], and cloud Min-Max normalization [30]. Freund 
et  al. [27] presented a heuristic task technique, MCT which schedules tasks to 
machine with minimum completion time. Panda et al. [31] have included the param-
eter cost in the proposed two algorithms Profit-MCT and Profit-Min-Min, schedules 
task efficiently to available cloud with minimum execution cost. Rajganesh and 
Ramkumar [32] specified that in cloud environment, users have the flexibility to 
acquire the services given by different CSP as per requirement. Cloud users are not 
aware about the quality service provided by CSP and trust about the provided ser-
vice. Authors proposed fuzzy logic trust evaluation system. The system acquires CU 
feedback about the services they utilized. A weight value is calculated for the user’s 
feedback. Authors identified trust value by adding constraint in the system. Trust 
value is obtained from the weight value given for the user’s feedback. Rajganesh 
and Ramkumar [33] stated that CU enjoys the benefits of the cloud services without 
having the required infrastructure. Selecting the services provided by numerous 
CSP is a difficult task. The authors presented a cloud broker which is smart enough 
to intelligently select the cloud service and highlights cloud broker’s role in the 
selection procedure. Rajganesh and Ramkumar [34] presented a complete survey on 
the discovery of the services of the cloud. They also presented an architecture com-
prising cloud broker ranks the requirements of cloud users. Ranking assists in the 
cloud service decision-making. In this chapter, we presented heuristic heteroge-
neous SLA-based task scheduling technique SLA-GTMax-Min to bring out a proper 
balance between makespan and execution cost. Execution cost includes the gain 
cost, the amount paid to the CSP for the successful service rendered by them. 
Penalty cost is what CSP have to pay to cloud user for unsuccessful task comple-
tion. SLA-GTMax-Min algorithm schedules the task efficiently to available cloud 
as per SLA defined by the cloud users. SLA includes three levels: levels 1, 2, and 3. 
Level 1 specifies scheduling process to be done with minimum makespan, level 3 
represents the task to be scheduled by the cloud with minimum execution cost, and 
level 2 considers both minimum makespan and minimum execution cost for task 
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scheduling. The proposed algorithm gives the cloud user the flexibility in selecting 
the benefit they require by specifying the weight value for the parameters makespan 
and execution cost. SLA-GTMax-Min and existing algorithms are evaluated using 
Braun et al.’s benchmark datasets [35], and the proposed algorithm SLA-GTMax- 
Min brings out a proper balance among makespan and execution cost.

6.3  Problem Definition

6.3.1  Environment Setup

In muti-cloud environment, clouds cooperate in performing the task execution. Set 
of clouds belong to the cloud service providers. Through the Internet, CSP provides 
service to CU based on SLA. The model assumed is IAAS cloud system, and the 
primary resource service provided is the CPU. A manager server for each cloud 
maintains the status of its computational resources. When CSP receives the task 
requests from the cloud users, the manager server performs SLA with the cloud 
users based on the task execution time, gain, and penalty cost and performs map-
ping tasks to appropriate cloud for execution. Mapping is referred as NP-hard prob-
lem. Heuristic algorithms perform the mapping of tasks to clouds satisfying 
SLA.  Proposed heuristic algorithm and existing algorithm are implemented and 
compared by simulation study based on a set of common assumptions.

To make ease of comparisons among existing and proposed heuristic algorithms, 
certain simplifying scheduling assumptions are as follows:

 1. A meta-task T defines group of tasks without dependencies in the data required 
for executing the tasks.

 2. Perform static scheduling/mapping of meta-tasks to the cloud.
 3. Each cloud in the cloud set C is to execute one task in scheduled/mapped/

assigned arrangement.
 4. Size of the meta-task T is mentioned as ‘l’.
 5. In multi-cloud environment, the amount of cloud available in cloud set C is ‘m’.
 6. Sizes ‘l’ and ‘m’ are static and known prior.
 7. In static heuristic, each task’s expected execution time on cloud is known in 

advance to execution and presented in ETC (expected time to compute) matrix.

The proposed heuristic algorithm meets the following stated objectives:

 1. Balancing gain cost, makespan, and penalty cost
 2. Satisfying SLA
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6.3.2  Model for Application and Problem Definition

In multi-cloud environment, cloud set C  =  {C1, C2, C3, … , Cm} and cloud Ci, 
1 ≤ i ≤ m, where m clouds are provided by different CSP. Cloud Ci, 1 ≤ i ≤ m varies 
in computational resources from other clouds Cj, 1 ≤  j ≤ m, and i ≠  j. Task set, 
T = {T1, T2, T3, … , Tl}, each task Ti and Tj are independent, 1 ≤ i ≤ l, 1 ≤ j ≤ l, 
and i ≠ j.

6.3.2.1  Expected Time to Compute Matrix (ETC)

Table 6.1 lists the expected execution time ETCij of task Ti, on cloud Cj, where 
1 ≤ i ≤ l, 1 ≤ j ≤ m.

Row represents task Ti execution time on clouds belonging to set C. Similarly, 
column represents the execution time on a cloud for each task belonging to set T 
[36–38].

6.3.2.2  Expected Gain (EGM) Matrix

Based upon the ETC matrix, the gain cost is derived. Matrix EGM represents the 
gain cost. Cloud cost is maximum if it executes the task with minimum execution 
time, and for other clouds, the cost reduces in multiples of two, 1 ≤ i ≤ l, 1 ≤ j ≤ m. 
Gain cost is credited to CSP if the cloud user’s task executes successfully satisfying 
SLA. In general, cloud with minimum execution time will be provided for service 
by CSP with high cost and cloud with maximum execution time for service at a 
low cost.

6.3.2.3  Expected Penalty (EPM) Matrix

Based upon the matrix EGM, the penalty is derived and is presented in matrix 
EPM. Penalty cost is credited to the cloud user if the CSP cannot complete the task 
requested by the cloud user. The penalty cost is half (i.e., 50%) of the gain cost for 
simplifying assumptions.

Table 6.1 An ETC matrix

C1 C2 …… Cm

T1 ETC11 ETC12 ETC1m

T2 ETC21 ETC22 ETC2m

‘““ ……
Tl ETCl1 ETCl2 …… ETClm
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6.3.2.4  Agreement Level of Service

The kind of service the CSP should provide to the cloud user is represented in 
SLA. The service requested by the cloud user is faster completion of the task sub-
mitted to the CSP or the task to be completed with minimum gain cost, or the cloud 
user may expect some percentage of task completion time and task gain cost. 
Agreement levels 1, 2, and 3 represent three types of agreement level of service 
provided by the CSP to the cloud user. The x1 and x2 represent the agreement level 
of service expected by the cloud user. These values are expressed as the linear com-
bination of x1*execution time and x2*gain cost, such that x1 + x2 = 1. The agree-
ment level of service, level 1, mainly considers only the task execution time to be 
minimum and does not consider the gain cost. The agreement level of service, level 
3, primarily considers the task gain cost is to be minimum without considering task 
execution time. Agreement level service, level 2, indicates the combination of levels 
1 and 3, based on cloud user preference in percentage of task’s execution time and 
cost. For example, if x1 = 0.2, and x2 = 0.8, it specifies that the cloud user expects 
more importance for minimum execution time than gain cost. For level 1, the value 
of x1and x2 is 1 and 0; similarly, for level 3, the value of x1and x2 is 0 and 1.

6.3.2.5  SLA-GTMax-Min Scheduling Algorithm

SLA-GTMax-Min maps task and cloud based on customer agreement level. The 
kind of service the customer requires is specified in the SLA. The kind of service 
required is minimum completion time (α) or minimum gain cost (β). α and β values 
are represented in percentage, and it is normalized to 1, i.e., 0 ≤ (α) ≤1 and 0 ≤ (β) 
≤1. According to the α and β values, the scheduling of the tasks to the cloud is cat-
egorized in three levels, termed as levels 1, 2, and 3.When α = 1 and β = 0, task 
scheduling is considered to be in level 1. When α = ‘x’ and β = ‘y’ (0 ≤ (x + y) ≤ 1), 
the level of task scheduling is considered to be in level 2. When α = = β = 1, the task 
scheduling is considered to be in level 3. Level 1 tasks are scheduled to cloud with 
minimum completion time. Level 2 tasks are scheduled to cloud with minimum gain 
cost. Level 3 tasks are scheduled to cloud as per α and β percentage values. Table 6.2 
lists the SLA-GTMax-Min algorithm terms.

6.3.2.6  An Illustration

 Eight tasks are represented in task set, T = {T1, T2, …, T8}, and three cloud 
resources are represented in the cloud set C = {C1, C2, C3} are taken for illustration 
of the proposed SLA-GTMax-Min algorithm. The arrival time of tasks is considered 
as 0. The ETC matrix in Table 6.3 shows EET, service level of agreement of each 
task, and α, β values. EG and EP matrices are shown in Tables 6.4 and 6.5. For sim-
plicity, the assumption is made that 50% of the gain cost is considered as the penalty 
cost. From the values illustrated in Table 6.3, it is clear that each task executes with 
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Table 6.2 Terms and purpose Notations Definitions

RT[j] jth cloud ready time
EET Expected execution time
ECT Expected completion time
EGM Expected gain matrix
EPM Expected penalty matrix
SLA Service level agreement matrix
L Tasks present in task set T
M Clouds present in multi-cloud 

environment
TECT[i] Total ECT of ith task on all clouds
MS[j] Makespan of jth cloud
GC[j] Gain Ccst of jth cloud
PC[j] Penalty cost of jth cloud
NCT Normalized completion time
NGC Normalized gain cost
WCT Weighted completion time
WGC Weighted gain cost
WS Weighted sum

Table 6.3 EET, α, β values, and service level for eight tasks and three clouds

Tasks/clouds C1 C2 C3 α Β Service level

T1 745.2 839.8 1192.9 0.3 0.7 2
T2 5000.3 5084.6 7350.5 1 0 1
T3 2119.7 2975.5 3046.0 0.2 0.8 2
T4 2571.3 2788.2 3100.9 0.6 0.4 2
T5 1344.3 1559.0 1758.3 1 0 1
T6 4479.1 6283.3 8735.4 0.1 0.9 2
T7 3775.2 4506.4 4902.4 0 1 3
T8 2227.6 5199.6 5896.1 0.8 0.2 2

Table 6.4 Expected gain matrix

Tasks/clouds C1 C2 C3

T1 8 6 4
T2 10 8 6
T3 6 4 2
T4 8 6 4
T5 8 6 4
T6 10 8 6
T7 6 4 2
T8 8 6 4
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different execution time on each cloud because the efficiency of the proposed algo-
rithm SLA-GTMax-Min suits heterogeneous multi-cloud environment.

The proposed algorithm SLA-GTMax-Min is illustrated as follows.

Step 1: Calculating Average Task Execution Time
AET calculated by the formula:

AET ETCi
m

j

ij m= ∑







=1

/

Task T1 AET calculated by the formula,

AET1
25137 5 52468 0 150206 8

3
75937 4=

+ +
=

. . .
.

Similarly, for remaining tasks, AET value is shown in Table 6.6.

Step 2: Grouping Tasks
The tasks are grouped into two sets based on their average execution time. The task 
sets are named as MAX_AET and MIN_AET. ⌈l/2⌉ tasks with the highest average 
execution time are grouped under the task set MAX_AET and are arranged in 
descending order. The remaining tasks are grouped under the task set MIN_AET 

Table 6.6 Average execution 
time of tasks

Task AET

T1 926.0
T2 5811.8
T3 2713.7
T4 2820.1
T5 1553.9
T6 6499.3
T7 4394.7
T8 4441.1

Table 6.5 Expected penalty matrix

Tasks/clouds C1 C2 C3

T1 4 3 2
T2 5 4 3
T3 3 2 1
T4 4 3 2
T5 4 3 2
T6 5 4 3
T7 3 2 1
T8 4 3 2
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and are arranged in ascending order. Now, for the given scenario, the tasks grouped 
under the task set MAX_AET and MIN_AET are shown as follows:

MAX

MIN

_ , , ,

_ , , ,

AET T T T T

AET T T T T

= { }
= { }

6 2 8 7

1 5 3 4

Step 3
Schedule the tasks listed in the task set MAX_AET = {T6, T2, T8, T7} one by one 
in the order specified from left to right to cloud as per α and β values. First, we 
illustrate the scheduling of task T3 to the appropriate cloud using the values α = 0.1 
and β = 0.9. Task T6 requires SLA level 2; SLA-GTMax-Min schedules task T6 to 
the cloud which possesses minimum completion time and gain cost.

ECT of task Ti on all clouds is calculated as

 ECT RT EETij j ij i j= + ≤ ≤ ≤ ≤1 8 1 3,  

TCET of task Ti on all clouds calculated as

 
TECT ECTi

m

j

ij= ∑
=1

 

TotalGain cost of task Ti on all clouds is calculated as

 
TGC GCi

m

j

ij= ∑
=1

 

NCT of task Ti on all clouds is calculated as

 
NCT

ECT

TECTij
ij

i

j= ≤ ≤,1 3
 

Normalized gain cost of task Ti on all clouds is calculated as

 
NGC

GC

TGCij
ij

i

j= ≤ ≤,1 3
 

WCT of task Ti on all clouds is calculated as

 WCT NCTij ij i j= ∗ ≤ ≤α ,1 3 

WeightedGain cost of task Ti on all clouds is calculated as

 WGC NGCij ij i j= ∗ ≤ ≤β ,1 3 

WeightedSum of task Ti on all clouds is calculated as

 WS WCT WGCij ij ij j= + ≤ ≤,1 3 
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Allocated cloud for a task Ti is calculated as

 AC WSi ij j= ( ) ≤ ≤min ,1 3 

Table 6.7 provides the values of EET, ECT, TECT, TGC, NCT, NGC, WCT, 
WGC, and WS of task T6 while planning to schedule to three different clouds C1, 
C2, and C3. Among the three clouds, WS value is minimum for cloud C3. Thus, task 
T6 is allocated to C3 earning gain cost of six units. Otherwise, C3 pays a three-unit 
penalty cost. RT of C3 becomes 8735.4.

In a similar fashion, the proposed algorithm assigns the tasks in the task set 
MAX_AET to the respective clouds based on the WS value and is listed in Tables 
6.8, 6.9, and 6.10.

Step 4
The proposed algorithm SLA-GTMax-Min schedules the tasks listed in the task set 
MIN_AET = {T1, T5, T3, T4} one by one in the order specified from left to right to 
cloud as per α and β values. The proposed algorithm assigns the tasks in the task set 
MIN_AET to the respective clouds based on the WS value and is listed in Tables 
6.11, 6.12, 6.13, and 6.14.

Step 5
The average cloud usage, makespan, gain, and penalty cost for scheduling tasks to 
clouds are shown in Table 6.15. As shown in Table 6.15, it is clear that SLA-GTMax- 
Min performs a balanced schedule among minimum gain cost and minimum makes-
pan than existing algorithms.

Table 6.7 Task cloud allocation for task T6

T6 C1 C2 C3 TECT/TGC Allocated cloud

RT 0 0 0
EET 4479.1 6283.3 8735.4
ECT 4479.1 6283.3 8735.4 19497.8
GC 10 8 6 24
NCT 0.23 0.32 0.45
NGC 0.42 0.33 0.25
WCT 0.02 0.03 0.04
WGC 0.38 0.30 0.23
WS 0.40 0.33 0.27 C3

Table 6.8 Cloud allocation for T2

T2 C1 C2 C3 Allocated cloud

RT 0 0 8735.4
EET 5000.3 5084.6 7350.5
ECT 5000.3 5084.6 16085.9 C1
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Table 6.12 Cloud allocation for task T5

T5 C1 C2 C3 Allocated cloud

RT 5000.3 6039.4 13637.8
EET 1344.3 1559 1758.3
ECT 6344.6 7598.4 15396.1 C1

Table 6.9 Cloud allocation for task T8

T8 C1 C2 C3 TECT/TGC Allocated cloud

RT 5000.3 0 8735.4
EET 2227.6 5199.6 5896.1
ECT 7227.9 5199.6 14631.5 27,059
GC 8 6 4 18
NCT 0.27 0.19 0.54
NGC 0.44 0.33 0.22
WCT 0.21 0.15 0.43
WGC 0.09 0.07 0.04
WS 0.30 0.22 0.48 C2

Table 6.10 Cloud allocation for task T7

T7 C1 C2 C3 Allocated cloud

RT 5000.3 5199.6 8735.4
EET 4902.4
ECT 13637.8 C3

Table 6.11 Cloud allocation for task T1

T1 C1 C2 C3 TECT/TGC Allocated cloud

RT 5000.3 5199.6 13637.8
EET 745.2 839.8 1192.9
ECT 5745.5 6039.4 14830.7 26615.6
GC 8 6 4 18
NCT 0.22 0.23 0.56
NGC 0.44 0.33 0.22
WCT 0.06 0.07 0.17
WGC 0.31 0.23 0.16
WS 0.38 0.30 0.32 C2
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Table 6.13 Cloud allocation for task T3

T3 C1 C2 C3 TECT/TGC Allocated cloud

RT 6344.6 6039.4 13637.8
EET 2119.7 2975.5 3046
ECT 8464.3 9014.9 16683.8 34163
GC 6 4 2 12
NCT 0.25 0.26 0.49
NGC 0.50 0.33 0.17
WCT 0.05 0.05 0.10
WGC 0.40 0.27 0.13
WS 0.45 0.32 0.23 C3

Table 6.14 Cloud allocation for Task T4

T4 C1 C2 C3 TECT/TGC Allocated cloud

RT 6344.6 6039.4 16683.8
EET 2571.3 2788.2 3100.9
ECT 8915.9 8827.6 19784.7 37528.2
GC 8 6 4 18
NCT 0.24 0.24 0.53
NGC 0.44 0.33 0.22
WCT 0.14 0.14 0.32
WGC 0.18 0.13 0.09
WS 0.32 0.27 0.41 C2

Table 6.15 Comparison of existing and proposed algorithm

Algorithm
Allocated tasks Average cloud 

utilization Makespan
Gain 
cost

Penalty 
costC1 C2 C3

SLA- 
GTMax- Min

T2, T4, T5 T1, T8 T3, T6, T7 63.64657 16683.8 46 23

SLA-MCT T2, T5 T1, T3, 
T4. T6, 
T8

T7 54.06162 18086.4 50 25

Execution- 
MCT

T1, T2, T3, 
T4, T5, T6, 
T7, T8

– – 33.33333 22262.7 64 32

Profit-MCT – – T1, T2, T3, 
T4, T5, T6, 
T7, T8

33.33333 35982.5 32 16

SLA-min- 
min

T2 T4, T8 T1, T3, T5, 
T6, T7

57.68038 17781.9 40 20

Execution 
min-min

T1, T3, T5, 
T6

T2, T8 T4, T7 87.43445 10284.2 52 26

Profit 
min-min

– – T1, T2, T3, 
T4, T5, T6, 
T7, T8

33.33333 35982.5 32 16
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6.4  Evaluation Parameters

Evaluation parameters to measure the performance of SLA-GTMax-Min are listed 
further.

6.4.1  Makespan

Proposed heuristic algorithm SLA-GTMax-Min maps ‘l’ tasks to ‘m’ clouds. 
Makespan (MS) is the task’s overall completion time. Makespan MS[k] of a particu-
lar cloud ‘ck’ defined the sum of the expected execution time of ‘t’ tasks mapped to 
cloud ‘ck’. MS[k] is defined as follows:

 
MS ETCk

t

i

ik[ ] = ∑
=1

 

Makespan (MS) is mathematically set as

 MS MS= [ ] ≤ ≤max( ,k k m1  

6.4.2  Average Cloud Utilization

Algorithm efficiency mainly considers better usage of the cloud resources. If set of 
tasks are scheduled on a particular cloud ck and none of the tasks is scheduled on the 
cloud cp, then the cloud ck is set to be overloaded and the cloud cp is set to be unde-
rutilized. To overcome this issue, algorithm has to be designed such that the cloud 
resources are better utilized. Cloud utilization of a cloud ck (i.e., CU[k]) is defined 
as the ratio between the MS[k] and MS. Mathematically, cloud utilization CU[k] is 
calculated as

CU
MS

MS
k

k[ ] = [ ]

ACU is defined as the ratio among the total of MS of all clouds cj, 1 ≤ j ≤ m, and 
the product of MS and m. The average cloud utilization (ACU) is calculated as

 
ACU

MS
MS=

∗
∑ [ ]
=1 1

m
j

m

j
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6.4.3  Gain Cost

The set of clouds belong to the cloud service providers. Through the Internet, CSP 
provides a unified service to cloud users based on SLA. After the completion of the 
service successfully, the customer pays the cost to CSP based on SLA. Gain cost of 
a cloud ck (i.e., GC[k]), 1 ≤ k ≤ m is the total GC of ‘t’ tasks scheduled on cloud ck 
and is defined mathematically as

 
GC EGk

t

i

ik[ ] = ∑
=1

 

The overall gain cost (GC) is presented as

 
GC GC= ∑ [ ]

=

m

i

i
1

 

6.4.4  Penalty Cost

Cloud users’ requests the service required for the execution of the meta-tasks by 
signing an agreement with CSP. If the service provided by the CSP is unsuccessful, 
the CSP pays the cost to customer. Penalty cost of a cloud ck (i.e., PC[k]), 1 ≤ k ≤ m 
is the total PC of ‘t’ tasks scheduled on cloud ck and is defined mathematically as

 
PC EPk

t

i

ik[ ] = ∑
=1

 

The overall penalty cost (PC) is presented as

 
PC PC= ∑ [ ]

=

m

i

i
1

 

6.5  Simulation Results

SLA-GTMax-Min experimental results are computed using Braun et al.’s bench-
mark datasets.

6.5.1  Benchmark Descriptions

Mathematical outcome of the proposed application is evaluated by Braun et  al.’s 
dataset model. Braun et al.’s benchmark dataset model instances are classified in 12 
ETC matrices. The twelve ETC matrix instances are formed from three metrics: 
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resource heterogeneity, task, and consistency. The twelve ETC instance matrices are 
obtained from the average of hundred ETC matrices of each instance. 12 ETC matrix 
instances are varied based on metrics heterogeneity, consistency as u-x-yyzz.k. 12 
ETC instance matrixes are produced by following uniform distribution (u). Factors 
that distinguish 12 ETC matrices are: (1) consistency (x), x may be of three different 
types of consistency are considered for simulation, c-consistent, i-inconsistent, and 
s-semi-consistent or partially-consistent. (2) task heterogeneity (yy), and (3) resource 
heterogeneity (zz). yy and zz is either high (hi) or low (lo) based on the task and 
cloud heterogeneity. The twelve ETC instance matrix is comprised of three classifi-
cations of four instances and is shown in Table 6.16. The first, second, and third clas-
sification represents consistent, inconsistent, and semi- consistent ETC matrices with 
high and low combinations of task and resource heterogeneity.

The size of ETC matrix considered for experimental result evaluation is 512*16. 
512*16 indicating 512 tasks mapped to 16 clouds. Braun et al.’s benchmark dataset 
details are listed in Table 6.17 [35].

The description of experimental evaluation steps of proposed SLA-GTMax-Min 
algorithm is as follows: (1) 12 ETC matrix instances are given as input data for vali-
dating proposed SLA-GTMax-Min algorithm. (2) EG and EP matrices are pro-
duced. (3) Gain cost (α) and penalty cost (β) are assumed as α = 2 × β. (4) SLA level 
is represented as weight values to represent the level of service required by the 
customer. (5) Simulation setup is executed for the proposed GTMax-Min algorithm. 
(6) Makespan, gain cost, and penalty cost are obtained for ETC, EG, and EP matri-
ces, respectively. (7) The average cloud utilization is obtained.

The makespan of the proposed SLA-GTMax-Min algorithm calculated for 
512*16, benchmark dataset [35] instances, and compared with the existing algo-
rithm is shown in Fig. 6.1. Figure 6.2 shows the makespan values for high task high 
cloud heterogeneity. Figure 6.3 shows the makespan values for high task low cloud 
heterogeneity. Figure 6.4 shows the makespan values for low task high cloud het-
erogeneity. Figure  6.5 shows the makespan values for low task low cloud 
heterogeneity.

The average cloud utilization rate of SLA-GTMax-Min calculated for 512*16, 
benchmark data set instances, and compared with the existing algorithm is shown in 
Fig. 6.6. Figure 6.7 shows the average cloud utilization rate for high task high cloud 
heterogeneity. Figure 6.8 shows the average cloud utilization rate for high task low 
cloud heterogeneity. Figure 6.9 shows the average cloud utilization rate for low task 
high cloud heterogeneity. Figure 6.10 shows the average cloud utilization rate for 
low task low cloud heterogeneity.

Table 6.16 ETC model instances

Consistency

Heterogeneity
Task (high) Task (low)
Resource (high) Resource (low) Resource (high) Resource (low)

Consistent u-c-hihi-0 u-c-hilo-0 u-c-lohi-0 u-c-lolo-0
Inconsistent u-i-hihi-0 u-i-hilo-0 u-i-lohi-0 u-i-lolo-0
Semi-consistent u-s-hihi-0 u-s-hilo-0 u-s-lohi-0 u-s-lolo-0
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Fig. 6.1 Makespan values

Table 6.17 Benchmark dataset descriptions

Benchmark model Descriptions

Size of the ETC matrix 512 * 16
Number of tasks 512
Number of clouds 16
Number of ETC matrix 
instances

12

Number of matrices in 
each instance

100

Three metrics Task heterogeneity, resource heterogeneity, and consistency
u Uniform distribution (followed in generating ETC matrix)
x Consistency (c-consistent, i-inconsistent, and s-semi-consistent or 

partially consistent)
Consistent ETC matrix Whenever a resource (cloud) ci executes any task tj faster than 

cloud ck, then cloud ci executes all tasks faster than ck

Inconsistent ETC matrix Resource (cloud) ci may be faster than cloud ck, for executing some 
tasks and slower for others

Semi-consistent ETC 
matrix

Includes a consistent sub-matrix

Task heterogeneity Variation in the execution time for a task ti on all clouds
yy Task heterogeneity (hi-high, lo-low)
Resource heterogeneity Variation in the execution time of all the tasks on a cloud ck

zz Resource heterogeneity (hi-high, lo-low)
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Fig. 6.2 Makespan for high task high cloud heterogeneity

Fig. 6.3 Makespan for high task low cloud heterogeneity

Fig. 6.4 Makespan for low task high cloud heterogeneity
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Fig. 6.5 Makespan for low task low cloud heterogeneity

Fig. 6.6 Average cloud utilization rate

Fig. 6.7 Average cloud utilization rate for high task high cloud heterogeneity
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Fig. 6.8 Average cloud utilization rate for high task low cloud heterogeneity

Fig. 6.9 Average cloud utilization rate for low task high cloud heterogeneity

Fig. 6.10 Average cloud utilization rate for low task low cloud heterogeneity
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Comparison results depict that proposed SLA-GTMax-Min makes a balance 
between makespan, penalty, and gain cost compared to existing algorithm.

6.6  Conclusion

SLA-based task scheduling algorithm is proposed. The algorithm is designed to 
bring out the performance enhancement in task scheduling with minimum makes-
pan and reduced gain cost. To achieve the expected service level of customers, the 
proposed SLA-GTMax-Min algorithm schedules tasks to cloud based on the cus-
tomer’s SLAs. SLA-GTMax-Min schedules tasks efficiently considering QoS 
parameters like minimum execution time, minimum gain cost, or the proportion of 
execution time and gain cost without violating SLA. The proposed SLA-GTMax- 
Min algorithm gives importance to the customer’s SLAs, and the task which requires 
faster completion scheduled to cloud with minimum completion time, task requir-
ing minimum amount to pay for the service used is scheduled to the cloud with 
minimum gain cost, task which requires a combination of percentage value of 
expected completion time and the percentage of amount the customer is ready to 
pay for the service provided by the CSP is scheduled to the cloud with minimum 
completion time and gain cost. The proposed algorithm SLA-GTMax-Min provides 
an efficient balance among makespan, gain, and penalty/violation cost.
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Chapter 7
Workload Balancing in a Multi-Cloud 
Environment: Challenges and Research 
Directions

B. S. Rajeshwari , M. Dakshayini , and H. S. Guruprasad 

7.1  Introduction

This section comprises of the need for multi-cloud environment, working function-
ality of multi-cloud, as well as architecture of multi-cloud. Presently, the users are 
progressing toward dynamic cloud services alternate to static, on-premise infra-
structure due to numerous advantages in dynamic cloud services. The need for vari-
ous cloud offerings aroused due to the trending business requirements with each 
focused on a specific set of services, viz., enterprise applications in Azure, machine 
learning in Google Cloud, enterprise resource planning in Oracle Cloud, and 
expanding variety of services in Amazon Web Services (AWS) [1]. This issue can 
be addressed using the concept of multi-cloud.

Multi-cloud is a next generation cloud, where business firms are moving toward 
the use of services from multiple clouds. The deployment of multi-cloud entails 
various cloud providers, wherein each cloud provider operates his own standalone 
and relatively independent cloud. Multi-cloud is the future for business firms and 
companies. The emerging technology has made many organizations to rely on the 
cloud to deploy and manage application stack. As a matter of fact, most of the orga-
nizations support several cloud-based applications [2]. The hosting in cloud mini-
mizes initial infrastructure expenses, operational costs, as well as maintenance 
expenses. On one side, adoption of emerging multi-cloud computing technology 
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creates a lot of opportunities with numerous benefits for the organizations; on the 
other side, there are various challenges and difficulties while adopting multi-cloud 
architecture.

The multiple clouds are represented in various forms like hybrid cloud, federated 
cloud, and multi-cloud.

• Hybrid Cloud: This is a collaboration of private cloud and public cloud. 
Generally, the workloads will be divided over the cloud and on-premise, and 
these workloads belong to a single application, meaning the piece in the cloud 
and the piece on-premise interact to do something useful [3]. Multiple clouds 
incorporate federated cloud delivery model and multi-cloud delivery model [4]. 
These two deliver models can be distinguished based on the level of collabora-
tions among the multiple clouds.

• Federated Cloud: In this federated cloud model, a group of cloud service pro-
viders associate together to provide seemingly infinite computing resources and 
services. This cloud architecture is administered by a federated cloud broker 
(FCB), whose responsibility is to manage, monitor, coordinate, and dispense ser-
vices among multiple clouds. Initially, each cloud service provider makes an 
agreement with the federated cloud broker in sharing their resources to the feder-
ated cloud environment.

• Multi-Cloud: A multi-cloud environment is one wherein user uses two or more 
cloud platforms and each platform delivers a specific service or an application. It 
is a combination of several clouds that contains public clouds as well as in many 
cases private clouds. It pays more attention on cloud services rather than on spe-
cific deployment models. In this model, the end user will be aware of services 
from the different clouds.

A multi-cloud architecture empowers resource allocation, management, and 
monitoring among multiple cloud service providers. It makes cloud users to take 
benefit of economical parameter or locality by allowing them to create and access 
resources on multiple clouds without compromising its quality of service (QoS).

The multi-cloud system achieves higher levels of usability as well as locality 
benefits by tackling cross-cloud interactions and integration of multiple clouds. 
With the multi-cloud environment, an organization could choose to store user data 
on cloud, leveraging one cloud provider for infrastructure service and another cloud 
provider for software service. The locality can also be augmented by deploying the 
services required by user in the cloud data center which is near to user.

7.1.1  Need for Multi-Cloud

The services and resources from multiple clouds are very much essential for various 
reasons [4] as follows:
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• To enhance quality of services along with optimizing its cost by choosing differ-
ent services from different cloud service providers

• To follow the constraints, like new locations or country laws
• To replicate the applications or services among different cloud service providers 

in order to ensure high availability
• To avoid dependence on single cloud service provider
• To utilize different services from different cloud service providers as per the 

requirements

7.1.2  Architecture of Multi-Cloud and Working Functionality 
of Multi-Cloud

The architecture of multi-cloud environment is depicted as shown in Fig. 7.1. Multi- 
cloud architecture enables organizations to distribute their workloads across multi-
ple cloud data centers with the profitable deal for each provider while lessening 
risks associated with an individual cloud. It provides enormous agility as well as 
cost efficiency by taking different services from different clouds based on their 
requirement specifications. A multi-cloud strategy empowers organizations to make 
best use of breed cloud services from the abundant cloud service providers, for 
example, compute service from Amazon Web Service, container services from 
Google cloud, and software services from SAP.

While adopting several cloud services from single cloud provider, the decision- 
making policy has to be implemented effectively. It is difficult to find the suitable 
services from the multiple cloud providers. Thus, a cloud broker is introduced who 
act as a mediator between the provider and the customer for service discovery. A 
Cloud Service Broker (CSB) [5, 6] is the one who interacts with multiple cloud 
service providers to satisfy the requirements of the user with the available cloud 
resources and services. CSB is mainly used to support inter-cloud in multi-cloud 
environments. The main role of this broker is to improve cloud services and to 
ensure security in cloud services. The users depend on these brokers to make use of 
publicly available cloud services in full potential, with respect to costs, quality, and 
flexibility. Intelligent service brokering in selecting the suitable service from mul-
tiple cloud providers can be done by soft computing techniques such as fuzzy logic.

Cloud service broker in a multi-cloud environment typically involves in service 
life cycle management, comparing, customizing, aggregating, negotiating, manag-
ing, and administering of cloud services from multiple clouds. Cloud service bro-
kers in multi-cloud environment can be categorized into three types:

• Cloud Aggregators: Cloud aggregators provide a single user interface to users 
in a multi-cloud ecosystem by combining service catalogs from multiple cloud 
service providers in a unified way. The CSBs function primarily as re-sellers in 
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the multi-cloud environment, but further most brokers offer additional services 
like security and governance compliance. As CSBs are mediators between cloud 
service providers and users, they will take care of negotiation between users and 
cloud service providers.

• Cloud Integrators: Cloud integrators try to improvise and optimize multi-cloud 
functionality by integrating various multi-cloud services.

• Cloud Customizers: Cloud customizers are responsible for the fulfillment of 
specific functional requirements, modification of the capabilities of the existing 
cloud services, and offering these modified services.

The common patterns that can be identified in multi-cloud architecture are cate-
gorized as follows:

• Firstly, a pattern is formulated on distributed deployments of applications: This 
pattern aims at providing the computing environment that is ideal for application 
requirement specifications. It combines several public cloud environments of 

Fig. 7.1 Architecture of multi-cloud environment
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various cloud providers and enables the deployment of applications in the best 
possible environment.

• For example, Application X executes in Google cloud platform and application 
Y executes in Azure platform.

• Secondly, a pattern is formulated on redundant deployments of applications: 
This pattern aims to increase scalability or resilience by deploying the identical 
application in several computing environments. So, this pattern provides more 
availability beyond what individual cloud provider provides.

7.1.2.1  Benefits of Multi-Cloud

The various benefits of using multi-cloud technology [7, 8] are as follows:

• Cost-effective service with optimum satisfaction: Organizations can meet 
their business, security, and performance needs in a cost-effective way according 
to their needs and budget using cloud solutions at varying prices with multiple 
providers.

• One out of many alternatives to choose the best in Class Services: The ser-
vice capability of cloud service providers will differ based on their abilities. The 
capabilities like services, performance, and cost vary significantly. Usually, no 
individual cloud service provider is superior in each and every category. Multi- 
cloud allows organizations to choose best among several cloud services that sat-
isfies their business needs.

• Availability: The applications can be distributed across multiple clouds, wherein 
everyone offers high availability in their service level agreement. Companies can 
especially reduce the risk of simultaneous downtime across all the clouds.

• Avoiding Vendor Lock-in: One of the most important benefit of multi-cloud 
architecture is avoiding vendor lock-in. This feature makes businesses to surpass 
the cloud they are using when they find other providers offering better deal. So, 
it allows users to frame their own infrastructure suitable to their company goals 
by opting better services from individual cloud platforms. Using this benefit, 
organization can check out with several cloud service providers that satisfy their 
business specifications instead of compromising with an individual provider’s 
setup and execution.

• Data Privacy and Compliance: The data privacy is one of the important param-
eter to be considered in the cloud environment. Multi-cloud environment offers 
flexible data storage options for organizations finding hard with issues like data 
sovereignty and privacy compliance.

• Proximity/Low Latency: The multi-cloud has low latency time to its users in 
contrast to individual cloud, as an application deployment spans over multiple 
clouds. When application users are scattered in various parts of globe and 
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 transmission of data is being done in a sole data center, the response time for 
users will be more. This drawback can be overcome in multi-cloud environment, 
by deploying services in more than one region based on user locations. Here, the 
cloud architect designs in such a way that the nearby datacenter provides 
requested data to users with least server hops. So, it benefits more for worldwide 
organizations which needs to maintain a unified end-user experience and serves 
data across geographically spread locations.

• Disaster Recovery: The company will be in risk if it depends on one cloud plat-
form to get all its resources and services. There may be unplanned outages, ser-
vice disruptions, and downtime even in cloud which causes to halt all the 
operations for prolong time and makes end user not able to access until it sorts 
out the problem. Here, in multi-cloud environment, these types of downtime in 
one cloud can be replaced by other clouds which are available to take these 
workloads.

• Data Management: Cloud data management is a method of managing data 
across cloud platforms. The companies generate different types of data. The data 
can be differentiated like cold storage (data accessed rarely) and hot data 
(accessed regularly like 10 times a day) and need to be stored in frequently 
accessed storage. The multi cloud gives an opportunity to take benefit of the right 
service for the right function instead of storing all data in a single cloud.

7.2  Workload Balancing Among Multiple Clouds and Effect 
on Performance Parameters in a Multi-Cloud  
Environment

In this section, the workload distribution among multiple clouds is discussed. Also, 
balancing of workload among multiple clouds and influence on performance param-
eters like waiting time, response time, service level agreement violations, resource 
utilization, and power utilization are elaborated.

In the multi-cloud scenario, the user requests will be distributed among cloud 
data centers through a common entry point. Inter-cloud deployment architecture is 
taken into consideration, in case an application comprises multiple management 
domains. This multi-cloud architecture ensures high data availability and enables 
balanced distribution of load, efficient management of resources [9].

As cloud advances to this new technology, challenges are associated in dealing 
with issues like scale, reallocation, and performance and also geo-distribution of 
multiple resources in several data center [10]. However, in the multi-cloud scenario 
[11], the load balancing and failover mechanisms are the main challenges.

Nikolay Grozev et al. [12] emphasizes on distribution of workload across clouds. 
Each cloud data centers in a multi-cloud environment may have diverse workload. 
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For instance, a cloud data center in the UK will be heavily loaded during the peak 
hours and substantially less loaded, otherwise. The load balancer is a separate com-
ponent and is not installed within any of the virtual machine. This load balancer 
distributes the arriving requests to the application servers that has minimum utiliza-
tion of CPU.

Tordsson et al. [13] presented an integer programming formulation to resolve 
resource provisioning problems in multi-cloud environment. The presented model, 
by limiting the number of virtual machine type instances, tried to balance the load 
among all the virtual machines irrespective of cloud locations, with existing typical 
hardware configuration limitations.

Lucas Simarro et  al. [14] presented an architecture that takes care of optimal 
deployment of services in dynamic pricing multi-cloud environment. The presented 
architecture includes broker component. Among the various components of the bro-
ker, the scheduling module is responsible for deploying services based on criteria 
like cost optimization, performance optimization, budget, and load balancing 
constraints.

Vamis Xhagjika [10] focuses mainly on the allocation of resources in real-time 
application optimizing for latency with new multi-cloud architecture. The users in 
multi-cloud are scattered worldwide and need to communicate with one another 
either with audio or video, especially in conference or live streaming applications. 
A user with farther network proximity to the data center will suffer from quality, 
whereas user with nearby distance enjoys good quality using centralized solution. 
These drawbacks can be overcome by Inter-Cloud deployment, which provides 
availability of resources to all end users uniformly irrespective of the locality and 
the user’s location, as well as by optimizing the cost. The authors explored an archi-
tecture based on the performance parameters of locality aware services for optimiz-
ing selection of resources.

Seungmin Kang et al. [15] introduced a novel distributed scheduling approach in 
multi-cloud scenario which accepts the request and schedules the required resources 
in the gateway. But the integrity among various schedulers in each gateway besides 
maintaining the quality of being consistent with respect to information should be 
maintained in this distributed scheduling approach. The designed scheduling algo-
rithm schedules dynamically arriving loads across multi-cloud platforms.

N. Grozev et al. [16] presented a technique for resource allocation and manage-
ment and also optimal distribution of workload across multiple clouds in a multi- 
cloud environment.

Rajganesh Nagarajan et al. [17] presented intelligent cloud broker model that 
uses fuzzy ontology to select optimal cloud among multiple clouds by defining 
the rank. The same authors [18] discuss about the service computing from the 
perspective of two architectural models: service-oriented architecture and cloud 
computing.
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7.3  Current Challenges and Research Direction Toward 
the Multi-Cloud

This section covers the current challenges in multi-cloud like application deploy-
ment in cloud, services from multiple cloud providers, balanced distribution of 
workload, processing of large-scale data, and security issues in multi-cloud environ-
ment. Also, research directions toward these challenges are highlighted and 
discussed.

7.3.1  Challenges in Multi-Cloud Architecture

Multi-cloud architecture allows organizations to run their applications and store 
data across multiple clouds. The multi-cloud environment has its own advantages 
and also specific challenges that organizations need to consider.

The challenges in the multi-cloud environment are depicted in Fig.  7.2. 
Addressing these challenges needs the development of new technologies for unified 
multi-cloud management. In addition to efficient resource management, effective 
performance management, optimized power consumption, and costs of private 
cloud as well as public cloud services, multi-cloud management platforms must 
take care of both applications running on premises as well as across various multi-
ple clouds and interoperating with the multi-cloud architecture. Cloud services can 
lag and cloud services cost can escalate out of control, if multi-cloud environment 
is not managed in a right way due to its complex nature.
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Workload Portability: When an organization need to move their workloads 
across multiple clouds, workload portability becomes a key requirement. 
Interoperability in multi-cloud environment is the capability of supporting applica-
tions and services running across multiple public clouds and private clouds associ-
ated with diverse aspects of cloud services, data formats, authentication as well as 
authorization processes, etc. Thus, workload portability in multi-cloud environment 
is a challenging issue.

Security in Multi-Cloud Architecture: Security is one of the important con-
cern for an organization, if they want to move their workload and services out of the 
organization across multiple clouds. Using a multi-cloud platform has various secu-
rity issues. Users need to ensure securing of data and applications which are distrib-
uted across multiple clouds. User can integrate automated security policies into the 
multi-cloud management platform. But when user uses multiple security tools from 
different cloud service providers, then security environment becomes fragmented 
and security teams need to take care of manually correlating data in order to imple-
ment security protections. This human intervention may lead to increased error, 
leaving organizations exposed to threats as well as data breaches. Thus, an auto-
mated security policy needs to be integrated into multi-cloud management platform.

Another security challenge includes managing trust among the clouds and estab-
lishing a common identity between multiple clouds so that multi-cloud systems can 
authenticate securely across environment boundaries. This forces to develop consis-
tent identity management and authentication system. Also, cross cloud data trans-
fers in a multi-cloud architecture may lead to serious security attacks which need to 
be taken care.

Complexity in Managing and Monitoring Multiple Clouds: There are several 
challenges in adopting multi-cloud architecture, managing, and monitoring services 
at multiple clouds. The main aim of the new cloud management technologies to deal 
with these challenges is providing a unified management platform with nominal 
management overhead in monitoring and managing workloads and policies across 
multiple clouds [19]. Unfortunately, these tools can only monitor and manage work-
loads running on that cloud provider’s infrastructure. But, if organizations distrib-
uted their workload across multiple clouds and need to monitor and manage their 
workloads across multiple cloud providers, then they have to use multiple tools to 
get the job done, which is very challenging. Also, lack of application management 
across multiple clouds in a multi-cloud environment makes it easy to lose track of 
which applications are running, where, and how much it costs every day. Thus, a 
unified management platform that takes of monitoring and managing workloads and 
policies across multiple clouds is very much needed for multi-cloud environment.

Platform Integration for Multi-Cloud: In multi-cloud environment, the infor-
mation moves from one cloud platform to another. This requires an organization to 
have an expertise in multiple cloud providers and complex cloud management, 
which is challenging. Thus, a platform integration tool for multi-cloud environment 
that takes care of workload movement from one cloud platform to another cloud 
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platform is very much needed. The development toolchain needs to be unified for 
agile development across different platforms in multiple clouds of multi-cloud 
environment.

Financial Management in Multi-Cloud Environment: When users adopt ser-
vices from multiple clouds, complexity of multi-cloud architecture reflected in 
understanding multi-cloud costs and billing which is a new challenge for the users. 
Since the multi-cloud technology is relatively new, approaches to multi-cloud cost 
management and billing management are still in development.

Ensuring Governance and Compliance Issues: In multi-cloud environment, 
users are widely distributed across the globe. For example, an organization can use 
Google Cloud for users in North America and Microsoft Azure to serve the users in 
Europe. Each country has their own regulatory requirements for data storage within 
the country. Thus, country-specific compliance requirements need to be followed. 
Ensuring governance policies and compliance could be tricky and challenging.

Spiraling Costs: Because of the flexibility and scalability with multi-cloud 
approach, organizations decide to adopt multi-cloud strategies. However, the advan-
tage of the cloud also turns out to be one of its biggest disadvantages. Cloud envi-
ronment keeps changing, and the costs associated with each service among multiple 
cloud providers can quickly spin out of control. Users need to ensure and take care 
of costs associated with each service across multiple clouds in multi-cloud environ-
ment, which is very challenging.

Availability of Skilled Staff: The rapidly changing cloud technology makes 
finding the staff with multi cloud skills a challenge [19, 20]. When an organization 
required to deploy a new multi-platform monitoring tool, they often have to train the 
staff, which is tricky for an organization.

Network Bandwidth: Network bandwidth is another major challenging issue 
with the multi-cloud environment [21]. Thus, network bandwidth and latency rates 
need to be taken care when operating with multi-cloud environment.

Scaling Workloads across Multiple Clouds: Automating the scaling up and 
scaling down of resources and load balancing across the multiple clouds is another 
challenge.

In addition to the main challenges on multi-cloud environment discussed above, 
still some additional challenges exist related to optimal service from the multi-cloud 
environment as follows:

• Monitoring and guaranteeing SLA performance in multi-cloud environment
• Automatic migration of load across cloud providers
• Automatic discovery of service and service composition
• Proprietary APIs and lack of interoperability
• Optimal power management in servicing the load
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7.4  Simulators to Solve Research Challenges 
in Multi-Cloud Management

This part of chapter lists the pertained management platforms and simulators in 
multi-cloud to resolve research challenges and briefs to resolve research challenges 
with the use of simulators.

7.4.1  Multi-Cloud Management Platforms Tools

The various multi-cloud management tools available are listed and briefed as fol-
lows [1]:

• Dell Multi Cloud Manager: It is a cloud-agnostic automated cloud manage-
ment solution including a wide range of public and private cloud platforms and 
incorporates many features like a self-service portal, automated provisioning, 
application and infrastructure templates, scaling, governance, security, monitor-
ing, and integrations. This management platform is available either as software 
as a service subscription basis or as on-prem deployment.

• BMC Multi Cloud Management: This tool provisions an IT services over mul-
tiple cloud platforms in an automated way. It deploys several service manage-
ment processes including change management, configuration management, 
compliance, and patching by allowing governance and compliance controls for 
cloud workloads. This tool in multi-cloud platform provides an association of 
on-prem and distributed cloud resources besides providing a view of those 
resources.

• Embotics vCommander: The several cloud environments are supported by this 
tool by providing automated provisioning as well as self-service abilities.

• Flexera Multi-Cloud Platform: This tool comprises a self-service portal that 
allows developers to access private as well as public cloud infrastructures and 
assists in automatic cloud application deployment. Besides, it also supports mon-
itoring, forecasting, and optimizing costs in a multi-cloud platform.

• Nutanix Enterprise Cloud Platform: The technology-agnostic architecture of 
this tool allows IT teams to organize their applications in multi-cloud platforms. 
This tool includes multi-cloud cost optimization service. It analyzes cloud con-
sumption pattern details which outline cost optimization in multi-cloud 
environments.

• Red Hat CloudForms: This tool allows to setup policy-controlled, self-service 
multi-cloud environments. It provides a compatible cross-platform experience 
by offering uniform management for hybrid environments.

• Scalr Cloud Management Platform: This is an open source cloud-agnostic 
management solution that offers a wide variety of functionalities in cloud man-
agement principal fields like governance, security, and compliance, business 
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agility, cost optimization, and visibility. It empowers companies to organize, 
automate, and constraint multi-cloud platforms by using an administrative con-
sole with an individual user interface and API standardizing several clouds to 
arrange and workload deployments automatically across multi-cloud 
environment.

• VMware vRealize Suite: This suite allows company to widen the cloud envi-
ronment available by putting several public clouds together. An application life- 
cycle management, which has been recently added, aids DevOps in developing 
applications in multi-cloud. It can organize applications and infrastructure over 
various clouds and provisions an IT resources in an optimal way.

7.4.2  Simulation Tool

In the real world, it is difficult for researchers to set up a physical cloud with hun-
dreds and thousands of virtual machines in place to test real-time experiments and 
implement their novel methodologies and algorithms. It becomes very costly to 
conduct repeated experiments for evaluation under different scenarios. Thus, simu-
lation tool is very much necessary to evaluate their newly designed methodologies 
and algorithms in the domain of cloud computing. Researchers have to use a cloud 
simulator to evaluate new algorithm, to do in-depth analysis of the proposed research 
work, and to measure the overall performance and quality of the proposed work. It 
is important for a researcher to get a right simulation tool based on the experimenta-
tion scenario and the features supported by the simulation tool [13]. Few simulators 
are open source and free, while others are paid.

There are several good simulation tools to simulate workloads running on a 
single- provider cloud system, but only limited tools available to simulate workloads 
running on multiple clouds. Hence, it is necessary to design and develop a simula-
tion framework for multi-cloud environment. The various simulators available to 
solve research challenges in multi-cloud environment are discussed further.

7.4.2.1  CloudSim

The implementation on the CloudSim simulator can be done using Java. CloudSim 
is widely using by research scholars, academicians, as well as cloud specialists in 
the industries for the simulation of their newly designed cloud-based algorithms and 
methodologies. It provides a platform to create a data center model, brokers, sched-
uling, and allocation policies inside the cloud with many data centers [22, 23]. It is 
a complex toolkit using which desired cloud scenarios can be designed either by 
extending the classes or replacing the classes. The limitation of CloudSim simulator 
is that it does not support a graphical user interface.
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7.4.2.2  CloudReports

CloudReport is designed upon CloudSim simulator with several enhancements 
[24]. The advanced features of Cloud Report are running parallel simulation runs, 
an effective graphical interface, and enhanced simulation results. A cloud environ-
ment with many data centers can be modeled using Cloud Report with customiza-
tion as per the requirements. The user can easily make resource configuration 
settings like processing capacity, RAM capacity, storage capacity, bandwidth, num-
ber of cloudlets, etc. After the completion of simulation completes, it generates the 
results in the form of HTML reports representing execution time and resource utili-
zation power consumption of each data center.

7.4.2.3  Cloud Analyst

Cloud Analyst is a graphical simulation toolkit which is created upon the CloudSim 
toolkit. Cloud Analyst supports for routing the Internet traffic among the data cen-
ters and user bases situated in different geographic locations [25]. CloudAnalyst is 
a well-known simulation framework for modeling real-time cloud data centers and 
experimenting the algorithms and strategies on it. The results of experimentations 
with lot of data can be graphically represented using Cloud Analyst.

7.4.2.4  CloudSME

CloudSME simulation platform [26] can be used to simulate multi-cloud scenarios 
using technologies like WS-PGRADE/gUSE gateway framework, the Cloud Broker 
Interface, and the corresponding AppCenter. This platform supports the simulation 
of customized cloud environment and scenarios in the form of SaaS-based delivery.

7.4.2.5  MDCSim

MDCSim is a commercial scalable and flexible simulation platform [27, 28]. It sup-
ports the simulation of hardware features of the servers, communication, and net-
work infrastructure of the data centers. The power utilization by these components 
can be estimated using this platform. MDCSim also supports the detailed analysis 
of multiple layers of the data centers [19]. It supports the implementation of design 
specifics of the networking and communication infrastructure, scheduling at the 
kernel level, and the various interactions among these layers.
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7.4.2.6  DCSim

DCSim simulation tool [29] develops data center management technique and con-
centrates toward creating virtualized data centers. DCSim simulation tool emphases 
on both transactional and continuous workloads. This simulator allows researchers 
to model dependencies among the virtual machines which belongs to a multitiered 
application [30]. Using this DCSim, researcher can also simulate replicated virtual 
machines sharing incoming workload. With this DCSim, researcher can easily mea-
sure the SLA achievement and evaluate power utilization in the servers of a multi- 
tier cloud.

7.4.2.7  SimIC

SimIC [31] is a discrete event simulation tool. It is built upon SimJava, which is a 
process-oriented simulation package. SimIC supports the simulation of multiple 
clouds by collaborating with each other. SimIC [32] allows effective interaction 
between the cloud data centers for increasing the quality of service. SimIC supports 
static and dynamic service level matching policies among the metabrokers, static 
and dynamic virtual machine creation based on history recirds, preemptive as well 
as non-preemptive schedulings, and virtual machine migrations as per the provid-
er’s requirement.

Nikolay Grozev et al. [12] designed a simulation framework which is an exten-
sion of the CloudSim simulator that support interactive three tier applications.

Leonard Heilig et al. [33] designed a simulation framework which is an exten-
sion of CloudSim, implementing brokering schemes and an effective selection of 
virtual machines in multi-cloud environment. The designed framework uses greedy 
technique to support cloud management functionalities.

7.5  Conclusion

Multi-cloud is the next-generation cloud technology where user uses more than one 
cloud platform and each one of them delivers a specific application or service. 
Multi-cloud architecture allows organizations to run their applications and store 
data across multiple clouds. The multi-cloud environment has its own advantages 
and also specific challenges that organizations need to consider. The multi-cloud 
architecture, working functionality of multi-cloud, and managing multi-cloud envi-
ronment such as distribution of load among multiple clouds are discussed in detail. 
Also, the current challenges in multi-cloud as well as simulation tools available for 
researcher in multi-cloud environment and applicability of simulators are elabo-
rated. This helps the researchers in finding out the suitable simulation tool for solv-
ing different research challenges.
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Chapter 8
Mediator-Based Effective Resource 
Allotment on Multi-Clouds

G. Sumathi and S. Rajesh

8.1  Introduction

The fast advancement of distributed computing innovations carries another degree 
of productivity to services presenting in Internet. With virtualization innovation, 
CSPs give computational resources (e.g., memory, CPU, and capacity) to meet pre-
requisites of end clients powerfully with pay-per-utilize model. However, the devel-
opment and vacillation of clients’ solicitations makes it difficult to give sufficient 
resource and satisfy the Service Agreement Level (SLA). Federation of Cloud has 
been presented as another worldview of distributed computing that permits various 
CSPs to divide resources among federation individuals [1, 2]. When a cloud encoun-
ters an explosion of incoming jobs, it might allocate some of jobs onto other cloud 
server farms with inactive resources, which empower load balance between various 
clouds. To execute the federated cloud worldview, critical interest has emerged on 
creating interfaces and norms to empower cloud interoperability and task portability 
across various cloud stages [3, 4].

In multi-clouds, customers demand many kinds of provisions from various sup-
pliers. Therefore, they want the data essentially in every service supplier, which is 
also important for every supplier. Selecting the best supplier is extremely inconve-
nient since they do not have the thought regarding the active expense about every 
resource in various clouds. Negotiation-related provision allotment methodology, 
purchaser, as well as supplier clearly talk with everyone. If referenced provisions 
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are accessible in solitary supplier, it is clear. In multi-cloud, provisions ought to be 
assembled from various suppliers, which is a troublesome technique. Similarly, cost 
of each resource continuously changes dependent on demand and arrangement. So, 
arriving at present expense about provisions from various suppliers is problematic. 
Providers depend on reaction from purchasers to which it has completed allotments. 
Every time broker mediator will verify situation about every cloud supplier. The 
broker mediator examines with resource supplier mediators also that if the need 
about a client mediator is not satisfied through a particular supplier, it begins a plan 
with a different resource supplier mediator.

Various computer scientists and specialists have tried to characterize cloud in 
different manners. A presented definition is as pursues: “Cloud is kinds about paral-
lel as well as distributed framework comprising about gathering of interlinked also 
virtualized PCs that are powerfully allocated and introduced as many of the com-
bined computing provisions dependent on the service level arrangements recog-
nized during discussion among service supplier and client [5].”

Distributed computing frameworks can be preoccupied as a bunch of mediators. 
The effective, heterogeneous, independent, and scattered qualities of distributed 
computing resources make the efficient administration of an issue to be resolved in 
the field of distributed computing. The two troubles in accomplishing efficient 
administration of distributed computing resources are the flexibility and extensibil-
ity of the framework. Giving cloud clients with real distributed computing services 
is finished by each distributed computing service mediator. These distributed com-
puting service mediators can be resources, applications, or a specific sort of distrib-
uted computing services [6].

Multi-mediator framework is a sort of framework which can flexibly and keenly 
react to the requirements of the encompassing cycle and the difference in its work-
ing situations. It comprises of various mediators, which have great expansibility and 
flexibility. It can well resolve the distributed computing resource effectual manage-
ment of the two troublesome problems, so the presentation of multi-mediator frame-
work in distributed computing resource allocation is a best arrangement [7].

Aiming to attain the cloud resource allocation with dynamic, autonomous, and 
hetrogeneous resources successfully executed. With the benefits of cloud comput-
ing frameworks and multi-mediator framework, this article denotes a dependence 
on multi-mediator framework of distributed computing resource allocation model 
and utilizes the upsides of multi-mediator framework and effective distributed com-
puting resource allocation.

8.2  Related Research Works

Yann et al. [5] have characterized the problems about multi-mediator resource allot-
ment. The fundamental problems are conventionally utilized for announcement, 
methodologies of producer purchaser mediators, and the calculations which are uti-
lized for ideal resource allotment. The convention might be a federal method similar 
to auctions, otherwise dispersed system similar to discussion. Marian et al. [2] have 
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thought of an effective valuing methodology. In effective evaluating, costs about 
provisions are placed by the powers about request as well as response. They recom-
mend an auction by an outsider described market producers, who gather bids also 
choose champ and register instalment.

In multi-mediator framework, a few market-related techniques are utilized for 
provision designation. Shneidman et al. [8] determine how marketplace tackles pro-
vision allotment issue as well as the difficulties on previous business sector-related 
allotment. Wolski et  al. [9] indicate the techniques to computational grid. They 
define effectiveness about resource distribution below two diverse economic situa-
tions similar to service marketplace and sales. They thought about market proce-
dures as far as cost stability, market harmony, and customer productivity and maker 
effectiveness. Xindong [10] presented cloud provision allotment dependent on mar-
ketplace method. In the aforementioned technique, if allotment is in a balance situ-
ation below the cost about every resource, next it is ideal. It will receive the 
advantage about purchaser as well as supplier to the summit. For cost changing, 
they utilize genetic algorithm [10].

Wei-Yu [11] presented an effective auction method in support of provision allot-
ment on cloud frameworks. They utilized the next evaluated auction method [11] by 
dynamic cost. It guarantees that supplier could obtain sensible benefit as well as 
dynamic allotment of its computational provisions. One more sort about auction is 
progressive double auction [12]. In the aforementioned strategy, supplier decides 
estimation about demand through its workload as well as customer decides offer 
worth dependent on excess time to auctioning also leftover provisions to auctioning.

Bo An [13] presented provision allotment via arrangement through recommit-
ment punishment. Buyer discusses among two suppliers also contract with one; 
another one should be agreed a de-responsibility punishment. The aforementioned 
technique utilizes systems similar to following: due date, buyer should fulfil its 
provision prerequisites via the due date, and seller’s expense, supplier/dealer will 
not acknowledge a value lower than its expense. In this method, purchasers openly 
speak with the suppliers.

8.2.1  Overview of Multi-mediator Framework

Multi-mediator framework is an adaptable intelligent response around the demand 
and changes in the workplace of the framework [14]. It can move to the relating 
resource nodes and instances by the task requirements multi-mediator framework is 
made up by various agreeable mediators. The cooperative problem-solving problem 
of multi-mediator framework is undeniably more than that of single mediator. 
Multi-mediator framework is described by non-global control, appropriated infor-
mation, job asynchronous, knowledge, independence, and sociality. Distributed 
computing frameworks can be disconnected as a bunch of mediators. Providing 
cloud clients with real distributed computing services is done by each cloud com-
puting service mediator. These cloud computing service mediators can be resources, 
applications, or a specific sort of distributed computing services.
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8.2.2  Cloud Computing Resource Allocation Process

Distributed computing provision allotment is the principle job – provisions of the 
match, for the cloud client jobs to indicate the fitting cloud resources. Resources 
become the reason of dynamic resources of the distributed computing framework is 
to be enrolled in the framework, to turn into a resource service. For an alternate 
point of view, distributed computing resource service board community is extraor-
dinary. For the whole distributed computing framework, it is a short reach orga-
nizer; for a nearby framework, it is a central regulator. In distributed computing 
resource allotment scenario cycle as appeared in Fig. 8.1, the principle steps are as 
per the following:

 1. Access to resource data. Resource data acquired incorporates two classifications: 
the sending of distributed computing related data and distributed computing 
related data produced by the inward elements.

 2. Update resource data. Regularly update the resource data to guarantee the ideal-
ness of resource data.

 3. Resource disclosure. Predominantly finish the job resources sensible 
coordinating.

 4. Scheduling resource. As indicated by the initial (3) to decide the job resources of 
the match, the predetermined allotment technique to accomplish a best 
allocation method.

 5. Location resources. The real actual address is acquired from the significant 
address properties of the resource.

 6. Monitoring status. It is fundamentally liable for the status of resources, service 
execution, just as the completion of the job of cloud client much as checking.

8.3  Mediator-Based Effective Resource Allotment

In negotiation-based resource allotment technique, purchaser and supplier frankly 
speak with one another. If the mentioned provisions are accessible in a solitary sup-
plier, it is basic. If a cloud is in federated environment, provisions should be gath-
ered from various suppliers, which is a difficult strategy. Additionally, cost of every 
resource progressively differs depending on request and flexibility. So, obtaining 
the current cost of resources from various suppliers is exceptionally troublesome.

Fig. 8.1 Cloud computing resource management process
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Figure 8.2 displays the proposed framework; it comprises about certain dealers 
as mediators. Our framework has three kinds of mediators, in particular, consumer 
mediator, resource broker mediator [15], and resource provider mediator. Consumer 
mediator forwards its demand toward broker mediator. Broker mediator includes 
the entire data of cloud suppliers similar to where is the area, what is the present 
cost of every provision, and least expense about provisions with supplier which 
gives huge quality of service (QoS). Broker mediator allots an evaluation to the sup-
pliers, depending on input from buyers to which it has completed the jobs. Every 
time, broker mediator will check the status of every cloud supplier. Broker mediator 
discusses among resource provider mediators that if the prerequisite about con-
sumer mediator is not satisfied through a solitary supplier, it starts a discussion 
among other resource provider mediator.

8.3.1  Problem Modeling Purchaser Mediator Has 
Accompanying Features

• Rp – pair about resources mentioned via the purchaser. For every r ∈ Rp, a(Rp,r) 
contains the amount of resource a.

• ibt  – initial begin time about a job to be finished. The job ought not begin 
prior to ibt.

• pl – period length, measure about time for which provision is mentioned.

Fig. 8.2 System design

8 Mediator-Based Effective Resource Allotment on Multi-Clouds



150

• ftt – Finish time about job. Task should be begun prior to ftt, else ftt would be 
measured as unsuccessful.

• u – Discretionary trait to the purchaser to indicate particular service supplier.
• bt – task begin time. The resource broker mediator has a supplier list which holds 

data of every provision, its expense, and (QoS) quality of service. The resource 
broker mediator occasionally refreshes supplier list.

Utility about a purchaser mediator is based on task finish time along with its 
expense. The task finish time is superior if task begin time is nearer to the initial 
begin time(ibt) and also lesser when nearer to the finish time (ftt). The expense is 
considered by dividing the number of provisions to the price of provisions. Opl cor-
responds to the concrete quantity of time occupied through the job purchaser media-
tor’s utility at time t:

Up (t)= 
ftt bt

ftt ibt

−
−

 +
Pl

Opl
 +
Q p

C p

R

R

( )
( ).

8.3.2  Negotiation Protocol

In this design, three models are utilized for discussion: CM, RBM, and 
RPM. Methodology is the set of rules utilized for exchange about CM by RBM 
and RPM.

Consumer Mediator Communication Algorithm
Step1: Begin

Step2: load Rp,ibt,ftt,pl,s,bt
Step3: forward CFP (Rp,ibt,ftt,pl,s,bt)to RBM
Step4: accept PROPOSE (Price of Rp p(Rp)) from RBM // Price of Rp
Step5: if price acceptable then
a) forward “ACCEPT SCHEME” to RBM else
b) forward “REJECT SCHEME (price-limit)” to RBM
c) goto step3
Step6: end
Step7: accept PROPOSE from RBM
Step8: if completed then
a) forward”GRANT” to RBM else
b) forward”PROVOKE”to RBM
c) goto step5
Step9: end
Step10: accept “COMPLETED” from RPM
Step11: receive agreement and forward “INTIMATE” to RPM
Step12: running task ...
Step13: compute utility
Step14: send feedback “INTIMATE” to RPM
Step15: End

G. Sumathi and S. Rajesh



151

8.4  Resource Allotment Design Based on Multi-mediator 
Framework in Cloud Computing

8.4.1  Architecture Design

Cloud computing resource allotment design based on multi-mediator framework is 
partitioned into three levels [16, 17]: cloud resource level, cloud resource manage-
ment level, and cloud client level, as appeared in Fig. 8.2.

8.4.1.1  Cloud Resource Level

Cloud resource level is the service of the whole distributed computing framework, 
which incorporates the computing resources, storage systems, application program-
ming, and different resources. Cloud resource level is the essential capacity of cloud 
resources for neighborhood control, to give admittance to the upper interface to get 
to the cloud resources.

8.4.1.2  Cloud Resource Management Level

Cloud resource management level is the center of the multi-mediator framework. It 
is answerable for the finishing point of the whole distributed computing framework 
of resource management. Cloud resource management is made out of multi- 
mediator framework; as indicated by the various executive work, it is principally 
separated into semantic mediator, query mediator, and resource mediator. They are 
the solid mediator of distributed computing resource management. Simultaneously, 
each kind of mediator is separated into two sorts, the primary mediator and the 
standard mediator, to improve the effectiveness of the entire distributed computing 
framework.

8.4.1.3  Cloud User Level

Cloud client level is the client of cloud resources. In this level, it can accomplish a 
wide scope of cloud client applications. It is the most significant level on the frame-
work structure, which is acknowledged through the application support condition. 
Cloud clients can build up their own cloud applications regardless of whether they 
do not recognize the information.
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8.4.2  Organization Design of Multi-mediator Framework

To additionally improve the effectiveness of resource management in distributed 
computing frameworks, each sort of mediator is partitioned into master-slave form. 
Figure 8.3 provides its authoritative structure. The middle control is MM (master 
mediator). It is answerable for the creation, the executives, and the checking of SM 
(slave mediator). Simultaneously, the reaction associations outside of the cloud cli-
ent demands, and acknowledge message with different mediators, to understand the 
data trade between the master mediator and client. SM gives an approach to manage 
each sub job. It incorporates two principle fields of p key phrases and strategies. 
Among them, the function of the key is to give “SM-sub-task” and “MM-SM” coor-
dinating work. The particular usage strategy is answerable for the finishing time of 
the task area.

8.4.3  Working Process of Multi-mediator Framework

Distributed computing framework can be viewed as a combination of numerous 
cloud space datas and mediator instances; every area has a space regulator, in this 
form, by the master mediator charged this function, its fundamental capacity is: 
inside the space of cloud resource data administration control, message, and enrol-
ment. Each distributed computing resource hub is answerable for the administration 
of cloud resources inside their own area.

Mediators can be found on the need to finish the job, which can convey the 
mobile code in each distributed computing space portable. The particular cycle of 
the work process dependent on the mediators is as follows:

Fig. 8.3 Architecture of resource allotment design based on multi-mediator framework in cloud 
computing
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 1. Hub A in the area x issues access to hub B cloud resource demand, because hub 
B is situated in the space y, and hub A of an alternate area should be executed 
by the MAx as the middle person of the relating activity.

 2. MMx, MMy started to associate in order to decide if the MMy, MMx reaction 
to the mediator demand;

 3. MMy, in the event that you acknowledge the MMx mediator demand, then 
produces SMy and travels to MMx to execute the comparing activity. SMy can 
speak with the area y hub for secure message, to complete character verifica-
tion, and so forth.

 4. MMx and hub B finish verification and access control at that point straightfor-
wardly to distributed computing.

 5. MMx to hub A is sending distributed computing interchange outcomes.
 6. After the completion of node A task, Node B will access the node C from 

domain Z and node C will sent request to MMx;
 7. MMx, MMz started to collaborate in order to decide if the MMz MMx reaction 

to the mediator demand;
 8. MMz, if you agree to acknowledge MMc’s mediator demand, at that point pro-

duces SMz and moves to MMx. Z SM can speak with the area Z hub for secu-
rity, to do personality validation, etc.

 9. MMx and hub C recognize the identity through the entrance control after the 
beginning of message.

 10. MMx to hub B forwards the outcomes of the distributed computing messages, 
to finish all the work.

8.4.4  Collaborative Process of Multi-mediator Framework

Various mediators in a multi-mediator framework cooperate to one another to 
achieve the jobs of cloud clients in the distributed computing framework:

Stage 1. The initialization, the accessible cloud resource hub, and cloud client’s 
demand hub to the distributed computing framework delivered the fundamental 
data, the data will be discovered the recipient mediator, to the enrolment of cloud 
resources to the association and resource mediator concurrently; Next, observing 
mediator answerable for forwarding credit card to every one of the clients 
of cloud.

Stage 2. Cloud client forwards a demand accessible cloud resource, the scheduling 
mediator is answerable for the cloud client data of IP address, and the cloud cli-
ent credit appeal on, if the demand from illicit clients, is dismissed, while observ-
ing mediator denoting the client as unlawful clients.

Framework necessities: a cloud client if the resource is set apart as unlawful clients, 
the scheduling mediator will dismiss any demand of the cloud clients, simultane-
ously the scheduling mediator to check agency gave a notification to the cloud 
client screen to the cloud framework, and go to (e); then again, in the event that 
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it looking for legitimate, arranging mediator start to demand the resources 
required, if the sort is unidentified, Schedules to intimate the client mediator 
demand is null, and go to (e); then again, if the sort is right, the Scheduling 
mediator detailing of the allocation Schedule, a few factors that play allocation 
Schedule generally based on the accompanying: the cloud client demands, and 
regulations all application approval list, simultaneously to forward control medi-
ator dispersion Schedule;

Stage 3. Control the depending on the organization to the allocation schedule, 
started to satisfy the need for cloud clients accessible cloud resources to discover, 
data on the area of the resource hub simultaneously the record; in the event that 
we can locate the accessible cloud resources, at that point the outcomes will be 
conveyed to the dissemination mediator, to finish the task; on the other hand, if it 
cannot be discovered, the appropriation mediator forwards a query disappoint-
ment message, informs the agency schedules to drop the demand, by the schedul-
ing mediator will demand drop message to start the demand to a cloud client, and 
go to (e);

Stage 4. The appropriation of the mediator to the control mediator to restore the 
final outcome of the allocation of cloud resources;

Stage 5. The finished job.

8.5  Simulation Experiment

Distributed computing resource allocation dependent on multi-mediator framework 
can increase the reliability and effectiveness of the framework by utilizing the cloud 
simulation tool test and investigation. Simulation results analyzed 100 distributed 
computing client demand jobs and need the execution of 20 virtual machines in the 
distributed computing framework for cloud client task allocation.

Figure 8.4 displays the response time of small instances in cloud environment.
Figure 8.5 displays the response time of medium instances in cloud computing 

environment.
Figure 8.6 displays the response time of large instances in cloud computing 

environment.
In the recreation trial of sub-task execution time evaluation, the quantity of sub- 

tasks is set from 1 to 100, and Fig. 8.7 demonstrates the evaluation outcomes of the 
sub-task execution time of the two cloud resource board methods. From Fig. 8.7, it 
tends to be drawn that with the expansion in the quantity of sub-tasks, the execution 
time of MMSCRM is slower than the development rate of the execution time of 
TCCRM. Particularly, when the quantity of jobs to arrive at least 80, MMSCRM 
sub-task execution time than the TCCRM then 16% will be decremented.
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8.6  Conclusions

Generally, cloud computing resource scheduling form dependent on multi-mediator 
framework gives an achievable and powerful resource allocation form for multi- 
client cloud computing framework and extraordinarily improves its administration 
proficiency.
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Chapter 9
A Robust Communication Strategy 
for Inter-Cloud Networking Environment 
through Augmented Network-Aware 
and Multiparameter Assistance

K. P. Suhaas  and S. Senthil 

9.1  Introduction

The sudden increase in the challenges in communication between the clouds due to 
increasingly competitive businesses and offering solution through wireless systems 
has gained widespread attention in upholding Quality of Service (QoS) provision, 
improvised energy-efficiency, and higher resource utilization. The ever-changing 
communication scenario due to various allied factors like weak inter-cloud com-
munication links and frequent network breakages has further accelerated the need 
for increasing the QoS provisions. Amidst the foremost routing schemes in com-
munication, the inter-cloud communication setup configuration is an extremely dis-
tributed infrastructure that predominantly relies on resource-sharing mechanism 
while parallelly maintaining consistency and coherence. Also, the motivation to 
increase such properties has improved in a vast deliberation. On the other side, the 
communication in this inter-cloud infrastructure setup experiences complications in 
communication as it may suffer network changes and many associated difficulties 
like increased link vulnerability, loss of data, data retransmission, energy consump-
tion, condensed network lifetime, congestion probability, and unsolicited resource 
consumption. All these factors reduce the efficiency of the inter-cloud communica-
tion in consideration. The communication in a multi-cloud architecture may be used 
for several operations such as requesting for data, permission to use the resources 
where the former has no setup, and various other operational goals to felicitate the 
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end-users. Irrespective of the existing service models and considering the entire 
cloud environment setup, a finite number of clouds based on their geographical 
location can be considered as one cloud zone. These zones in turn consist of several 
intercommunicating clouds within them. This entire setup works in a similar fash-
ion and upholds the functionalities of a cloud infrastructure. The need of creation of 
such zones that consist of geographically nearer clouds is to ultimately help in con-
serving the bandwidth and allied QoS parameters such as congestion reduction and 
preserving link quality. In such a case, the communication between the cloud zones 
(inter-zonal clouds) and within the clouds of a zone (intra-zonal clouds) is consid-
ered using various routing methods. In both cases, the QoS parameters remain the 
same, and the goal to achieve better and higher QoS provision also remains the same.

The common zone-based routing strategy consists of three chief routing meth-
ods. They are reactive routing protocol, proactive protocol, and hybrid routing pro-
tocol that can be applied and implemented to achieve data transmission through 
wireless topological cloud network. The reactive routing strategy and protocol pri-
marily depends on the distance criteria to achieve routing choice [1]. On the oppos-
ing side, the classical and proactive routing methods function well with the 
connectionless topology by carrying out self-developed table management scheme 
that aids in proactive routing decisions. However, the zone-based routing protocols 
take advantage of effectiveness and advantages of the both, to accomplish intra- 
zone and inter-zone routing by transferring of data using the reactive and proactive 
network management (PNM) schemes, respectively. Overall, the zone-based rout-
ing protocol requires enhancing PNM and its associated Best Route Formation 
(BRF) in case of multi-hop transmission of data through intermediate cloud zones 
to uphold ideal presentation resulting in minimum data loss, energy draining, and 
associated delay. Due to frequent disruptions in network, the cloud zones experi-
ence very high topological discrepancies and therefore increase the vulnerability of 
the link, Packet-Loss probability, and extended End-to-End time. Furthermore, it 
further requires optimum routing pronouncement to improve the aforementioned 
problems.

With this as a motivation, in this chapter, an effective and augmented robust 
strategy for Congestion Resilient Communication through Augmented Network- 
Aware and Multiparameter Assistance for Data Transfers in Inter-Cloud Networking 
Environment has been established for assurance of Quality of Service. The pro-
posed strategy performs Differentiation of Service (DoS), Dynamic Resource 
Scheduling (DRS), Dynamic Link Quality Approximation, Congestion Detection 
and Avoidance models in the Network layer, and data transfer rate estimation at 
various other levels of the IEEE 802.11a communication standard. Estimating the 
above-mentioned parameters and considering the multi-hop data transfer in the 
cloud environment, the proposed system yields the selection of Best Forwarding 
Node (BFN) and is trailed by the BFR formation for communication between the 
clouds while simultaneously maintaining the QoS parameters.

This chapter is categorized into six successive parts where Sect. 9.2 represents 
related work trailed by proposed system in Sect. 9.3. In Sect. 9.4, the results obtained 
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and respective inferences are discussed, which is followed by conclusion. References 
used are mentioned at the end of the chapter.

9.2  Related Works

Authors in [2] proposed a basic architecture for inter-cloud and for media-storage 
design considerations. However, the authors could not address the congestion aris-
ing due to the extensive media and data transfers. In [3], Vincent et al. used an effi-
cient mechanism for management of data traffic between merged cloud infrastructure 
environments to conserve bandwidth. The authors in [3] failed to address the size of 
the data traffic that was considered. In distributed cloud environment, the authors in 
[4] proposed master-slave communication to support faster data access. Their 
designed system improves the performance and availability along with higher con-
sistency of the data. However, they could not address the bandwidth requirements. 
Authors in [5] concentrated on the quality of cloud services. The authors also 
emphasized on scalability of high-performance computer (HPC) applications. 
Hence, the authors proposed Network Interface Cards (NIC) as ready-to-use inte-
gration component, and the effectiveness was about 38% more efficient compared 
to the systems without NIC. However, the authors could not stress on the classifica-
tion and size of the data. Following the low resource utilizations of resources during 
migration, the authors in [6] considered traffic arising between services, and the 
proposed system was found to be achieving low latency and lesser load. In [7], a 
large-scale distributed system of clouds was envisioned. The system considers cloud 
node qualities and performance in communication between various nodes. The 
results showed better performance in the cluster-based strategy. Considering the 
aspect of dynamic resource allocation, the authors in [8] used combination of virtual 
ad hoc cloud concept. However, the authors could not address the bandwidth issue 
and associated network congestion degree. In [9], authors used QoS aware cost- 
efficient choice of data centers with an optimization approach. Although the authors 
suggested a heuristic approach, they failed to address the delay parameters associ-
ated in selection of such data centers. Authors in [10] used scalability issue to 
instantiate virtual resources. However, authors did not address the virtual resource 
size management technique. In [11], Dzmitry Kliazovich et al. proposed a green 
cloud, keeping in mind about the energy-aware and conservation techniques. 
However, keeping in mind the energy aspect, the authors did not address QoS provi-
sions—bandwidth and congestion probability. Mouna Garai et al. in [7] proposed 
communication-as-a-service (CaaS) while ensuring best QoS.  The authors use 
Vehicular Cloud Architecture with roadside assistance. As a drawback, the authors 
did not address the bandwidth allocation in changing topology. Authors in [12] used 
synchronization approach for scalable communication between the clouds using 
socket-based communication. The proposed system envisioned cloud environments 
in which the systems are asynchronous. However, the time-delay and congestion 
factors were not taken into consideration. In [13], Shiping Chen et  al. proposed 
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Connectivity-as-a-Service for both intra-cloud and inter-cloud environments. 
However, the authors failed to utilize the resource constraints for such environ-
ments. Authors in [14] used dynamic traffic management in a distributed manner. 
The evaluations show 29% decrease in the transit traffic. However, the bandwidth 
issues are not addressed in the proposed system.

To exploit effectiveness of zone-based routing for communication, several opti-
mization techniques have been made. Chellathurai et al. [15] established an evolu-
tionary zone-based routing protocol (EZRP) that considered innermost zone as a 
whole, while the outer zone oppressed the proposed technique for approximating 
the forwarding path. However, the authors could not report the grid dynamism and 
its influence on vulnerability of the link, data loss probability, and end-to-end time 
delay. Sree Ranga Raju et al. [16] focused on using zone-based routing protocol by 
dropping overload control packets while reconnoitering the Best Forwarding Node 
technique. In continuation, they also applied a query restriction mechanism for con-
trol of traffic. Basically, it attaches the existing routing with the zone assembly to 
achieve overlying detection of query and its avoidance. Their proposed model 
empowered zone-based routing protocol to transfer data to all linked nodes with 
lesser control traffic as associated to proactive route detection methods. Also, 
researchers like Benni et al. [17] concentrated on the optimization of performance 
by attaching the Best Forwarding Route choice while they found the Euclidean- 
based Zonal Routing Protocol improved than Intra-Zone Routing Protocol and 
Inter-Zone Routing Protocol. A comparable proposal was made in [18, 19], where 
authors used geographical location info of node to achieve Best Forwarding Route 
selection. Authors made use of the distance data to evaluate a better route which 
might lodge all linked nodes to attain better Data Delivery Ratio (DDR). In [20], 
authors used the idea of affecting the object exhibiting and indexing mechanisms to 
achieve better routing conclusion. Multi-zonal notion was useful in [20] to attain 
dependable communication over assorted wireless networks. Authors used triangle 
zone-based grouping notion to accomplish bigger time. However, this method could 
not support with mobile topological conditions. Mafakheri et al. [21] projected a 
fuzzy clustering and adaptive model, called as MACP-FL. In this proposed model, 
fuzzy clustering mean (FCM) technique was used to fragment the network into 
several multiple clusters, and associated parameters like remaining energy and 
membership function were considered to perform the choice to enable transmission. 
However, this considered method did not report the topic of link vulnerability and 
data transfer rate to attain target-sensitive communication. To accomplish the QoS 
presentation, the authors projected a Virtual Base Station (VBS) choosing mode. 
Kusumamba et al. [22] established a multi-cross-layer architecture-based routing 
structure (CLRS); however, this investigation chiefly concentrated on lifetime opti-
mization of the node. In [23], a routing model based on cross-layer was established, 
where authors appraised the cost of individual path to achieve inter-zone BFN and 
BFR selection. Though the authors used a cross-layer approach, they failed to use 
buffer utilization. A hierarchical cross-layer optimization protocol (HCLOP) was 
made in [24] that predominantly focused on achieving high utilization of resource, 
lesser delay, and low jitter. However, these authors did not consider the probability 
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of congestion. Fahmy et  al. [25] have established a Virtual Base Station (VBS) 
scheme called VBS-ZRP that transfers signal-to-noise ratio data to achieve best next 
node selection. Prominently, exploring their work, only SNR was considered to 
become best next node. Equally, Shankar et al. [26] established zone-based geo-
graphical multicast routing (ZGMR) scheme that used the distance with duration of 
link to select the forwarding nodes. A cross-layer-based routing method was created 
in [27], in which the authors established a model at the network layer of IEEE 
802.11 standard. For improvement of the signal inundation, a cross-layered location- 
aided and energy competent routing strategy was developed. Authors [28] estab-
lished cross-layer routing strategy model while also supplementing real-time 
arrangement at the network layer with amplified rate monotonic algorithm (RMA) 
and earliest deadline first (EDF) strategy.

9.3  Proposed System

This part focusses on the proposed routing protocol for inter-cloud communica-
tions. The considered routing scheme utilizes diverse varying parameters from 
every cloud in the network. The data is collected from various layers of the com-
munication protocol stack to make the optimal BFR selection. To achieve such best 
route-finding mechanism for transmission of data or resource query mechanism to 
the destination cloud, the protocol chooses cross-layer routing approach consisting 
of physical layer, data link layer, network layer, and application layer of the com-
munication stack of IEEE 802.11a (Fig. 9.1). The chosen Differentiation of Service 
(DoS) supports in recognizing real-time data (RTD) and non-real-time data (NRT) 
that, in later point in time, aids in better resource allocation. Considering this, the 
protocol finds the probability of congestion and detection in the network layer to 

•Data Classification and Prioritization
Application 

Layer

•Differentiation of Service
•Congestion Detection and Avoidance

Network Layer

•Data Tranfer Rate ApproximationMAC Layer 

•Power ManagementPhysical Layer

Fig. 9.1 Proposed protocol
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undergo best resource management. The routing scheme achieves Quality of Link 
and Estimation of Data Transfer Rate in the MAC layer. As the protocol is a cross- 
layer, the protocol encompasses sharing of dynamic information to achieve best 
optimal routing decision. Overall, the proposed routing protocol performs 
Differentiation of Service (DoS), dynamic resource scheduling (DRS) along with 
congestion detection and avoidance, rate of data transfer, and quality estimation of 
the link. It is to be considered that in this mechanism, every cloud node in the net-
work maintains information about the neighbors that are one-hop away from them. 
Also, other information like Cloud ID, available and maximum capacity of the buf-
fer storage, and link quality of the neighboring cloud is considered. This informa-
tion shall be obtained by sending a beacon message and the acknowledgement 
message at regular intervals.

The functions carried out at different subjective layers in the communication 
stack at every cloud node are listed layer-wise.

Upon receiving a data request from a cloud node, the incoming cloud node resets 
its timer and thereby avoids unsolicited message or resource requirements from 
other cloud nodes. This technique also benefits in lessening the congestion probabil-
ity. In Proactive Node Table Management technique, each cloud node preserves a 
table. Assume that Lj be a one-hop neighboring cloud node, and let BFNi be the 
ideal best and next progressing cloud node in zone-based inter-cloud routing 
approach, and therefore the table at every cloud node table is updated as

 C L D Di j D FTable BFN= ∈ − ≥{ }| 0  (9.1)

In the above Eq. (9.1), DD is the distance in Euclidean between the source cloud 
and destination cloud, and DF refers the distance in Euclidean between source and 
the best nearest cloud node. Also, it is noted that an increase in the demand for 
resources can make a cloud node buffer deficient and therefore inappropriate to be 
a BFN. The Proactive Network Table Management (PNM) strategy improves the 
opportunity of the repetitive Node Discovery (ND) procedure which decreases 
monitoring and signaling expenses in a significant manner. In this proposed system, 
every contributing cloud node shall preserve information on one-hop neighboring 
cloud node through the beacon message. This beacon comprises several important 
cloud node information such as Cloud Node ID, determined buffer capacity, exist-
ing buffer space, geographical location of the cloud node, data transfer speed, and 
quality of the link. Remarkably, in this proposed strategy, the discussed parameters 
are attained with the help of acknowledgement for the beacon that decreases unso-
licited and repetitive signaling messages that ultimately causes energy exhaustion.

The complete description of the proposed routing strategy is presented in the 
subsequent sections.
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9.3.1  Differentiation of Service

Fulfilling communication challenges requires finest allocation of resource; yet, the 
unlike types of data and its significance create resource ranking more challenging. 
In real-world scenario, a communication will encompass both real-time data and 
non-real-time data. In such viable and normal scenarios, differentiating the type of 
data and distributing resource is an immense mission to retain best communication 
set-up. The proposed protocol assigns the Differentiation of Service (DoS) by con-
siderable resource allocation for real-time data and utmost available resource for the 
non-real-time data, in terms of buffer capacity. In the proposed routing policy for 
inter-cloud communication, every node shall contain two dissimilar types of buffers 
for two distinctive types of data mentioned earlier. In case of a real-time data in 
consideration, every node shall utilize maximum buffer, i.e., use complete buffer 
capacity. Now, the remaining and supplementary buffer from the real-time data shall 
be provided to the non-real-time data. It is also taken cared that the non-real-time 
data is not discarded to preserve quality and QoS provision. This approach is carried 
out by considering the first-in-first-out (FIFO)-based allocation approach. In the 
existing approach, the buffer allocated to the non-real-time buffer is discarded, 
while the proposed model discards only the data after the FIFO queue has been fully 
occupied. In this scenario, the advantage is that the data remains in the buffer queue 
to preserve QoS provision. This way of Differentiation of Service guarantees best 
and optimal resource allocation along with priority of data.

9.3.2  Congestion Detection

Frequent network link breakages rise the possibility of bottleneck that forces the 
communication between the clouds to suffer data drop, data retransmission, and 
reduction in resource power. To improve such issues, the proposed model utilizes a 
congestion, and such bottleneck detection scheme utilizes buffer capacity to the 
maximum and current availability of buffer to approximate the probability of con-
gestion in a cloud node. In accumulation, the proposed model integrates a conges-
tion detection and avoidance scheme that estimate the buffer availability in real time 
or dynamically. Therefore, having the maximum buffer capacity allotted and cur-
rently remaining available buffer, the model approximates the likelihood of conges-
tion in a cloud node. This further makes the cloud node to be a contender of a Best 
Route Selection Path. In continuation, the proposed routing strategy works in paral-
lel with Differentiation of Service (DoS) to avoid congestion probability. As men-
tioned earlier, buffer dedicated for real-time data stores data in prioritized queue 
manner, while buffer dedicated for non-real-time data considers FIFO-based 
approach to store the data. Since there is a lifetime defined for every data, it must be 
taken cared that it reaches the desired destination cloud well within the stipulated 
time period. The major contemplations of the proposed approach are to estimate the 
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Euclidean distance from the source cloud node and the destination cloud node. This 
supports in finding the data having the topmost precedence as given in (9.2).

 
Priority

RemainingDeadlineTime

SinkCloudNode SourceCl
P i( ) = ( )

− ooudNode  
(9.2)

In Eq. (9.2), Remaining  Deadline Timei states the remaining time, and the 
denominator is the distance between the source cloud node and progressing/for-
warding cloud node and the next sink in Euclidean distance. The remaining time is 
calculated by the time of arrival of each data packet and is reset before transmission 
of every new data packet.

Next, a Consolidated Congestion Rank is calculated by taking into the buffer 
capacity of real-time data and non-real-time data. This is denoted as follows:
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(9.3)

In Eq. (9.3), AvailNRTMem is the buffer availability at NRT-FIFO queue, while 
AvailRTDMem is the buffer availability at real-time data buffer. Similarly, the maxi-
mum capacity is considered for denominator. Hence, the lesser the CCR value indi-
cates the candidature for route selection.

9.3.3  Inter-Node Data Transfer Rate or Injection Rate

It is more practical to know the data transfer rate or the speed at which the data is 
sent into the link. It is used to determine the quality of the link. Having more buffer 
capacity may be a feasible solution, but, without enough capacity for the data to be 
transmitted in the network, it does not become viable. Hence, the injection rate or 
the rate of a data transfer is of utmost importance. Otherwise, it may impose high 
end-to-end delay, which ultimately degrades the QoS provision. In this proposed 
system of inter-cloud routing strategy for inter-cloud communication, the time 
between the sending of data packet and receiving of an acknowledgement for the 
same data packet is used to calculate the inter-cloud distance. In order to decide on 
the rate at which the data is injected into the network, the round-trip time (RTT) 
needs to be calculated. The RTT is calculated as the difference in time from the 
acknowledgement for the data received and the time at which the data transfer was 
initiated, considering ‘n’ packets being sent.

In this way, engaging the Euclidean distance values and round-trip time, the 
speed factor Sn is obtained as in (9.4).
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In Eq. (9.4), DistanceSrcCloud to DestCloud is the distance in Euclidean between the 
source cloud and the destination cloud, while DistanceSrcCloud to Next Cloud is the 
Euclidean distance between the source cloud and the next sink cloud.

9.3.4  Link Quality Estimation

To help in better reliable data transfer and several other QoS provisions, the link 
quality estimation is of vital importance. The quality of the link varies over distance, 
and choosing an intermediate cloud node with better link quality aids in faster trans-
fer of data. On the contemporary side, if most of the data received is correct and 
simultaneously if such a fraction is high, the quality of the link is considered to be 
high. Considering this as the motivation, the link quality can be derived dynamically 
by considering the number of data packets sent and the data received. The dynamic 
link quality index η is estimated as in Eq. (9.5)

 
η =











No ofData Packets

No ofData Packets
recvd

sent

.

.  
(9.5)

9.3.5  Consolidated Grade Vector Estimation and Node 
Rank Index

After approximating the network parameters such as rate of data injection rate, 
quality of the link, and probability of congestion, a parameter called consolidated 
grade vector (CGV) has been projected that categorizes a cloud node to be estab-
lished as best forwarding node for best route formation. The CGV is the vector 
having node rank index (NRI) which is computed as shown in Eq. (9.6).

 NRI CCRi i i t iS= ∗ + ∗ + ∗ω η ω ω1 2 3  (9.6)

In expression (9.6), ω is a weighted parameter to be considered on the preference 
of the network. The range of weight parameter trails the condition as in Eq. (9.7).

 i
i

=
∑ =

1

3

1ω
 

(9.7)

In Eq. (9.7), the node rank index of i-th cloud node is estimated for all neighbor-
ing cloud nodes and is updated in the PNM table. The algorithm is given as follows 
(Fig. 9.2):

Here, the cloud node with maximum quality is considered as the best forwarding 
node (BFN). In other words, once estimating the NRI value, the cloud node having 
a maximum NRI value is considered the best forwarding node. However, with 
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ever-changing network dynamics, the current value of NRI may be obsolete. In such 
a case, a threshold value is computed by considering the previous ‘n’ values and 
comparing the computed threshold value with the current NRI value. Now, a cloud 
node with NRI value more than the threshold is selected as the BFN for best QoS- 
enabled data transfer.

9.4  Results and Discussion

The proposed routing strategy has considered several QoS and consistency limita-
tions to achieve best next cloud node selection that guarantees optimum direction- 
finding decision. By considering the advantage of dynamic quality of link, rank of 
congestion, and rate of data transfer, the parameter named cumulative grade vector 
(CGV) was found to determine the appropriateness of a cloud node to become best 
next forwarding cloud. The proposed scheme has been established based on the 
IEEE 802.11a.

The simulation considers each network node as a cloud having enough resources 
such as buffer capacity and residual energy. The simulation parameters used are 
presented in Table 9.1.

The performance assessment of the developed scheme has been carried out in 
terms of data delivery ratio (DDR) of the real-time data and non-real-time data and 
overall deadline miss ratio.

In Fig.  9.3, it is observed that the proposed routing protocol outclasses other 
zone-based routing techniques like zone-based geographical multicast routing 
(ZGMR) and Virtual Base Station-zone-based routing strategy (VBS-ZRP) in terms 
of advanced and better DDR performance. For real-time data, it shows approxi-
mately 97.92% of data delivery ratio, which is more than other approaches like 
ZGMR (88.9%) and VBS-ZRP (82.0%). The reason is that the ZGMR and VBS- 
ZRP do not have the multi-buffer establishment and related scheduling of resource, 
and hence it has caused into lower data delivery ratio performance.

Fig. 9.2 Pseudo-algorithm
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Also, in Fig. 9.4, the proposed routing strategy showcases about 92% of data 
delivery ratio, while the classical zone-based geographical routing achieves maxi-
mum rate of 89%, which is about 3% less than the former. Following, the Virtual 
Base Station-zone-based routing strategy achieves about 82% of PDR for non-real- 
time data.

In Fig. 9.5, the minimum deadline miss performance is better for the proposed 
inter-cloud routing approach compared to others.

The attained results uphold that the proposed routing strategy as it accomplishes 
reliable transfer of data, which affirms its suitability for real-time data and non-real- 
time data traffic.

Fig. 9.3 Data delivery ratio performance of real-time data

Table 9.1 Simulation parameters

Parameter Specification

Programming Matlab scripting
Physical IEEE 802.11PHY
MAC IEEE 802.11MAC
Cloud nodes 10, 20, 30, 40, .., 300
Data transfer size 512 bytes
Deadline time 10 s
Weight parameters ω1 = 0.33, ω2 = 0.33, ω3 = 0.33
Simulation period 1000 s
Payload 250, 500, 750, 1000, 1250, 1500, 1750, 2000, 2250, 

2500, 2750, 3000.
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9.5  Conclusion

The dynamically varying network constraints such as bandwidth, quality of the link, 
residual energy, and congestion can enforce vast changes in time and cost during 
transfer of data and during requesting for resources from one cloud node to another. 
These dissimilarities can force network to experience outrage or sometimes loss of 
data. These network parameters and actions are intermittently recorded by the zone- 
based routing strategy. To improve such problems, in this chapter, a robust strategy 
with augmented network-aware and multiparameter support for data transfers in 
inter-cloud networking environment has been designed. The strategy established a 
cross-layer approach to achieve the finest best next forwarding cloud node. The 
proposed strategy performed detection of congestion and differentiation of service 

Fig. 9.4 Data delivery ratio performance of non-real-time data

Fig. 9.5 Deadline miss performance ratio
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along with considering data transfer rate and quality of link estimation that are col-
lectively recorded to predict best next cloud node for forwarding the data in the 
inter-cloud networking environment. This ultimately yields better Quality of Service 
(QoS) provision. The strategy uses a cumulative grade vector (CGV) estimation that 
uses link quality, congestion degree, and data transfer rate with weighted parameter 
to decide on the node rank index (NRI) value for the cloud node. The results in the 
simulation show that the proposed inter-cloud zonal routing strategy accomplishes 
maximum data delivery ratio of 98% for real-time data while preserving approxi-
mately 92% of data delivery ratio for non-real-time data traffic. It also implies the 
strength of the proposed multiparameter assisted based route selection. The com-
plete outcome encourages the appropriateness of the proposed strategy for real-time 
data in the inter-cloud communication environment.
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Chapter 10
An Intense Study on Intelligent Service 
Provisioning for Multi-Cloud Based 
on Machine Learning Techniques

C. D. Anisha  and K. G. Saranya 

10.1  Introduction

The introduction section provides overview on services of cloud computing and 
need, terminologies, and challenges of multi-cloud computing.

10.1.1  Cloud Computing and Its Services

Cloud computing is a term that represents a distributed model which allows sharing 
of resources in form of services without any restriction of time (anytime), location 
(anywhere), and user (anyone). This environment provides the services to users in 
pay as you go manner, i.e., on a subscription basis. The basic requirement to use 
cloud services is Internet connectivity. The services related to education, business, 
and governance are provided through online wherein users can access though web 
browser. The most prominent cloud service providers are Amazon, Google, and 
Microsoft [1]. The datacenter which consists of cloud server that has data and soft-
ware programs stored in it provides resources to any user in the world. The approach 
of cloud computing enables effective use of resources and to procure and update 
data of a user without any purchasing of license.
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10.1.2  Multi-Cloud Computing: Need, Terminologies, 
and Challenges

Multi-cloud is referred to as cloud system in which applications are hosted in blocks 
among a diverse network of distinct cloud.

The need for multi-cloud is as follows:

 1. Choice of service: Single cloud service provider (CSP) vendor will not provide 
all services essential for the organization. Integrating utilization of services from 
multiple CSP is made possible through multi-cloud.

 2. Latency: The service can be chosen based on the distance. The service which is 
nearer to the user can be provided in multi-cloud environment.

 3. Increased disaster recovery: Multi-cloud environment allows the replicas of 
applications in two or more clouds. This capability allows the user to access 
another cloud if there is downtime in one cloud.

Terminologies and its associated tools used in multi-cloud are as follows:

 1. Library-based approaches:

 (a) jclouds: It is an open-source java library used to provide mobility of java 
applications.

 (b) libcloud: It is a python library that provides detachment of various differ-
ences among the programming interfaces.

 2. Service-based approaches:

 (a) Hosted services: These are commercial services, and the most commonly 
hosted services are RightScale, enStratus, and Kaavo.

 (b) Deployable services: These are open-source projects, and the most com-
monly used deployable services are Aeolus, mOSAIC, and optimis.

Challenges in multi-cloud are as follows:

 1. Cost management: The biggest challenge in multi-cloud is the management of 
cost, as different cloud service providers (CSP) fix price with different meters. 
The construction of multi-cloud with available cost in organization is a huge 
challenge in multi-cloud.

 2. Assets management: Organization will get access from developed CSPs and 
developing CSPs. Complexity of managing asset increases when integrating the 
developed and developing CSPs in multi-cloud.

 3. Performance management: Organization performance will be affected if the ser-
vices are chosen in a substandard manner.

 4. User management: Managing access rights among users becomes a challenge in 
multi-cloud environment.
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10.2  Classification of Services Provisioning in Multi-Cloud

Service provisioning is the process of allocating the on-demand resources to the 
user. The service provisioning provides four major services, namely, SaaS (Software 
as a Service), Platform as a Service (PaaS), Infrastructure as a Service (IaaS), and 
Security as a Service (SecaaS). Service provisioning involves monitoring and 
orchestration.

The service provisioning in multi-cloud can be classified based on the following:

 1. The characteristics, namely, workload, elasticity, and location (placement and 
consolidation)

 2. The approaches for service provisioning:

 (a) Service provisioning models
 (b) Brokerage aided provisioning
 (c) Policy ensure service level agreements (SLAs)
 (d) Heuristic and holistic perspective
 (e) Multi-criteria decision-making (MCDM)
 (f) Algorithmic techniques

 3. Services orchestration at each service level:

 (a) IaaS service orchestration
 (b) PaaS service orchestration
 (c) SaaS service orchestration

10.2.1  Objectives, Topologies, Requirements, and Procedures 
in Service Provisioning of Multi-Cloud

10.2.1.1  Objectives in Service Provisioning of Multi-Cloud

The objectives in service provisioning of multi-cloud includes self-service provi-
sioning, autonomous workload distribution, elasticity, and removal of latency 
constraint.

Self-Service Provisioning and Autonomous Service Provisioning

The main objective of provisioning in multi-cloud is to provide self-service provi-
sioning which means the user can select the service as per the requirement with less 
intervention from the cloud service provider (CSP). The service provisioning can 
also be autonomous which provides service based on user requirements with less 
user intervention in service selection process.
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Autonomous Workload Distribution

The workload distribution which means allocating and releasing resources should 
be handled in efficient manner in order to avoid infrastructure failures.

Elasticity

The elasticity is also key objective which ensures computational resources in multi- 
cloud are scaled with flexibility. To ensure elasticity, there are certain approaches to 
be adopted, namely, load balancing, application scaling, and migration.

Removal of Latency Constraint: Location (Placement and Consolidation)

The latency constraint is another most vital objective which can be removed in 
multi-cloud environment since the location of data center is provided based on the 
customer geographical parameters which yield higher availability without 
interruption.

10.2.1.2  Topologies in Service Provisioning of Multi-Cloud

The topologies associated with service provisioning based on approaches criteria 
are service provisioning model, brokerage-aided provisioning, policy ensure service 
level agreements (SLAs), heuristic and holistic perspective, multi-criteria decision- 
making (MCDM), and algorithmic techniques.

Service Provisioning Model

The Service Measurement Index (SMI) can be used to meet the objective of self- 
provisioning. This index is a service measurement model which is mainly based on 
the business model of the International Standard Organization (ISO). SMI model 
allows the users to choose based on the dimensions provided with various cloud 
offerings.

Brokerage-Aided Provisioning

The cloud brokers play a prominent role in satisfying the autonomous service pro-
visioning objective. In this brokerage-aided provisioning method, the broker first 
collects all details of the services of each CSP, analyzes, and creates an index which 
is utilized when a user request is provided. The cloud performs matching task on the 
index created and provides the best service to the user.
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Policy Ensure Service Level Agreements (SLAs)

Service level agreements (SLAs) are the terms and conditions to which consumer 
and provider have a mutual agreement. In service provisioning of multi-cloud envi-
ronment, the process of SLA has to be automated or semi-automated in order to 
meet the objective of elasticity which in turn reduces the cost and increases the 
trustworthiness of service provider.

Heuristic and Holistic Perspective

Frameworks and tools have been existing in providing holistic and heuristic task 
selection and resource allocation options with better resource utilization and energy 
aware features.

Multi-criteria Decision-Making (MCDM)

This MCDM method is used to select the best service based on the performance 
measurements provided by the third part monitoring tools. This method is proven to 
be used for real-world complex problems of service selection.

Algorithmic Techniques

Genetic algorithm and intelligent service provisioning using machine learning tech-
niques have been used as a best search tool for service selection. These techniques 
have also been used for task scheduling in a dynamic manner and deployment of 
services in an optimal manner.

Requirements in Service Provisioning of Multi-Cloud

Requirements about multi-cloud is unique for each organization, but patterns of 
requirements can be identified which is of two broad categories: patterns related to 
distributed deployment of applications and patterns related to redundant deploy-
ment of applications.

Patterns Related to Distributed Deployment of Applications

The concept of this pattern is mainly about the integrations of public clouds from 
various cloud service providers. Partitioned multi-cloud pattern is a best example 
under this category. The mechanism of partitioned multi-cloud pattern is to execute 
an application A in one public cloud of one vendor (Amazon Web Service), whereas 
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application B in another cloud owned by different vendor (Azure). The advantages 
are avoidance of vendor lock in, and shifting of workloads in different computing 
environment has been simplified.

Patterns Related to Redundant Deployment of Applications

The concept of this pattern is focused on deployment of replicas of applications in 
multiple cloud environments in order to increase scalability and availability.

10.2.1.3  Procedures in Service Provisioning of Multi-Cloud

The various procedures involved in the process of service provisioning of multi- 
cloud are user request scheduling, service selection, service composition, service 
monitoring, and orchestration.

User Request Scheduling

Cloud services are requested by the cloud consumer which is sent as tasks or jobs at 
the datacenter of the cloud service provider (CSP). The multi-cloud environment is 
set up to ensure availability higher than the single cloud environment. Sanjaya et al. 
[2] have proposed task scheduling algorithm which is allocation aware using tradi-
tional Min-Min and Min-Max algorithm for multi-cloud environment.

Service Selection

Service selection is the first and foremost procedure in service provisioning. The 
user selects the service based on the standards, price, and flexibility. In autonomous 
service selection process wherein the user intervention is less, the service is selected 
based on the rank and prediction obtained from the analysis done on the service 
performance, price, and its features.

Service Composition

Cloud service composition is a procedure of composing distant meta-services which 
is simpler and satisfies the consumer requirements. Cloud service composition can 
be categorized as two types, namely, functional and non-functional known as 
Quality of Service (QoS).
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Service Monitoring and Orchestration

Service monitoring is the process of providing measurement information which is 
required for pricing and also for performance analysis.

Service orchestration is essential for coordinating the process between the ser-
vices, namely, IaaS, PaaS, and SaaS.

At IaaS level service orchestration in multi-cloud, it requires automation and 
abstraction to handle different standards of CSP and heterogenous API of each 
CSP. The automation and abstraction are provided using libraries, standards, and 
models and cloud orchestration tools. The common libraries used for abstraction are 
Apache j clouds, Apache Lib cloud, and fog. The standards and models used for 
automation and abstraction are Open Cloud Computing Interface (OCCI), OASIS 
TOSCA.  The cloud orchestration tools used for abstraction and automation are 
Apache Brooklyn and Cloudify.

At PaaS level service orchestration in multi-cloud, it focuses on application- 
centric resources and pre-defined environments. CloudFoundary and OpenShift are 
used as an API abstracting layer for PaaS.

Cross-level service orchestration is a novel area wherein orchestration is pro-
vided across different level of service rather than one service level (IaaS or PaaS). 
CloudML provides cross-level service orchestration.

10.3  Intelligent Service Provisioning (ISP) in Multi-Cloud

10.3.1  ISP: Methodologies, Advantages, and Limitations 
in Multi-Cloud Environment

The review on intelligent service provisioning (ISP) in multi-cloud is presented into 
three categories. The problems and solutions using machine learning techniques in 
each category has been specified. The three categories incorporated in review are 
characteristics of service provisioning, approaches of service provisioning, and pro-
cedures of service provisioning in multi-cloud. Table 10.1 presents the classification 
of Intelligent Service Provisioning (ISP).

10.3.1.1  ISP Based on Characteristics of Service Provisioning

The ISP based on characteristics of service provisioning involves workload man-
agement, elasticity, and removing latency constraint.
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Intelligent Service Provisioning for Workload Management

Workload management is the method of managing resources in cloud system. The 
resources management is of two types, and they are pro-active and reactive manage-
ment. Reactive management is only providing analysis based on monitored data 
which is a time-consuming process, whereas proactive management is providing 
future workload prior for effective management of resources in multi-cloud envi-
ronment. Intelligent service provisioning (ISP) focusing on workload management 
is essential for effective resource utilization with Quality of Service (QoS) and less 
power consumption at the multi-cloud environment. The intelligent workload man-
agement process means providing workload prediction and forecasting. In work-
load prediction and forecasting, it provides the workload of VM in advance which 
aids VM to auto-scale its resources to fulfill Quality of Service (QoS) and saves 
consumption of energy. Deep belief network (DBN) is a deep learning technique 
which has been used in image classification, audio classification, and speech recog-
nition. There are correlations among VMs in multi-cloud environment whose 

Table 10.1 Classification of ISP

S. 
no

ISP – classification 
category ISP – attributes

Machine learning techniques 
used

1. Characteristics of 
service provisioning

Workload management Deep belief networks (DBN)
Elasticity Reinforcement learning -Q 

learning
Removing latency constraint 
(placement and consolidation)

Support vector machine (SVM)

2. Approaches of service 
provisioning

Service provisioning models 1. Non-hierarchical clustering
2. Content-based filtering
3. Behavioral and collaborative 
filtering
4. Informational filtering

Brokerage aided provisioning Multi-learning cloud broker
Policy ensured service level 
agreements (SLAs)

Support vector machine (SVM)

Heuristic and holistic 
perspective

Reinforcement learning (RL)

Multi-criteria decision-making 
(MCDM)

Principal factor analysis (PFA)

Algorithmic techniques Deep learning technique – Long 
short-term memory (LSTM)

3. Procedures for service 
provisioning

User request scheduling Deep reinforcement learning 
(DRL)

Service selection procedure Hierarchical clustering algorithm
Service composition Bayesian based model
Service monitoring and 
orchestration

1. Random Forest
2. Adaptive boosting classifier
3. Binary logistic regression
4. Neural network
5. Extreme gradient boosting 
(XgBoost)
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workload can be predicted using deep learning model which consists of DBN and 
logistic regression. The input given to the deep learning model is the previous CPU 
utilization, and the top layer which is the logistic regression layer predicts the future 
workload of all VMs. The output given by the deep learning model is the future 
CPU utilization of all VMs from which the VMs can auto-scale its resources appro-
priately. The advantage of workload prediction using deep learning model is that its 
performance is high since the inherent features of the workload are used rather than 
using only monitored data [3].

Intelligent Service Provisioning for Providing Elasticity

Elasticity in multi-cloud can enable using auto-scaling mechanisms. Reinforcement 
learning is one of the auto-scaling mechanism which consists of a decision-making 
agent which makes decisions based on the experiences and provides the appropriate 
actions to execute which can be addition and deduction of resources and gaining 
benefits such as maximum throughput and less response time [4].

Barett et al. [5] incorporated reinforcement learning known as Q learning to pro-
vide scaling policies which is optimal in nature, and a Q learning in parallel version 
has been proposed to reduce the execution time.

Intelligent Service Provisioning for Removing Latency Constraint (Placement 
and Consolidation)

The placement and consolidation of resources has to be performed efficiently in 
order to remove the latency constraint. T. Miyazawa et al. [6] provide a way to select 
resources of non-urgent virtual network for migration automatically and dynami-
cally using support vector machine (SVM) and Q learning with satisfying QoS 
requirements.

10.3.1.2  ISP Based on Approaches of Service Provisioning

The ISP based on approaches of service provisioning involves service provisioning 
models, brokerage aided provisioning, policy ensure service level agreements 
(SLAs), heuristic and holistic perspective, multi-criteria decision-making (MCDM) 
algorithm, and algorithmic techniques.

ISP Based on Service Provisioning Models

Cloud services selection is a challenging and tedious task for the cloud users espe-
cially in a multi-cloud environment. To overcome this challenging task, Rahma 
et al. [7] have developed a cloud service recommendation system (prototype model) 
named “USTHB-CLOUD.” This model provides recommendations based on 
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content- based and behavior-based analysis from the customer preferences using 
machine learning techniques, namely, non-hierarchical clustering methods, content- 
based filtering, behavioral collaborative filtering, and informational filtering. The 
limitations of this model are that data about service level agreements (SLAs), infra-
structure saturation, and energy consumption has not been incorporated in the rec-
ommendation system.

ISP Based on Brokerage-Aided Provisioning

Kiran Bala et al. [8] present a machine learning-based broker for decision-making 
for scheduling the tasks (requests) made by the user at the data center. In multi- 
learning process of the broker, it learns from all the previous mishandled user 
requests which are procured as results from single learning. Incorporation of multi- 
learning method to the cloud broker is made possible through machine learning 
technique. This machine learning-based cloud broker enhances the accuracy of the 
decision-making process for each user request for services.

ISP Based on Policy Ensure Service Level Agreements (SLAs)

SLA templates are the special forms of SLAs wherein cloud providers present offers 
and cloud consumers present requirements before the negotiations for legally sign-
ing SLA. SLA mainly consists of three prominent elements, namely, SLA metrics, 
SLA parameters, and Service Level Objectives (SLOs). They are two types of SLA 
templates, and they are private SLA which is prescribed for the market customers 
and public SLA which is formulated for the trade of products in market. C. Redl 
et al. [9] present an automatic way of matching SLA using machine learning tech-
niques. The intelligent SLA management is possible with proper representation of 
knowledge from the requirements of the users. Case-based reasoning (CBR) has 
been used for learning semantically from the requirements. Support vector machine 
(SVM) has been used as a machine learning technique for providing autonomous 
SLA matching and autonomous provider selection with cost reduction.

ISP Based on Heuristic and Holistic Perspective

Ali Pahlevan et al. [10] present heuristic and machine learning (ML) approach for 
provisioning of virtual machines (VMs) into the datacenter. The proposed method 
in this paper consists of two-level ML approach wherein in the first level of ML, 
K-means clustering is used for generation of classes and the selection of appropriate 
classes is performed using heuristic approach. In the second level of ML, value 
iteration algorithm which is a type of reinforcement learning (RL) is used for clas-
sification of classes for provisioning VMs.
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ISP Based on Multi-criteria Decision-Making (MCDM)

Analytical Hierarchy Process (AHA) and Technique for Order Preference by 
Similarity to an Ideal Solution (TOPSIS) are the commonly used MCDM methods. 
AHA provides a comparison of elements in pairwise manner which is structured in 
hierarchical relationship. Muhammad Umer Wasim et al. [11] have proposed a self- 
regulated MCDM which used an integrated approach of MCDM and machine learn-
ing technique for ranking the service providers. Communality which comes under 
the category of factor analysis, a type of unsupervised machine learning technique, 
has been used. Structural Equation Modeling (SEM) has been used for estimation of 
communality. Commonly used SEM methods are principal factor analysis (PFA) 
and maximum likelihood. The datasets which had been used for evaluation are cus-
tomer reviews of cloud service providers (CSP) and simulated dataset of feedback 
from servers of broker architecture. The benefit of the MCDM with machine learn-
ing approach is that it provides ranking based on objective criteria which eliminates 
error in providing irrelevant services to the customers rather than subjective judge-
ments which is mainly based on insufficient domain knowledge.

ISP Based on Algorithmic Techniques

Service composition is one of the important processes to be performed in multi- 
cloud environment. Cloud consumers expect the services to be economically feasi-
ble. Economically driven service composition is a long process, and it requires 
exhaustive search. In order to optimize the process of service composition, Samar 
et al. [12] have presented a deep learning-based service composition (DLSC) frame-
work which is an integration of long short-term network (LSTN) and particle swarm 
optimization (PSO) algorithm.

10.3.1.3  ISP Based on Procedures of Service Provisioning

The ISP based on procedures of service provisioning involves user request schedul-
ing, service selection procedure, service composition, service monitoring, and 
orchestration.

ISP Based on User Request Scheduling

Each user request for service to the cloud is considered as a task at the datacenter. 
Efficient scheduling and service provisioning have to be incorporated at the data 
center owned by the cloud service provider (CSP) in order to minimize the energy 
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cost at larger scale. Mingxi Cheng et al. [13] proposed a deep reinforcement learn-
ing (DRL) approach as a solution to minimize energy cost at the datacenter wherein 
the user requests for service are scheduled.

ISP Based on Service Selection Procedure

Service selection is the vital procedure in service provisioning. Selecting appropri-
ate services from various vendors in multi-cloud environment is a challenging task. 
Yan Wang et al. [14] have presented a CC-PSM model which is preference aware 
service selection model based on customer community. In CC-PSM model, the ini-
tial step includes data mining process for categorizing customers based on bipartite 
network. The second step in this model consists of incorporation of improved hier-
archical clustering algorithm which is an unsupervised machine learning technique; 
the outcome of the second step is to discover consumer community based on prefer-
ences. Finally, prediction model is used to predict the customer evaluation on 
unknown service. The advantage of this model is that it replaces the traditional way 
of service selection which performs collaborative filtering to find a match between 
customer requirements and QoS.

ISP Based on Service Composition

Cloud service composition is long term and economic driven. Zhen et al. [15] have 
proposed a Bayesian-based model to represent the economic perspective of con-
sumer. A novel influence diagram-based model has been presented as a cloud ser-
vice composition methodology.

ISP Based on Service Monitoring and Orchestration

Service monitoring and orchestration have been achieved using Key Performance 
Indicators (KPIs). The correlation between resources usage and application of Key 
Performance Indicators (KPIs) is required for the operation engineer to understand 
performance bottlenecks, scalability, and degradation of QoS issues. Johannes 
Grohmann et  al. [16] have presented a monitorless model which has a machine 
learning model trained with platform-related data retrieved from the containerized 
services to infer KPI. The inferred KPI can be used by the operation engineers to 
improve the architectural frameworks of multi-cloud in order to fulfill Service Level 
Objectives (SLOs). The labels used are saturated and non-saturated levels. The 
machine learning models used in the “monitorless” model are adaptive boosting 
(AdaBoost) classifier, binary logistic regression, XGBoost, Random Forest (RF), 
and Neural Network (NN) (Table 10.1).
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10.3.2  Comparison of Various Intelligent Middleware 
for Management of Multi-Cloud Services

A middleware in multi-cloud is defined as a tool which acts as medium between 
cloud consumer and cloud service provider. A middleware is said to be known as 
“intelligent” if it has incorporated the computational intelligence techniques, 
namely, Artificial Intelligence (AI), soft computing, and data mining. Table 10.2 
presents the comparison of various intelligent middleware used for management of 
multi-cloud services.

10.4  Benchmark Case Studies: ISP Provisioning 
in Multi-Cloud

The two benchmark case studies associated with ISP provisioning in multi-cloud 
are healthcare and smart city services.

10.4.1  Case Study 1: Multi-Cloud Framework with ISP 
in Healthcare

Multi-cloud framework has been adopted by healthcare organization to provide 
agility which is essential to meet the demands of the healthcare sectors for the com-
plete care and support of the patient population. The most popular service health-
care sectors use Software as a Service (SaaS) wherein healthcare acts as a broker to 
host and maintain applications. Some healthcare sectors have begun to adopt ser-
vices, namely, Infrastructure as a Service (IaaS) and Platform as a Service (PaaS) in 
order to deploy cloud native applications.

Ahmed Abdelaziza et  al. [30] present a novel model for healthcare services 
which select the optimal number of virtual machines for processing the medical 
requests using parallel particle swarm optimization (PPSO), and a prediction model 
of chronic kidney disease (CKD) is provided using hybrid machine learning tech-
niques, namely, linear regression and Neural Network (NN).

Healthcare requires a large-scale processing of data especially when the data is 
of image type. Processing large data requires healthcare sectors to adopt multi- 
cloud systems to provide efficiency, scalability, and high availability. Massive data 
analysis in multi-cloud of healthcare with more security and less computational 
costs requires machine learning to be incorporated. Mbarek Marwan et al. [31] pro-
posed a novel approach of enhancing security in multi-cloud of healthcare using 
machine learning techniques, namely, support vector machines (SVMs) and Fuzzy 
C-means clustering.
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Table 10.2 Comparison of intelligent middleware of multi-cloud services

SI. 
no

Intelligent 
middleware Methodology Advantage Disadvantage

1 Cloud 
management 
broker (CMB)

Cloud management broker 
(CMB) is used to manage 
resources in multi-cloud 
using two level 
reinforcement learning 
(RL) resource allocation 
algorithm [17]

It provides 
increased 
scalability and 
flexibility in 
managing 
resources in 
multi-cloud with 
quick response to 
user requests

The state space size 
has to be minimized, 
and scalability 
algorithms has to be 
improved using state 
aggregation 
mechanisms

2 Daleel – 
decision-making 
framework

Daleel is a decision- 
making framework which 
provides evidence-based 
knowledge to customers, 
and it helps in service 
selection for customers. 
Regression-based method 
has been incorporated in 
Daleel framework [18]

It provides 
adaptive decision- 
making due to 
machine learning 
techniques based 
on response time

The response time of 
each services of cloud 
service providers 
(CSP) has been 
considered, but other 
characteristics 
memory, processor, 
and behavioral data 
have not been 
considered

3 Scalable 
hierarchical 
framework

The scalable hierarchical 
framework is used for 
resource allocation and 
power management using 
deep reinforcement 
learning (DRL) [19]

It reduces online 
computational 
complexity and 
improves 
parallelism

Experimental results 
are provided only 
with Google cluster 
traces

4 Brokerage-based 
cloud service 
selection

K-nearest neighbor (KNN) 
is used to search the 
services of cloud service 
provider (CSP) index 
created using B+ tree for 
providing the cloud service 
selection [20]

The efficiency of 
the algorithm is 
evaluated using 
real-time and 
synthetic data

The service level 
agreements (SLAs) 
negotiated by the 
customer at the 
request time have not 
been considered

5 Agent-based 
intelligent cloud 
service selection

The agent is incorporated 
with intelligence using 
unsupervised machine 
learning technique known 
as Q learning which 
provides the appropriate 
services to the customers 
through performance 
checking from the 
customer feedback [21]

The customer 
feedback has been 
considered for 
service selection 
which enhances the 
system to an 
errorless state

The detailed 
architecture of the 
agent has not been 
explored

(continued)
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Table 10.2 (continued)

SI. 
no

Intelligent 
middleware Methodology Advantage Disadvantage

6 Trust-based 
agent learning 
model for 
service 
composition 
(TALMSC)

TALMSC consists of 
two-staged fuzzy C-means 
learning (FCM) 
mechanism. The efficiency 
of the mechanism has been 
tested on JADE which is a 
multi-agent-based learning 
system wherein four 
related mechanism has 
been tested, namely, 
two-staged improved 
FCM, FCM, K- means 
clustering, and random 
transaction [22]

TALMSC 
improves the user 
satisfaction

The integration of the 
system with service 
matching, prediction, 
and forecasting has 
yet to be considered 
and developed

7 Trust enabled 
self-learning 
agent model for 
service matching 
(TSLAM)

TSLAM is a three-layered 
agent model which 
consists of brokers with 
learning module developed 
using decision tree 
algorithm [23]

TSLAM enhances 
the transaction 
success rate and 
improves the user 
satisfaction

There is saturation 
level, i.e., the number 
of cloud service 
providers to be 
handled by brokers is 
limited which has to 
be increased to 
enhance efficiency

8 QoS prediction 
model

A Quality of Service (QoS) 
prediction model for 
service composition based 
on hidden Markov model 
(HMM) [24]

QoS satisfied 
service 
provisioning is 
provided to the 
customers through 
HMM-based QoS 
prediction model

The prediction model 
is based on only 
homogenous services, 
and heterogenous 
services were not 
considered

9 NLUBroker A reinforcement learning 
(RL)-based agent is 
incorporated in natural 
language understanding 
(NLU) broker system 
which maps the customer 
requirements to the cloud 
services available from the 
requirements analysis 
provided in user language 
[25]

This NLUBroker 
provides flexibility 
to users in 
providing services 
requirements

The exploration of 
natural language 
processing (NLU) is 
yet to be done

(continued)
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10.4.2  Case Study 2: Multi-Cloud Framework with ISP 
in Industrial IOT and Smart City Services

Basheer Qolomany et al. [32] have proposed an intelligent polynomial time heuris-
tic which selects machine learning models from a superset of model which maxi-
mizes the trustworthiness of the model. This selected model is used as prediction 
model by cloud service providers (CSP) in order to process the data obtained from 
industrial-based IOT devices and smart city services connected to the cloud.

Table 10.2 (continued)

SI. 
no

Intelligent 
middleware Methodology Advantage Disadvantage

10 Preference-based 
cLoud service 
recommender 
(PuLSaR)

PuLSar is a cloud service 
recommender using 
multi-criteria decision- 
making approach [26]

It enhances the 
capabilities of 
cloud service 
broker with 
increased 
scalability

This recommender 
has yet to be deployed 
in real-time cloud 
environments with 
exposure of handling 
heterogenous services 
in distributed and 
dynamic environment

11. Service-oriented 
broker 
framework

Service-oriented broker 
framework consists of 
three modules, namely, 
user portal for 
requirements gathering, 
service discovery and 
composition, and service 
provisioning [27]

The framework 
improves the main 
functionalities of 
cloud

The broker has to be 
incorporated with 
machine learning 
techniques to make it 
more intuitive in 
decision-making

12 Cloud broker 
framework for 
infrastructure 
service discovery 
using semantic 
network

The broker-based cloud 
framework provides a user 
interface wherein the user 
specifies the request in 
numerical terms and the 
broker constructs 
ontologies and semantic 
network is formed based 
on the intersection with the 
discovered services [28]

The broker-based 
approach provides 
a good accuracy in 
providing service 
recommendation

The user requirements 
are specified using 
numerical 
representation, and 
linguistic 
representation is not 
accepted

13 Broker-based 
cloud service 
model

The broker-based cloud 
service model executes 
functions, namely, service 
discovery and service 
composition for 
provisioning [29]

The broker-based 
cloud service 
model performs 
additional services, 
namely, ranking 
based on QoS 
specification

The incorporation of 
intelligence in broker 
for federated cloud 
environment is yet to 
be developed
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10.5  Review on State-of-the-Art ML Algorithms for Service 
Provisioning in Multi-Cloud Environment

Machine learning (ML) techniques come under the category of Artificial Intelligence 
(AI). Deep learning (DL) is the sub-category of machine learning (ML). Intelligent 
service provisioning is possible only through the incorporation of machine learning 
(ML) technique at any procedural level of provisioning or at any service level of 
provisioning. Machine learning (ML) technique is of two types: supervised machine 
learning techniques and unsupervised machine learning techniques.

10.5.1  Neural Network (NN)

Working Principle: Neural Network (NN) consists of input layer, hidden layer, and 
output layer. The Neural Network (NN) is a machine learning algorithm, and its 
structure is inspired from the biological neurons. It consists of collections of inter-
connected neurons. The input layer provides input to the hidden layer which com-
putes the output based on activation function, and the final output layer produces the 
result as the weighted aggregation of all output of hidden layers [33].

Usage: Neural Network ML model is used for multi-cloud service monitoring 
and orchestration based on Key Performance Indicators (KPIs).

10.5.2  Reinforcement Learning

Working principle: Reinforcement learning (RL) is a type of machine learning tech-
nique which is used to control a system to improve its performance stated in num-
bers. The learner incorporated with RL learns f through the trial-and-error method 
when exposed to the dynamic environment. There are two approaches used to pro-
vide solutions for reinforcement learning problems. The first approach is to search 
through the dynamic environment wherein genetic algorithms are proved to be 
effective. The second approach is to use statistical techniques and dynamic pro-
gramming methods [34].

Usage: The reinforcement learning (RL) ML model is used for multi-cloud user 
request scheduling in an energy-efficient manner and for provisioning of VMs.
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10.5.3  Support Vector Machine (SVM)

Working principle: Support vector machine uses the hyperplane to classify the ser-
vice instances. The projection of instances to higher-dimensional space occurs if the 
instances are of non-linear type. Different types of kernels can be used in SVM, 
namely, Gaussian kernel, polynomial kernel, and radial basis function (RBF) ker-
nel [35].

Usage: The SVM ML model is used for autonomous service selection in multi- 
cloud based on service level agreement (SLA) attributes.

10.5.4  Deep Belief Network (DBN)

Working principle: The construction of deep belief network (DBN) is in the form of 
stack wherein each individual unit in stack is built using restricted Boltzmann 
machine. The structure of restricted Boltzmann machine is a feed forward graph 
structure with two layers, namely, visible layer which is Gaussian or binary units 
and hidden layer which is binary unit [36].

Usage: The important aspect to be maintained in multi-cloud is workload man-
agement which is provided intelligently using deep belief network (DBN) model.

10.5.5  Principal Factor Analysis (PFA)

Working principle: Principal factor analysis (PFA) is mainly used to reduce the 
dimensionality of the dataset based on the correlation factor. It mainly focuses on 
the reduction of non-diagonal elements in the dataset [37].

Usage: The service selection in multi-cloud for user is made at ease by incorpo-
rating PFA in the multi-cloud framework which provides user with relevant services 
based on reviews provided by other users.

10.5.6  Random Forest, AdaBoost and XgBoost

Working principle: Random Forest is an ensemble-based machine learning algo-
rithm. It is a homogenous ensemble classifier since it consists of ensemble with one 
type of machine learning model, namely, decision trees. It combines the results of 
many decision trees rather than combining predictions of different machine learning 
models [38]. Adaptive Boosting (AdaBoost) classifier is a sequential based ensem-
ble classifier, which rectifies error in consequent iterations by giving more weight to 
the error samples [39]. Extreme Gradient Boosting (XgBoost) classifier is an 
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ensemble classifier which works in parallel and is faster in execution than AdaBoost 
classifier [40].

Usage: The Random Forest (RF), Adaptive Boosting (AdaBoost),Extreme 
Gradient Boosting (XgBoost) model is mainly used for service monitoring and 
orchestration in multi-cloud.

10.5.7  Hierarchical Clustering

Working principle: Hierarchical clustering comes under the unsupervised machine 
learning algorithm. In hierarchical clustering, the data is grouped into clusters 
which forms a tree, and the split or merge operations cannot be restructured. There 
are two types of hierarchical clustering, namely, agglomerative clustering and divi-
sive clustering. The outcome of the hierarchical clustering is in the form of dendro-
gram which is in the form of tree [41, 42].

Usage: The service selection in multi-cloud based on Quality of Service (QoS) 
and customer requirements is provided using hierarchical clustering ML model.

10.6  Framework for Intelligent Service Provisioning 
in Multi-Cloud

The intelligent service provisioning model in the framework consists of process 
models, namely, service request scheduler, service composition, service monitoring 
and orchestration, and service selection whose data are analyzed using machine 
learning (ML)-based decision-making system, and data from cloud service provid-
ers, cloud consumers, and process models are stored in knowledge base which is in 
turn used by decision-making system and process models to satisfy consumer 
requests.

The framework for intelligent service provisioning in multi-cloud is provided in 
Fig. 10.1.

The cloud consumer requests are processed by the intelligent service provision-
ing (ISP) model. The outcomes of process models are as follows:

 1. Service request scheduler – sends requests to the corresponding process model
 2. Service Composition  – The service composition suggestions provided by 

decision- making system: Services of cloud service providers (CSP) appropriate 
to user requests

 3. Service monitoring and orchestration: The service request status
 4. Service selection: Recommendation of services offered by CSP appropriate to 

user requests provided by the decision-making system

10 An Intense Study on Intelligent Service Provisioning for Multi-Cloud Based…
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Fig. 10.1 Framework of intelligent service provisioning (ISP)
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10.7  Challenges and Future Prospects

The challenges and future prospects of intelligent service provisioning (ISP) in 
multi-cloud environment have been addressed in this section.

10.7.1  Challenges of Intelligent Service Provisioning (ISP) 
in Multi-Cloud Environment

 1. Provisioning of services with security is a challenge in multi-cloud environment 
especially sectors associated with finance and healthcare.

 2. The costs of services vary, and provisioning of services with optimal cost is a 
challenging task as it integrates services from various vendor.

 3. Service monitoring is a challenging task in multi-cloud environment because the 
decision has to be made to handle performance degradation.

10.7.2  Future Prospects of Intelligent Service Provisioning 
(ISP) in Multi-Cloud Environment

 1. Integration of block chain with ISP: Security can be enhanced by integrating 
block chain technology to the ISP framework in multi-cloud environment.

 2. Cost: In order to provide optimal cost for services, each services of different 
vendors has to be registered, and the information has to be stored in knowledge 
base. The knowledge base has to be dynamic and updated whenever changes in 
services cost occur.

 3. Incorporation of AI: The Deep Learning (DL) algorithm has to be incorporated 
as decision maker for service monitoring since DL can handle large complex 
data, and it is faster to provide solutions. DL can be mainly used in healthcare 
multi-cloud systems wherein complex images have to be stored, processed, ana-
lyzed and maintained in cloud.

10.8  Conclusion

Multi-cloud environment provides integrated services from various cloud service 
providers (CSP). Intelligent service provisioning (ISP) which incorporates machine 
learning (ML) techniques helps the cloud consumers to procure appropriate services 
as per the need of the customers. This chapter provides classification of ISP with 
respect to certain attributes, comparison of various middleware tools used in ISP, 
and case studied related to ISP.
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Chapter 11
Fuzzy-Based Workflow Scheduling 
in Multi-Cloud Environment

J. Angela Jennifa Sujana , R. Venitta Raj, and T. Revathi

11.1  Introduction

Nowadays with the introduction of many Internet of Things (IoT)-based real time 
applications, the need for integrating those applications with the cloud environment 
has become essential. Also, there is a great need for accessing the data from IoT- 
based smart applications for doing meaning analysis for inferring useful informa-
tion and automation of the process. At the same time, the user may want to use 
different cloud services for their application. In such situations, multi-cloud envi-
ronment is the only solution. Hence, with multi-cloud environment the user or the 
developer is having enormous freedom in choosing the best cloud service provider 
from a set of cloud providers.

Multi-cloud computing aggregates large pool of resources and share them among 
vast cloud users. It is a gifted technique for systems integration. Multi-cloud com-
puting can also be defined as a new version of collaborative environment, in which 
scalable and virtualized resources are provided as a service over the Internet [1]. In 
general, the service workflow is organized as the collection of services to ease the 
requirements and automation of large-scale distributed systems [2]. Although most 
commercial cloud services are operated and owned by distributed and heteroge-
neous organizations in multi-cloud computing environments, the inherent uncer-
tainty and unreliability of large-scale organizations often pose threats to the 
operation of workflow applications. Hence, in addition to execution time and cost 
factors, we need to think about trust factor.
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Initially this multi-cloud environment is not supported for the cloud users, 
because of the vendor lock-in problem [3]. The Open Virtualization Format (OVF) 
[4, 5] is a vendor-independent format which supports portability and deployment 
with different vendors. With the collaborative effort of Dell, Microsoft, HP, IBM, 
VMWare, and XenSource, the system images can be imported and deployed on 
multiple platforms, thus enabling cross-platform portability. The introduction of 
this platform-independent virtualization format is one reason for the emergence of 
multi-cloud environment. Also, users and developers started to use multi-cloud 
based on their optimal quality criteria satisfaction.

In many of the applications which use the cloud services, the Quality of Service 
(QoS) plays a vital role. The QoS mainly depends on the user request and the appli-
cation being used. It can be noted many enterprise applications and IoT-based smart 
applications can be represented as workflows [6]. Rajganesh et al. [7] have proposed 
a service context-aware cloud broker which uses the service details from the contex-
tual information of cloud services and computes service similarities on the basis of 
QoS values. Each task in the workflow represents a module in the enterprise appli-
cation. Normally these workflows are represented as Directed Acyclic Graph 
(DAG). Each node in the DAG represents the task in the workflow. Fuzzy decision- 
based models can be adopted for multi-cloud environments [8, 9]. A fuzzy logic- 
based intelligent cloud broker is proposed to find the imprecise state of the 
inexperienced cloud user when deciding the infrastructure service requirements 
[10]. An intelligent cloud broker which uses the MapReduce framework for the 
effective pre-processing of cloud users’ feedback was proposed by Rajganesh 
Nagarajan et al. [11]. Also, they propose a fuzzy logic-based trust evaluation system 
for accepting the user’s feedback in terms of fuzzy linguistic [12].

This chapter focuses on finding the suitable cloud service provider based on the 
Quality of Service of the user or developer of enterprise applications and IoT-based 
smart applications. The main QoS parameters considered are time, cost, and trust. 
This multi-objective QoS-based workflow scheduling is based on fuzzy model. The 
fuzzy membership function is defined for each objective, and collectively the deci-
sions are made. Also, hence this chapter proposes a multi-objective QoS-based 
workflow scheduling in multi-cloud environment with fuzzy logic with the fuzzy 
logic-based workflow scheduling (FLWS) algorithm.

11.2  System Architecture

The system architecture of the proposed fuzzy-based workflow scheduling in multi- 
cloud environment is represented in Fig. 11.1. This chapter envisages a fuzzy-based 
multi-objective model for dispatching the tasks in the workflow to suitable cloud 
provider in accord with the user Quality of Service (QoS). The user will submit the 
workflow, which will be handled by the QoS-based Resource Management layer. 
This module gets the workflow from the user and the QoS weightage for each objec-
tive. The objectives addressed are time, cost, and trust. This QoS-based Resource 
Management module can also be viewed as an agent, helping in the user for 
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identifying the suitable services for them. The fuzzy model is used to make the deci-
sion in selecting the suitable cloud provider for the workflow. Here we provide a 
fine- grained selection module. That is, the user can select different services for each 
task in the workflow from different cloud providers. For each task the best suitable 
cloud provider’s service will be considered, and it will be scheduled accordingly.

Figure 11.2 represents a sample workflow, which can be represented as the 
Directed Acyclic Graph (DAG) [13]. The sample workflow consists of six tasks 
represented by the nodes, and the edges between the tasks represent the dependency 
among the tasks. The edges represent the data transfer time. If both the ancestor and 
descendant task get executed in the same virtual machine, then the data transfer time 
between these tasks becomes zero.

Fig. 11.1 System architecture

Fig. 11.2 Sample 
workflow
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11.3  Multi-objective Fuzzy Decision Model

In this chapter, we introduce fuzzy-based decision model for selecting the suitable 
cloud provider in multi-cloud. The clouds’ providers considered in the multi-cloud 
environment are denoted as CP = {cp1, cp2, …, cpn}. The workflow is modelled as a 
directed acyclic graph, W = (TK, E), where TK denotes the tasks’ set TK = {tk1, 
tk2,..., tkm} and each task tki ∈ TK, 1 ≤ i ≤ m needs a cloud service from the cloud 
provider. Similarly E represents the set of communication link edges between tasks, 
and each edge e(i,j) ∈ E represents that the task tkj depends on the task tki, i.e., task 
tki should be executed prior to the execution of the task tkj. The task with an in- 
degree 0 is designated as tkentry entry task, and the task without-degree 0 is desig-
nated as tkexit exit task. The parent tasks of the task tki are represented ancestor(tki), 
and the child tasks of a task tki are represented by descendant(tkj). In multi-cloud 
environment the provider has enormous services. The user pays for the services.

This aids in selecting the best optimal cloud service provider for the tasks in the 
workflow according to the user’s QoS demand. The fuzzy decision model will con-
sider three objectives, namely, time, cost, and trust.

Let n be the total no. of candidate cloud providers in multi-cloud. There are a set 
of Sj

i  services, which are available for each task in the workflow. More specifically 
Sj
i  denotes the service from cloud provider cpj, delivered for task tki. Hence for the 

same task tki there will be “m” number of services available from the cloud provid-
ers CP. These services may have varied processing capabilities, processing time, 
and prices. Let t j

ibe the total processing time and Cj
i be the total processing cost for 

the ith task on the jth service.
To get optimized solution on multi-objective, we propose fuzzy model as fol-

lows. Using max-min as the operator [14], the membership function of objectives 
can be formulated by separating each objective into its maximum values and mini-
mum values. The membership function for time and cost objectives is given by Eq. 
(11.1) and for trust is given by Eq. (11.2).
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(11.2)

Here the workflow scheduling problem is considered as a multi-objective plan-
ning problem which focuses in optimizing the conflicting objectives [15]. The 
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following notations are used to represent the objectives. The deadline of a task is 
denoted by D, budget that can be spent by B, and trust level by Tr. The time taken by 
jth service assigned for ith task is denoted by t j

i . Let total number of tasks be n and 
total number of cloud provider services available for the ith task be mi. To denote 
assigning the ith task to jth service is given by yj

i ; if the jth service is assigned for ith 
task, then y = 1; else y = 0.

The objectives are thus described as follows in Eq. (11.3a), (11.3b), and (11.3c).
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 Subject to : , ,Z B Z D Z Tr1 2 3″ ″ ″  

where Z1 and Z2 represent the minimization objective for time and cost and Z3 rep-
resents the maximization objective for trust. Our proposed fuzzy logic-based work-
flow scheduling (FLWS) model considers three different objectives related to time, 
cost, and trust constraint [10].

11.3.1  Membership Function for Trust Evaluation

The general trust metric, which is the combination of direct trust (DT) and recom-
mendation trust (RT), can be defined as given in Eq. (11.4),

 Tr S w S w Si i i i i( ) = ∗ ( ) + −( )∗ ( )DT RT1  (11.4)

where the weight wi assigned for DT is calculated by

 
w
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(11.5)

where k is the number of times the ith service is used by the client user. The direct 
trust (DT) is calculated by Eq. (11.6).
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where DT(Si) is the direct trust of the ith service which the active user experiences 
based on the history and RT(Si) is the recommendation trust of ith service by other 
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users. wi is the weight of the direct trust and recommendation trust which is calcu-
lated as in Eq. (11.5).

Recommendation trust value can be calculated as given in Eq. (11.7). Here we 
consider the rating given by other users for a cloud provider’s service. The user can 
record a rating in the 1–5 scale. Value 1 for poor service and value 5 for the best 
service from the cloud provider. A sample rating table with five users for four cloud 
providers is shown in Table 11.1. The missing values are represented by ? and it is 
calculated by the recommendation trust. The recommendation trust is calculated as 
the weighted sum of the user’s rating for the service.
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avg(vi) can be calculated as follows:
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avg(vi) be the average rating given by user i. vij is the rating by user i to the jth cloud 
provider’s service. We use the Pearson Correlation Coefficient (PCC) for calculat-
ing the similarity between user a and i. This can be calculated as using the Eq. (11.9).
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Membership function for trust calculation is formulated as given in Eq. (11.10).
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Table 11.1 Sample ratings by the users for the cloud services

Us1 Us2 Us3 Us4 Us5

CP1 ? 2 3 4 5
CP2 3 4 5 3 ?
CP3 1 5 ? 2 2
CP4 5 1 2 5 5
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11.3.2  Membership Function for Execution Time

Using max-min as the operator membership function for execution time is calcu-
lated as given in Eq. (11.11).
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11.3.3  Membership Function for Execution Cost

Similarly, the membership function for cost the user has to pay for the service is 
calculated as given in Eq. (11.12).
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11.3.3.1  Fuzzy Decision

To convert to crisp model from the fuzzy model, we use max-min as the operator as 
follows:

 Maximize iλ  

 U t U c U trtk x i tk x i tk x ii i i
( ) ≥ ( ) ≥ ( ) ≥λ λ λ, ,  (11.13)

The overall satisfaction degree can be defined as the minimum of overall satis-
faction of the given membership values for the trust, time, and cost.

The overall satisfaction by the fuzzy decision is given in Eq. (11.14).

 
λ j

i
tk x tk x tk xU t U c U tr
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(11.14)

The selection of cloud provider’s service for task is given by the maximum of all 
degrees of satisfaction, as defined in Eq. (11.15),
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 λ λk
i

j
i= { }max  (11.15)

However, the user may want to specify their own preference among the objec-
tives time, cost, and trust. This can be done by adding the weight factor for each 
objectives time, cost, and trust. Thus, we introduce a weight factor for objectives 
time, cost, and trust. They are represented as wt, wc, and wtr,respectively. The final 
selection of the cloud providers’ service is done by the weighted arithmetic mean 
operator and given in Eq. (11.16).

 MaximizeU W∗ ′ (11.16)

where W is the weight factor for objectives time, cost, and trust. W = {wt, wc, wtr}. 
The sum of the weight factor must be 1. i.e. wt + wc + wtr = 1 and the weight factor 
values must be in the interval [0,1].

11.4  Schedule Primitives

To schedule the workflow with minimum execution time, we use the Earliest 
Completion Time (ECT) of a task with a cloud provider as the heuristic technique. 
In this regard the following primitives are considered.

The execution time of the task tki on the jth CP is termed as ET(tki, cpj), and it is 
calculated using Eq. (11.17). The computation capacity of the service Sj in cloud 
provider cpj is denoted as x(cpj). The execution time of a task tki is denoted by x(tkj).
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The average execution time of the task tki is given in Eq. (11.18).
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The communication cost of an edge e(i, j) can be calculated as given in the Eq. 
(11.19). Since the services are available from different cloud providers, there will be 
some latency in hosting the workflow tasks’ in the virtual machines of the cloud 
providers. The late(cpj) denotes the latency that a cloud provider will have for exe-
cuting any task. The x(e(i, k)) is the amount of data transferred between the two 
tasks i and k. bwk is the bandwidth of the link between the cloud providers.
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The Earliest Start Time (EST) is the earliest possible start time of a task on a 
cloud provider cpj. This can be computed by the Eq. (11.20)
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 ReadyTime entrytk cpj,( ) = 0 

The ReadyTime(tki, cpj) denotes the time in which the jth VM is ready for execut-
ing the task tki. The same cloud provider cpj can be used to execute multiple tasks, 
provided it has completed its earlier task and ready for executing the next task and 
the maximum satisfaction level. The ready time of the entry task is considered as 0. 
The Earliest Completion Time of a task is computed by considering the earliest start 
time of a task and the execution of the task on a CP. The EST of a task is computed 
by finding the maximum of the ready time of a CP for the task and the earliest end 
time of the entire ancestral task along with the data transfer time (Communication 
Cost). If any two tasks are allotted with the same cloud provider CP, then the com-
munication cost of those two tasks CC(tkm, tki) = 0.

The Earliest Completion Time (ECT) of a task is the earliest possible completion 
time of a workflow task on a cloud provider. This is computed by the Eq. (11.21)
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Makespan is the one representing the schedule length, and it is found by consid-
ering the ECT of exit task and it is denoted in Eq. (11.10). The objective of the 
schedule is to minimize this makespan.

 makespan ECT exit= ( )tk cpj,  (11.22)

11.5  Fuzzy Logic-Based Workflow Scheduling

The fuzzy logic-based workflow scheduling (FLWS) model is given in the 
Algorithm.
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Algorithm: The FLWS Algorithm

 

The algorithm fuzzy logic-based workflow scheduling (FLWS) gets the Workflow 
W as DAG, the set of Cloud Providers CP that are readily providing services for the 
tasks in the workflow, and the QoS Parameters values as integer for time, cost, and 
trust as tuple. Initially the schedule Sch is initialized as NULL. Calculate Earliest 
Completion Time ECT(tki, cpj) for all the tasks in each Cloud Provider providing the 
service. The QoS Parameters values for (time, cost, and trust) are got as tuple for 
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each service in Cloud Providers. With these values U tr U t U ctk x tk x tk xi i i
( ) ( ) ( ), and  

can be calculated. Then for generating the schedule initially the first task is consid-
ered. Then with the loops at step 5 and 6, the decision-making process is repeated 
for all the tasks. The ECT value is computed with insertion-based scheduling policy. 
Step 8 does the calculation for making the fuzzy decision for finding the cloud ser-
vice best suited for the task as per the QoS requirement of the user. The mapped 
service to the task Map(tki, Sk) is appended to the schedule Sch. These steps are 
repeated until all the tasks are done with. Finally, the schedule Sch is given as 
the output.

11.6  Results and Discussions

To illustrate the working of our fuzzy logic-based workflow scheduling (FLWS) 
model, we present a table with sample values for the six tasks in workflow shown in 
Fig. 11.2. Table 11.2 shows the sample QoS Parameters (time, cost, and trust) values 
as tuple for four Cloud Providers. The steps are worked out for the first task in the 
workflow.

Step 1
Using max-min operator, compute vectors of (UTi

(tx), UTi
(cx),UTi

(trx) for the first 
task. Here tmax

1  = 4,tmin
1 =3; cmax

1 =5, cmin
1 =2; trmax

1 =5, trmin
1 =2 . For this task three cloud 

providers are providing their services. Hence the calculations are as shown below.
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Table 11.2 Sample QoS parameter values from multi-cloud providers for their services

Workflow task no.
(Time, cost, and trust) values by cloud providers
CP1 CP2 CP3 CP4

1 (4, 5, 3) (3, 2, 5) (3, 4, 2) –
2 (3, 2, 1) – (3, 2, 5) (2, 1, 1)
3 (4, 7, 3) (5, 6, 4) (6, 5, 5) (7, 4, 4)
4 (2, 3, 6) (3, 4, 1) – (6, 3, 4)
5 (5, 2, 1) – (4, 6, 5) (6, 2, 7)
6 – (4, 3, 2) (3, 5, 4) (5, 2, 2)
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Step 2
The selection of cloud provider’s service for task is computed by the maximum 
value of all three objectives based on weight factor. Maximize U ∗ W′ . As given in 
step 8 (Algorithm FLWS) do the calculations. Simply this can be denoted as (UTi

(tx) 
UTi

(cx) UTi
(trx))*  (wtwcwtr)′. Here four cases are presented. In case 1 all the three 

objectives are given the same weightage. In case 2, time is given the priority and the 
other two factors are not considered. Similarly, in case 3, cost is given the priority 
and the other two factors are not considered. Also, in case 4, trust is given the prior-
ity and the other two factors are not considered.

Case 1
Consider W = (13

1
3
1
3) to the set W= (wtwcwtr) for test.
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As per the results got, it could be understood that the second cloud provider’s 
service CP2 is the best service for the first task considering equal weightage for all 
the three objectives time, cost, and trust.

Case 2
Let W = (1, 0, 0,),
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As per the results, it is noted that both second and third cloud provider’s service 
CP2 and CP3 are the best service for the first task considering time alone among the 
three objectives time, cost, and trust.

Case 3
Let W = (0, 1, 0,),
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When cost alone is considered among the three objectives, it is noted that cloud 
provider’s service CP2 is the best service for the first task.
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Case 4
Let W = (0 0 1),
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When trust alone is considered among the three objectives, it is noted that cloud 
provider’s service CP2 is the best service for the first task.

The performance graph is also shown below. The algorithm is implemented in 
Cloudsim. In the simulation experiments, graphs are generated using DagGen 
library. DagGen is a synthetic task graph generator tool. This tool generates random 
and synthetic task graphs for the purpose of simulation. This is useful, for instance, 
to evaluate scheduling algorithms that must be tested over a wide range of applica-
tion configurations. The comparison of FLWS, Minimum Critical Path (MCP), and 
greedy-cost models is presented by using the DAG generated. The experiments are 
done to sequentially test the three algorithms with different sizes. The number of 
tasks varies from 10 to 100 with an increment of 20. The comparisons of execution 
time and cost of FLWS, MCP, and greedy cost are shown in Figs. 11.3 and 11.4, 
respectively. As for the FLWS algorithm, time and cost are both considered simul-
taneously, which enables the user to compromise requirements to yield a genuinely 
better solution. MCP is good with execution time among the algorithms but with the 
highest cost. Conversely, greedy cost has the least cost but takes the longest execu-
tion time. As for the FLWS approach, time and cost are both considered simultane-
ously, which enables the user to get a better solution with their QoS.

Fig. 11.3 Comparison of execution time
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11.7  Conclusion

This chapter discusses the problems related to workflow scheduling (WFS) in multi- 
cloud computing environment. A fuzzy logic-based decision for solving the multi- 
objective problem is proposed. The fuzzy logic-based workflow scheduling (FLWS) 
provides an optimal schedule for the given workflow with user QoS being satisfied 
in terms of time, cost, and trust. Thus, this FLWS algorithm provides cooperative 
model for workflow scheduling in multi-cloud environments along with the user 
quality of service being achieved.
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Chapter 12
Performance Evaluation and Comparison 
of Hypervisors in a Multi-Cloud 
Environment

Nalin Reddy, R. K. Nadesh, R. Srinivasa Perumal, 
Nikhil Chakravarthy Mallela, and K. Arivuselvan

12.1  Introduction

Many cloud service providers and the arising business need have created an enor-
mous demand for computing power, platform, and applications across the globe. 
Digital Business Technology (DBT) is a combination of Operation Technology 
(OT) and Information Technology (IT). Everything as a Service (XAAS) can be 
easily provisioned with the help of a virtual machine. All the information technol-
ogy infrastructure needs can be seamlessly provisioned as a virtual environment to 
the remote users with the support of virtualization. Cloud computing offers soft-
ware, platform, database, infrastructure, security, and anything in IT as a service. 
For all kinds of offerings in public, private, and hybrid cloud, virtualization is the 
basic building block for the multi-cloud environment. A hypervisor is a tool used to 
create an abstraction of the resources to provide a multi-tenant computing model in 
a multi-cloud environment.

Virtualization is a broad term that refers to an abstraction of resources across 
many aspects of computing. One physical machine to support multiple virtual 
machines that run in parallel is the purpose. Many enterprises prefer to have a virtu-
alized environment because of the drawbacks in the traditional computing environ-
ment like too many servers for too little work, aging of hardware and end of usable 
life, high infrastructure requirements, and the limited flexibility in the shared envi-
ronments. The core technology behind virtualization is the hypervisor, sometimes 
referred to as the Virtual Machine Monitor. Hypervisor was introduced in the 1970s 
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as part of the IBM S/360. A hypervisor is a computing layer that allows multiple 
operating systems to run a host computer simultaneously. The hypervisors are 
broadly classified as Type-1 and Type-2 hypervisor. The first type runs directly on 
the underlying host system, known as a bare-metal hypervisor or native hypervisor. 
The second of this kind has a host operating system running over the underlying 
host system and is also known as a hosted hypervisor (Fig. 12.1).

In the bare-metal hypervisor, the abstraction is done at the hardware layer and 
managed by the Virtual Machine Monitor (VMM). In the hosted system, the virtual 
machine is created, and the total control of the guest operating system is within the 
host operating system. This facilitates the option multi-tenant model with different 
operating systems and applications from multiple physical servers for the multi- 
cloud environment. Any user of private, public, hybrid cloud models can also share 
the resources among themselves in several regions where the computing model is 
called Inter-Cloud Computing. Server virtualization technology helps the enterprise 
provide platform, software, infrastructure, and security as a service in their private 
cloud owned by them or managed by the third-party service provider [1]. It is a 
promising technology to reduce the cost through server consolidation. Microsoft 
Hyper-V, VMware ESX are server-centric tools that tend to focus on the virtualiza-
tion of the infrastructure.  The other famous virtualization tools from VMware, 
Citrix, Oracle, and Amazon also play a significant role in hypervising the hardware. 
Each hypervisor has its features and limits, and choosing the appropriate hypervi-
sors for digital business technology today is always challenging. Different virtual-
ization types include server virtualization, storage virtualization, network 
virtualization, memory virtualization, and data virtualization in a multi-cloud com-
puting environment. The multi-tenant deployed modes in data centers and 

Fig. 12.1 Types of hypervisor
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application servers help the end user use the services from a fully isolated server, 
virtualized server, or shared virtualized server. The tenants can also share the data-
base, schema, and server [2].

Virtualization can be done at any level, starting from the instruction set architec-
ture level, hardware abstraction level, operating system level, user level API, and 
application level. Therefore, estimating CPU performance, memory, and disk helps 
the enterprise to choose the appropriate virtualization model by analyzing the num-
ber of iterations, number of threads, number of floating-point operations per second, 
and number of input/output operations per second. The memory performance is 
measured based upon the number of iteration, number of threads, throughput, size, 
and latency. The disk performance is calculated based on the read and write opera-
tions, size of the file, and time taken for read and write operations [3].

12.2  Related Works

Cloud computing continues to dominate by making the data and computing facili-
ties available in an unprecedented economy, thereby increasing the end-user reli-
ability and scalability. Nimbus and Open Nebula provide full freedom to build and 
manage enterprise cloud with advanced features for multi-tenancy, resource provi-
sion, and elasticity with virtualized services and applications. Open Nebula can 
integrate any hypervisor for any workload and server deployments. Xen and KVM 
are the two virtual managers taken for the performance measures, and results 
obtained prove that Xen outperforms in most cases than the KVM [4]. There are 
multiple challenges in configuring the hypervisor parameters to optimize its perfor-
mance in the data center. The normal practice of tuning the scheduler parameter will 
not be effective in the highly dynamic workloads and utilization of the host machine 
resource. Discover, optimize, and observe were the three steps used to improve 
efficiency and termed as dynamic scheduler reconfigurations [5]. Cloud data centers 
have a collection of servers available to provide services to users at different times 
virtually. Continuous and uninterrupted services are essential, and therefore sched-
uling and maintenance activities in the data center are more difficult when the ser-
vices are offered. A study was conducted to understand the server resources 
management, queuing the server requests with proper maintenance schedules for 
the server using an Open Nebula tool kit. Scheduling and maintenance algorithms 
are devised and deployed to estimate the system performance and evaluated through 
the Sunstone GUI server [6]. An experimental study was conducted with virtual 
machines, operating systems, and hardware and analyzed how configurations influ-
ence a deterministic algorithm [7]. The targeted system with multi-processor virtual 
machines placed on a commodity chip-multiprocessor and the performance degra-
dation in a virtualized environment is analyzed considering the hypervisor slow-
downs and the nearby VM neighborhood hypervisor noise. The aim is to reduce the 
noise level using different hardware and software techniques and ensure that they 
are ready for the cloud [8]. The use of virtual PC machine is considered in the 
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context of interoperability with Network Controlled System, and specific applica-
tion requests answer the need for virtualization, services, and security. Xen hypervi-
sor is used to demonstrate the performance of the guest operating system and their 
control in the virtual environment [9].The online gaming system in the public cloud 
platforms was implemented as a virtualized cloud gaming platform supported with 
the latest software and hardware, and extended support is provided for both remote 
servers and local clients. This has achieved full-fledged deployment of gaming ser-
vices, optimization, and integration of all the modules [10]. The workload-aware 
credit scheduling method is used for improving the network I/O performance in the 
virtual environment that gains better bandwidth and less response time, and fairness 
is achieved between I/O-intensive and CPU-intensive domains [11]. The distributed 
performance management schemes in virtual environments using non-linear con-
trols have improved scalability among 10 virtual machines [12]. Variations in per-
formance and scalability in IaaS clouds using multi-tier workloads in three 
hypervisors, namely, CVM, XEN, and KVM, show that each one has its own indi-
vidual characteristics and performance according to their configurations [13]. 
Elastic applications for mobile cloud services with VM were implemented with a 
suspend and run the model. The front end screen reads the input and sends the same 
to back end server for processing. The processed result is displayed back on the user 
screen. This gives the user the feeling that the computation has happened in the 
mobile phone but was originally computed at the back end server [14]. Throughput 
based resource allocation model addresses the need for clustering and scheduling in 
a virtual environment. Virtual machine performance is computed, and based on the 
need, it is migrated to the next physical server available, thereby optimizing the 
server performance. This increases the overall efficiency of the virtual environment 
and has the key characteristics of cloud computing [15].The sharing of resources in 
a mobile environment with the help of remote method invocation is an added entity 
for the peer-to-peer computing model, which also supports the multi-cloud under 
heavy loads [16]. Feedback control for hypervisor-based multi-core is implemented 
with two controls. One control will limit the sharing of the resources, and the sec-
ond control maintains the performance. These controls guarantee the execution of 
critical partitions, and it is recommended for the use of multi-core execution plat-
forms [17]. Software-Defined Networking (SDN) plays a major role in separating 
the data plane from the control plane. Network Function Virtualization (NFV) 
allows multiple tenants the flexibility of sharing the physical resources. SDN and 
NFV are complementary technologies as virtualization allows the SDN networks to 
leverage the combined benefits of SDN networking and network virtualization. 
Therefore, centralized and distributed hypervisors are part of the SDN hypervisor 
[18]. Fault tolerance hypervisor is introduced to have a back-up hypervisor and the 
primary hypervisor running parallelly, and when the primary VM fails, the back-up 
hypervisor will start functioning within a time of 10 ms which is emerging approach 
for time-sensitive applications. Synchronization of both the virtual machines is 
done to provide economic and fault tolerant solution [19]. A virtual machine with a 
webserver running is used to study the performance degradation when Denial of 
Service (DoS) attacks happen in the network and it is observed that the performance 
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degrades up to 23% when compared to non-virtual system. Generally, the perfor-
mance degradation due to security threat is high when compared to the normal 
physical resources [20]. Project managers maintaining the infrastructure availability 
prefer to move virtualization to cloud computing to reduce capital expenses, opera-
tional expenses, and the total cost for ownership [21]. Common vulnerabilities, 
security, and threats during VM image sharing, VM migration, and secure host os 
were studied and recommended that the hypervisor should analyze the need for VM 
and ensure that unnecessary operations are not carried out [22]. Browser is the main 
entity of cloud computing environment where any user can directly connect them-
selves to the virtual environment. Minimizing the system resources while using the 
cloud-based application can be supported with browser add-on which is also secured 
and provides user friendliness [23].

12.3  Methodology

The virtual boxes VMware Workstation, Oracle VirtualBox, and Windows 
Subsystem for Linux (WSL) are used to study the virtual machine performance. 
VMware Workstation is a hosted hypervisor that supports the users to set up virtual 
machines on a single physical machine and run simultaneously. The hosted hypervi-
sor runs on x64 version and x86–32 version of Microsoft Windows, Linux, BSD, 
and MS-DOS. The VMware Workstation has the free-of-charge version known as 
VMware Workstation player, and it can be used for non-commercial. However, the 
operating system needed to use is proprietary like Windows. VMware Workstation 
helps bridging the existing host network adaptors and sharing of host resources like 
physical disk drives, USB devices, and mounting of disk drives. The main benefit of 
using VMware Workstation is snapshot; the current state of the virtual machines can 
be saved and later resumed. One more added advantage of using VMware 
Workstation is grouping multiple images in an inventory folder; therefore the 
machines in the folder can be powered on and powered off as a single object and 
useful for client-server environments. The cross-platform virtualization software 
Oracle VM VirtualBox allows the system to run multiple operating systems at the 
same time. The latest release of Oracle VM VirtualBox 6.0 provides integration with 
the open source and the cloud development. Therefore, creating and deploying vir-
tual machines can be done everywhere with upload and download option, review, 
and make changes offline. It also provides the developers to create multiplatform 
environments and also to develop applications for container within the Oracle VM 
VirtualBox on a single machine. The virtual machine can further be deployed to 
Oracle VM server in the case of server virtualization environments. Windows sub-
system for Linux is compatible for running Linux binary executable natively on 
Windows 10 and Windows Server 2019. It uses the Linux kernel through a subset of 
Hyper-V features and allows the user to run Linux command-line tools alongside 
with the Windows command-line, desktop, and applications and access the Windows 
files from Linux. Each of the virtual machines is configured in three different 
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players with certain workloads. For the execution of the task, each virtual machine 
is designed with one virtual CPU and 1GB of memory. The Windows Server frame-
work was introduced inside the virtual machine. The 64-piece machine is favored 
since most of the hypervisors are perfect with the x64. HP Pavilion pc designed with 
an Intel i5-6200  U 2.40GHz processor with 8GB RAM is used for the study. 
Although the test framework has 8GB of RAM introduced, it is booted with just 
2GB of RAM for local tests. Windows Subsystem for Linux is a compatibility layer 
for running Linux binary executables natively on Windows 10 and Windows Server 
2019. The WSL has Full Linux kernel, increased file I/O performance, and full sys-
tem call compatibility.

12.3.1  Setting Up of the Virtual Machines

 1. Set up the initial system with Intel i7 processor and 8GB Ram.
 2. Create a Virtual Machine over the host operating system.
 3. Create three VM using VMware Workstation, Oracle VirtualBox, and WSL.
 4. Kali Linux Operating System installed in all three Virtual Machines.
 5. Key VM Configurations.

Processors: 1VCPUs
Memory: 2048 MB
Network Adapter: Internal Virtual Switch
Percentage of Total System Resources: 25%
Clustered: No

 6. Benchmark Tests, run on each Kali Virtual Machine to test the efficiency of the 
underlying Hypervisor.

12.3.2  Setting Up of the Benchmark Tests

Benchmark test is introduced to test the effectiveness and efficiency of the asset 
usage for the virtual environment.

The three benchmark tests are:

• CPU Benchmark
• Memory Benchmark
• Disk Performance Benchmark
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12.3.2.1  CPU Test

A CPU benchmark (CPU benchmarking) is a progression of tests intended to quan-
tify the presence of a PC or gadget CPU (or SoC). Many gauges or standard estima-
tions are utilized to look at the exhibition of various frameworks, using similar 
strategies and conditions. A typical CPU benchmark test will test the framework 
against the gauges for the sort of CPU utilized. CPU particulars regularly estimated 
by a benchmark test incorporate the clock speed, the quantity of directions exe-
cuted, library calls per cycle, and large engineering effectiveness factors. The 
benchmark norms change between ages of CPU and among Intel and AMD 
CPU. CPU benchmark programming will likewise assemble and give data on many 
principle gadgets in a PC framework, such as the processor, motherboard and chip-
set, and memory.

12.3.2.2  Memory Utilization Test

When a PC program needs to utilize an area of memory to store information, it 
makes a solicitation to windows for the measure of memory it requires. Windows 
designates the memory to the program (except if framework assets are deficient) 
and comes back to the mentioning program, the allotted square’s primary memory 
opening. It is conceivable that a few projects may demand a lot of memory. The 
“Memory Speed Per Block Size” test, like the “Memory Speed Per Access Step 
Size” test, is made out of numerous means. During each test’s progression, the per-
formance test demands a square of memory and goes through the square estimating 
the entrance speed. memory benchmarking is a straightforward memory benchmark 
program, which attempts to quantify the pinnacle transfer speed of successive mem-
ory gets and the idleness of irregular memory brings. Data transmission is estimated 
by running diverse get-together codes for the adjusted memory squares and endeav-
oring distinctive prefetch techniques.

12.3.2.3  Disk Utilization Test

When PC clients get another hard drive plate, it is mandatory to know the hard 
drive’s particular execution in their PCs. A plate execution test is done to understand 
the specific performance. Circle benchmarking is the way toward running programs 
that precisely measure move speeds under different plates in different situations. 
The point is to deliver figures in Mbps that abridge the speed attributes of a circle. 
There are a few free programming choices accessible, which you can, without much 
of a stretch, download and run yourself to benchmark your own drive.
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12.4  Implementation

The proposed method is executed to study the CPU performance, memory perfor-
mance, and disk performance. The virtual boxes VMware Workstation, Oracle 
VirtualBox, and WSL are used to review the virtual machines’ performance. Each 
of the virtual machines is configured in three different players with certain work-
loads. All the three virtual machines created are executed to study the CPU perfor-
mance w.r.t number of iterations, the number of threads, the number of Floating-Point 
operations per second, and the number of input/output operations second. The 
memory performance is measured based upon the number of iteration, number of 
threads, throughput, size, and latency. The disk performance is based on read and 
write operations, size of the file, and time taken for read and write operations. Kali 
Linux operating system was uniquely used in all the virtual machine, and the results 
obtained at the end of each iteration are tabulated.

12.4.1  Running Kali Linux on Windows Subsystem on Linux 
(Hypervisor—I)

The CPU benchmark testing is done using the code written in C/C++, and the 
obtained results are tabulated according to the iterations, number of threads, number 
of floating-point operations per second, and the number of I/O operations per sec-
ond. A total number of 10 iterations are carried out to study the CPU performance 
for the hypervisor using Kali Linux on Windows Subsystem on Linux.

The memory performance is tabulated based on the memory benchmarking test 
parameters like size in bytes, number of threads, and throughput for the read and 
write operations for both random and sequential access for the number of iterations. 
The latency is also computed to understand the delay in read and write operations 
for the given task with the CPU performance for the hypervisor using Kali Linux on 
Windows Subsystem on Linux (Tables 12.1, 12.2, 12.3, 12.4, 12.5, 12.6, 12.7, 12.8, 
and 12.9).

The performance of the disk is carried out to estimate the reading and writing 
rate in Mbps; the size of the file is also considered for the total read and write opera-
tions per milliseconds. Disk benchmarking test is conducted along with the CPU 
and memory test for the hypervisor using Kali Linux on Windows Subsystem 
on Linux.
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12.4.2  Running Kali Linux on VMware Workstation 
(Hypervisor-II)

The CPU benchmark testing is done using the code written in C/C++, and the 
obtained results are tabulated according to the iterations, number of threads, number 
of floating-point operations per second, and the number of I/O operations per sec-
ond. A total number of 10 iterations are carried out to study the CPU performance 
for the hypervisor using Kali Linux on VMware Workstation.

The memory performance is tabulated based the memory benchmarking test 
parameters like Size in bytes, Number of Threads, Throughput for the read and 
write operations for both random and sequential access for the number of iterations. 
The latency is also computed to understand the delay in read and write operations 
for the given task with the CPU Performance for the hypervisor using Kali Linux on 
VMware Workstation.

The performance of the disk is carried out to estimate the reading and writing 
rate in Mbps, the size of the file is also considered for the total read and write opera-
tions per milliseconds. Disk benchmarking test is conducted along with the CPU 
and memory test for the hypervisor using Kali Linux on Windows Subsystem on 
VMware Workstation.

Table 12.1 CPU performance

Execution 
count

Number of 
iterations

Number of threads 
(multithreading)

Number of floating- 
point operations per 
second (in G-FLOPS)

Number of input/
output operations 
per second (in 
G-FLOPS)

1. 1,000,000 1 13.761542 13.866962
2. 1,000,000 1 13.924173 13.830580
3. 1,000,000 1 13.414729 12.084710
4. 1,000,000 1 13.668033 13.620210
5. 1,000,000 1 13.266403 13.605371
6. 1,000,000 1 13.361323 13.551228
7. 1,000,000 1 13.550177 13.753762
8. 1,000,000 1 13.720102 13.442020
9. 1,000,000 1 13.578925 13.306751
10. 1,000,000 1 13.662736 13.220409
SUM 10,000,000 10 135.908143 134.282003
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12.4.3  Running Kali Linux on Oracle Virtual Box 
(Hypervisor-III)

The CPU benchmark testing is done using the code written in C/C++, and the 
obtained results are tabulated according to the iterations, number of threads, number 
of floating-point operations per second, and the number of I/O operations per sec-
ond. A total number of 10 iterations are carried out to study the CPU performance 
for the hypervisor using Kali Linux on Oracle VirtualBox.

The memory performance is tabulated based on the memory benchmarking test 
parameters like size in bytes, number of threads, and throughput for the read and 
write operations for both random and sequential access for the number of iterations. 
The latency is also computed to understand the delay in read and write operations 

Table 12.3 Disk performance

Execution 
count

Size of the file 
(bytes)

Total write 
time (ms)

Total read 
time (ms)

Writing rate 
(Mbps)

Reading rate 
(Mbps)

1. 10 77.6674 101.277 0.128759 0.0987387
2. 10 67.5392 101.461 0.148062 0.0985596
3. 10 78.4833 97.7968 0.127416 0.102253
4. 10 75.2111 104.913 0.132959 0.095317
5. 10 80.4484 98.7593 0.124303 0.101256
6. 10 88.9543 114.768 0.112417 0.0871322
7. 10 83.6196 104.838 0.119589 0.0953855
8. 10 89.4208 96.3829 0.111831 0.10386
9. 10 60.0919 101.707 0.166412 0.0983218
10. 10 64.8395 102.022 0.154227 0.0980185
SUM: 100 766.2755 1023.925 1.325975 0.9788423

Table 12.4 CPU performance

Execution 
count

Number of 
ıterations

Number of threads 
(multithreading)

Number of floating- 
point operations per 
second (in G-FLOPS)

Number of ınput/
output operations per 
second (in G-FLOPS)

1. 1,000,000 1 13.094113 13.547008
2. 1,000,000 1 13.573411 13.398396
3. 1,000,000 1 13.545767 13.622528
4. 1,000,000 1 13.451017 13.493908
5. 1,000,000 1 13.544296 13.556375
6. 1,000,000 1 13.147545 13.008343
7. 1,000,000 1 13.516356 13.464139
8. 1,000,000 1 13.140898 13.388689
9. 1,000,000 1 13.547628 13.606009
10. 1,000,000 1 13.179020 13.325062
SUM: 10,000,000 10 133.740051 134.410457
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for the given task with the CPU performance for the hypervisor using Kali Linux on 
Oracle VirtualBox.

The performance of the disk is carried out to estimate the reading and writing 
rate in Mbps; the size of the file is also considered for the total read and write opera-
tions per milliseconds. Disk benchmarking test is conducted along with the CPU 
and memory test for the hypervisor using Kali Linux on Windows Subsystem on 
Oracle VirtualBox.

Table 12.6 Disk performance

Execution 
count

Size of the file 
(bytes)

Total write 
time (ms)

Total read 
time (ms)

Writing rate 
(Mbps)

Reading rate 
(Mbps)

1. 10 18.9476 3.8338 0.527772 2.60838
2. 10 22.049 3.89774 0.453534 2.56559
3. 10 22.8735 3.84719 0.437188 2.5993
4. 10 21.3802 3.81358 0.467722 2.62221
5. 10 23.6215 3.67262 0.423343 2.72285
6. 10 24.0222 4.06257 0.416281 2.4615
7. 10 23.3403 4.85422 0.428443 2.06006
8. 10 19.2859 3.75868 0.518514 2.6605
9. 10 18.1091 3.79127 0.552209 2.63764
10. 10 18.2845 3.81848 0.54691 2.61884
SUM: 100 211.9138 39.35015 4.771916 25.55687

Table 12.7 CPU performance

Execution 
count

Number of 
iterations

Number of threads 
(multithreading)

Number of floating- 
point operations per 
second (in G-FLOPS)

Number of ınput/
output operations 
per second (in 
G-FLOPS)

1. 100,000,000 1 13.290265 13.336000
2. 100,000,000 1 13.392698 13.228865
3. 100,000,000 1 13.415576 13.240553
4. 100,000,000 1 12.925370 12.646173
5. 100,000,000 1 12.357365 13.339931
6. 100,000,000 1 13.127266 13.099025
7. 100,000,000 1 13.050231 13.145842
8. 100,000,000 1 13.267999 13.165307
9. 100,000,000 1 13.429680 13.074873
10. 100,000,000 1 13.383794 13.627305
SUM: 1,000,000,000 10 131.640244 13.903874
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12.5  Results and Discussion

The results obtained after the execution of all the three virtual machines are sum-
marized, and the average of each and every parameter is computed. The CPU per-
formance of the three virtual machines is calculated based on the average 
floating-point operations per second. The averages of WSL, VMware Workstation, 
and Oracle VirtualBox are computed, and the average input/output operation per 
second (Fig. 12.2).

It is observed that the average flops obtained are less in Oracle VirtualBox when 
compared to the VMware Workstation and the WSL. However, the deviation is very 
less when compared. The I/O operations per second obtained and on computing the 
average of the input/output operations per second have yielded less in Oracle 
VirtualBox than the VMware Workstation and the WSL (Fig. 12.3).

13.590

13.374

13.164

AVERAGE FLOATING POINT OPERATIONS PER SEC

Average Floating Point Operations 
per Second

WSL VMWare Workstation Oracle Virtualbox

Fig. 12.2 Average floating-point operations per second – CPU performance

Table 12.9 Disk performance

Execution 
count

Size of the 
file

Total write time 
(ms)

Total read time 
(ms)

Writing rate 
(Mbps)

Reading rate 
(Mbps)

1. 10,240 19.4234 5.66896 0.514844 1.76399
2. 10,240 8.74747 5.43169 1.14319 1.84105
3. 10,240 23.3246 4.49415 0.428732 2.22511
4. 10,240 21.6748 5.04888 0.461366 1.98064
5. 10,240 18.7458 6.4755 0.533453 1.54428
6. 10,240 18.7675 8.55579 0.532836 1.1688
7. 10,240 14.3616 6.74879 0.696303 1.48175
8. 10,240 20.0254 4.70196 0.499366 2.12677
9. 10,240 11.0351 6.95651 0.906202 1.4375
10. 10,240 17.0936 7.97497 0.585015 1.25392
SUM: 102,400 173.19927 62.0572 6.301307 16.82381
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The disk performance is measured by computing the average of the reading and 
writing rate. The WSL has claimed to have the lowest writing time when compared 
with the other two virtual boxes (Fig. 12.4).

The WSL reading time creditably has less reading time even though same opera-
tions were performed in the other two virtual boxes (Fig. 12.5).

The three virtual environments’ overall memory performance and the throughput 
are calculated for sequential read/write operations and random read/write opera-
tions (Fig. 12.6).

13.428 13.441

13.109

AVERAGE FLOATING POINT OPERATIONS PER SEC

Average Input/Output Operations 
per Second

WSL VMWare Workstation Oracle Virtualbox

Fig. 12.3 Average I/O operations per second – CPU performance

0.132

0.477

0.63

AVERAGE WRITING RATE

Average Writing Rate

WSL VMWare Workstation Oracle Virtualbox

Fig. 12.4 Average writing rate – disk performance
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Fig. 12.5 Average reading rate – disk performance

0
200
400
600
800

1000
1200
1400
1600

THROUGHPUT 
FOR SEQREAD()

THROUGHPUT 
FOR 

SEQWRITE()

THROUGHPUT 
FOR 

RANDREAD()

THROUGHPUT 
FOR 

RANDWRITE()

In
pu

t/
O

ut
pu

t O
pe

ra
tio

ns
 p

er
 S

ec
on

d

Memory Performance 
Comparison

WSL VMWare Workstation Oracle VirtualBox

Fig. 12.6 Memory performance
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The latency in the memory performance is measured for all the three virtual 
boxes, and WSL claims the minimum latency when compared to the other VM 
boxes (Fig. 12.7).

The average memory performance looks better in Oracle VirtualBox than in the 
other virtual environments, and the latency is also significantly less. Contrasting 
over three virtual machines, Oracle VirtualBox has the best memory performance 
compared to VMware Workstation and WSL. However, WSL tops floating-point 
operations but is placed second to VMware Workstation in input/output operations 
in CPU performance. In disk performance, the average writing rate is better in 
VMware Workstation, but the average reading rate is better in Oracle VirtualBox.

12.6  Conclusion

The performance of the CPU, memory, and disk utilization is considered as the 
main components in this study. The exhibition of frameworks utilizing Linux as 
Guest OS is impressively better contrasted with the Windows Host-Guest frame-
work. The experimental results show that each hypervisor has got its own identity. 
Each one is better than the other in different aspects and can be used according to 
the enterprise demand and the need for the applications in the virtual environment.
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Chapter 13
A Manifesto for Modern Fog and Edge 
Computing: Vision, New Paradigms, 
Opportunities, and Future Directions

Sukhpal Singh Gill 

13.1  Introduction

In modern era, the utilization of Internet of Things (IoT) applications is growing 
exponentially and generating a large amount of data [1, 2]. Prominent tech giants 
(Facebook, Microsoft, Google, Apple, and Amazon) are using massive Cloud 
Datacenters (CDCs) to provide the effective user services to process this data in a 
proficient and trustworthy manner [3, 4]. Some critical and deadline-oriented IoT 
applications, such as traffic management, military, or healthcare, need to process 
their requests with minimum latency and response time [5, 6]. To solve this prob-
lem, the two advanced paradigms, fog and edge computing, are introduced to pro-
cess and manage data quickly [7, 8]. Fog devices aid cloud to process the small user 
requests without sending it to cloud, while edge devices provide an innovative ser-
vice to execute user request at edge device [9]. The research in both fog and 
edge computing is growing day by day since they emerged as groundbreaking com-
puting paradigms [10]. Therefore, there is a need to assess the existing research 
related to emerging paradigms to find out the possible future directions and research 
opportunities existing in this field.
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13.1.1  Motivation

Research in the area of fog and edge computing is growing day by day. There are a 
few review and survey articles in the literature [1–7], but the research has purpose-
fully grown in modern fog and edge computing. It is important to evaluate, advance, 
and upgrade the existing research of modern fog and edge computing. This work 
expands the existing research and presents a fresh manifesto on modern edge and 
fog computing to identify the further opportunities and future directions for emerg-
ing paradigms.

13.1.2  Contributions

In this work, we have summarized the existing research in terms of edge and fog 
computing and presented the relationship of fog and edge computing with new para-
digms. A thorough investigation has been carried out to uncover the existing chal-
lenges and research questions. Research opportunities in the area of edge and fog 
computing are presented.

13.1.3  Chapter Structure

The reminder of the chapter is organized as follows: The background of edge and 
fog computing is presented in Sect. 13.2. Section 13.3 describes the applications of 
edge and fog computing. Architecture types of edge and fog computing are dis-
cussed in Sect. 13.4. Section 13.5 discusses new paradigms, and Sect. 13.6 presents 
the research opportunities and future directions. Lastly, Sect. 13.7 summarizes the 
chapter.

13.2  Background: Fog and Edge Computing

The concept of fog computing emerged in the year 2009 and was adopted in the year 
2011 as an assistance to cloud computing [11] and manages the extensive data 
incoming from IoT devices continuously. Fog computing servers are deployed 
among edge devices and CDCs to process the small jobs quickly instead of sending 
to the CDC [12]. Further, edge computing emerged in 2010 and was adopted in the 
year 2012, which helps users to process their requests at their edge devices instead 
of sending to fog or cloud server [13]. Both fog and edge computing optimizes 
energy, execution cost, and time while maintaining the quality of service at required 
level. Figure  13.1 shows  the  basic model of fog and edge computing, which 
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contains four main layers: cloud, fog, edge, and IoT. Cloud layer consists of data 
centers and processes the user requests which needs large processing capability to 
manage big chunk of data. Fog layer contains the fog devices (servers or nodes) to 
process the small user requests to reduce latency and response time, and it needs 
less processing capability as compared to cloud computing. Edge layer contains 
edge devices to process user request at edge device despite of sending it to fog or 
cloud server. IoT layer comprises of IoT devices related to the various applications 
such as healthcare, agriculture, traffic monitoring, weather forecasting, or other sen-
sors related to particular application.

13.3  IoT Applications

IoT applications such as weather forecasting, water supply control, traffic monitor-
ing, smart home and city, agriculture, and healthcare are utilizing fog and edge 
computing paradigms to process user data to reduce latency and response time. 
Figure 13.2 shows key IoT applications.

13.3.1  Healthcare

Healthcare is an important IoT application which is developed for different diseases 
such as cardiac arrest, diabetes, cancer, COVID-19 or pneumonia [14]. For exam-
ple, an integrated fog and edge computing environment is used to diagnose the 

IoT Layer

Edge Layer

Fog Layer

Cloud Layer 

Fog Node/Server Fog Node/Server Fog Node/Server

Edge Node Edge Device Edge Server

Cloud Datacenters

IoT Applications

Edge Devices

Fog Devices

Fig. 13.1 Fog and edge computing model
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status of a heart patient automatically using various medical sensors [15]. Further, 
the current healthcare service can be improved by using next-generation technolo-
gies such as artificial intelligence or virtual reality to combat future pandemics [16].

13.3.2  Agriculture

Agriculture sector is using advanced technology to process various types of 
agriculture- related data for the prediction of different parameters such as production 
rate, water level, or crop quality [17]. For example, cloud-based agriculture system 
is developed to predict the agriculture status automatically based on the information 
provided by various IoT or edge devices [18]. Further, a mobile application is devel-
oped to manage the enormous volume of data and provide the required information 
to the farmers at their edge device to enable smart farming.

13.3.3  Smart Home

Electricity is an important source of power, which must be used wisely [19]. With 
the development of smart home, the owner can control their home appliances from 
mobile to optimize the use of energy and provide the required security by deploying 
cameras. For example, cloud and fog computing-based resource management tech-
nique is developed to control the edge devices using mobile application and control 
fans, lights, cameras, room temperature, and voltage using sensors related to various 
home appliances [19].

IoT 
Applications 

Healthcare

Agriculture

Smart HomeTraffic 
Management 

Weather 
Forecasting

Fig. 13.2 IoT applications
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13.3.4  Traffic Management

IoT is playing an important role for managing traffic effectively using various sen-
sors and actuators. For example, a smart transportation system is developed for 
the detection of potholes using IoT devices [20]. Further, various machine learning 
techniques were used to evaluate its performance in terms of performance parame-
ters. Furthermore, fog and edge computing paradigms can be used to process data 
quickly for the earlier notification of potholes to avoid accidents.

13.3.5  Weather Forecasting

IoT and cloud computing can contribute toward weather and climate forecasting 
and science by facilitating observations empowered by IoT devices [21]. 
Traditionally measurements of weather parameters such as air pollution, humidity, 
and others are observed, saved, and displayed to the public and are also used by the 
researchers to improve the science behind the natural phenomena [22]. A sensor- 
based IoT system can be used for these observations which can send the data to 
the cloud.

13.4  Type of Architectures

Basically, there are three different types of architectures for fog and edge computing 
[23–25]: centralized, decentralized, and hierarchical as shown in Fig. 13.3. There is 
one chief controller in the centralized architecture, which controls all the internal 
activities such as task scheduling, provisioning of resources, scheduling of resources, 
and its execution. There are two different levels of schedulers in hierarchical archi-
tecture: upper and lower level. Upper level is a chief broker which manages all the 
lower-level schedulers, while lower level schedulers perform various internal 

Type of Architectures in 
Fog/Edge Computing

Centralized DecentralizedHierarchical

Fig. 13.3 Type of architectures in fog and edge computing
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activities independently. Decentralized architecture allocates the resources to vari-
ous user requests based on their specific necessities to complete their task, which 
also provides a high level of scalability.

13.5  Relevant Issues and Paradigms: A Vision

In this section, a future vision is presented while relevant issues and paradigms are 
discussed based on the existing research of fog and edge computing. Figure 13.4 
shows the relevant issues and paradigms for fog and edge computing.

Relevant Issues and 
Paradigms for Fog/Edge 
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Reliability Interlayer 
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Data 
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Serverless 
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Blockcahin
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DL and AIContainers 

Quantum 
Computing

Cloud 
Mining 

(Bitcoin)

Serverless 
Edge 

Computing

6G

Industry 4.0
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QoS and 
SLA

Energy

Provisioning 
and Scheduling 

Fig. 13.4 Relevant issues and paradigms for fog and edge computing
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13.5.1  Service Level Agreement (SLA) and Quality 
of Service (QoS)

QoS is a significant measurement parameter, which is used to measure the level of 
cloud, fog, and edge service [1]. QoS parameter can be reliability, security, avail-
ability, latency, elasticity, scalability, cost, and execution or response time [2]. SLA 
is an authorized contract, which is assured between cloud provider and end user 
based on different quality of service requirements, and it also contains some SLA 
deviation based on their negotiation [26, 27]. In case of SLA violation, a penalty can 
be issued to cloud provider, or compensation can be given to end user [28, 29]. 
Further, fulfilment of SLA and attainment of required QoS can improve the fog and 
edge service and increase the system performance.

13.5.2  Energy Efficiency and Sustainability

There is a need to run the cloud data centers continually to deliver the cloud ser-
vice in a proficient way, which uses enormous volume of energy for computation 
and cooling [30, 31]. Further, the utilization of large amount of CDC and utiliza-
tion of massive chunks of energy/power is making an impact on the environment, 
which leads to climate change by producing carbon footprints [32, 33]. To 
 provide the sustainable and energy-efficient fog and edge service, there is a 
requirement to develop effective energy-efficient techniques for the management 
of fog/edge resources using machine learning, deep learning, or artificial 
 intelligence (AI) [34].

13.5.3  Provisioning and Scheduling of Resources

Resource management for fog and edge computing comprises of three main tasks 
such as provisioning, scheduling, and execution of fog/edge resources [35, 36]. 
Resource provisioning is defined as the filtering of best matched resources based 
on the QoS requirements of the requests [37]. Further, resource scheduler manages 
the provisioned resources using different scheduling policies based on optimiza-
tion algorithms, machine learning, or AI techniques to optimize the system perfor-
mance [38]. Finally, resource manager executes the user workloads on scheduled 
resources.
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13.5.4  Fault Tolerance (Reliability)

Fault tolerance is a very important concept to maintain the reliability and perfor-
mance of the system [39]. Fog and edge computing paradigms provide an effective 
fault tolerant service to run the system continually without any interruption by fix-
ing the faults dynamically [40]. Further, there is a need to find out the software, 
network, or hardware failure and their reasons and fixes to improve the reliability of 
service [41]. Furthermore, effective fault tolerant techniques can help the system to 
achieve the required objective under predefined conditions in a particular time period.

13.5.5  Interlayer Communication

Interlayer communication plays an important role for effective resource manage-
ment to enable coordination amongst various tasks and subtasks going inside 
resource manager to perform resource provisioning and scheduling [42]. In fog- 
edge computing model, there is a requirement of an effective communication among 
various layers such as cloud, fog, edge, and IoT as shown in Fig. 13.1, which can 
improve the quality of service in terms response time and latency [43].

13.5.6  Security and Privacy

Security and privacy are two important challenges in computing system while deliv-
ering services to end users [44]. Privacy-aware fog and edge computing system 
allow authentic users to access their data using various IoT applications [45]. 
Further, security plays an important role to provide the safe and secure service to 
user without any interruption [46]. There is a need of proactive privacy and security- 
aware systems to protect user data and handle security attacks such as Denial of 
Service (DoS), Distributed-DoS(DDoS), Remote to Local (R2L), User to Root 
(U2R) and probing [47, 48].

13.5.7  Big Data Analytics

The growth in connected IoT devices is increasing continuously, and generating 
huge amounts of data in a fast manner, which is called big data [49]. So, big data 
analytics is an effective way of processing and managing large chunks of data to 
identify the retrieved information from knowledge base using innovative data man-
agement mechanisms [50]. Fog and edge computing paradigms can be used for 
proficient big data analytics to improve data processing [51].
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13.5.8  Internet of Things (IoT)

IoT applications such as weather forecasting, water supply control, traffic monitor-
ing, smart home and city, agriculture, and healthcare are utilizing fog and edge 
computing paradigms to process user data to reduce latency and response time [52, 
53]. Fog and edge computing helps critical IoT applications to maintain the SLA 
during the processing of user requests in an efficient manner before their deadline 
[54, 55].

13.5.9  Data Processing

Fog and edge computing helps to gather, process, and handle the user data in near 
proximity of edge devices [56]. Due to the advancement in IoT devices, the genera-
tion is increasing quickly, which needs to be managed in a better way for effective 
utilization of storage. With the assistance of effective data processing mechanisms, 
the user data can be managed efficiently and retrieves the requisite information from 
the enormous volume of data using fog and edge computing [57].

13.5.10  Application Design

The design of an IoT application is very important for providing effective services 
using fog and edge computing [58]. Application can be designed using two different 
ways: monolithic or microservices [59]. Monolithic application is developed as a 
distinct element, while microservices are presented officially with business-oriented 
APIs and are very effective in offering scalability due to less coupling.

13.5.11  Serverless Computing

This concept enables the easy and faster development of IoT applications by eradi-
cating the necessity to maintain real infrastructure [60]. Further, Serverless comput-
ing or Function as a Service (FaaS) runs the code as independent functions by 
automatic provisioning of resources and helps to manage the required resources 
dynamically [61]. Furthermore, execution of independent functions improves the 
scalability of infrastructure at runtime [62].
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13.5.12  Blockchain

This is a new concept of storing data in the form of chain of blocks to increase the 
security of data [63]. Mostly, ledger are using for transactions to secure data in 
Blockchain [64]. Further, Blockchain technology can be used to protect the data 
coming from IoT applications [65].

13.5.13  Software-Defined Network (SDN)

The concept of virtualization can be used for fog and edge computing to provide 
security and offers virtualization in an efficient manner [66]. Software-Defined 
Network (SDN)-based fog and edge computing can decline energy consumption 
and increases the utilization of network while processing the data coming from IoT 
applications [67].

13.5.14  Deep Learning (DL) and Artificial Intelligence (AI)

Artificial Intelligence (AI) is an important branch of computer science, which is 
working like humans and helps to run various systems automatically [1]. Latest AI 
or deep learning techniques are effective in managing the resources for fog and edge 
computing while maintaining the SLA during execution [52]. Further, effective use 
of AI techniques can enhance the energy efficiency and reliability of the CDC 
[68, 69].

13.5.15  Containers

Existing systems are using Virtual Machines (VMs) for virtualization in fog and 
edge computing, which can be replaced with latest technology, i.e., containers [70]. 
The utilization of containers can enable independence among execution of various 
applications which are running on the same operating system. Further, the effective 
use of Docker-based containers can reduce total cost of ownership.
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13.5.16  Quantum Computing

The concept of quantum computing can be used to provide aid to various machine 
learning or deep learning techniques for the predication of resource requirement in 
fog and edge computing in advance [71]. Further, successful deployment of 
quantum- based machine learning can help to manage fog and edge resources auto-
matically and improve the resource utilization and energy efficiency.

13.5.17  Cloud Mining (Bitcoin)

The concept of cloud mining is introduced recently, which uses shared processing 
power to access remotely located cloud data center and produce the new bitcoins 
using computing power without managing the infrastructure [17]. Further, this con-
cept can be extended toward fog and edge computing paradigms to optimize the 
utilization of computational or processing power.

13.5.18  Serverless Edge Computing

Serverless edge computing is a new research area to explore where both Serverless 
and edge computing are utilized together to achieve a single objective [72]. Further, 
it provides the function as a service and executes individual functions on edge 
devices, which further saves energy consumption, reduces the latency and response 
time, and improves the reliability while processing at closest edge device.

13.5.19  6G Technology

6G is the sixth generation and a successor of 5G technology to provision cellular 
data networks by increasing communication speed to a large extent [73]. The com-
munication amongst IoT, fog, and edge devices can be improved with the help of 6G 
technology [74]. During the execution of user requests, 6G can offer fast transmis-
sion while exchanging data among edge devices to reduce latency and response time.
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13.5.20  Industry 4.0

The use of next-generation technology in the area of manufacturing and industrial 
practices is increasing to automate the entire process for effective management of 
available resources within industry [44]. Smart industry can use AI or machine 
leaning- based techniques to incorporate the automatic learning of the system, which 
can further improve the internal processes such as asset management or resource 
allocation [75].

13.5.21  Autoscaling

The utilization of Serverless computing or FaaS for fog and edge computing can 
satisfy the fluctuating demand of various IoT applications dynamically [1]. Further, 
the concept of autoscaling can improve the self-confirmation of resources, self- 
optimization of QoS parameters, self-protection from attacks, and self-healing from 
occurrence of software, hardware, or network faults without manual interven-
tion [76].

13.6  Opportunities and Future Directions

Table 13.1 shows the various possible research opportunities and promising future 
directions for practitioners, researchers, and academicians.

13.7  Summary and Conclusions

The use of IoT applications is increasing day by day and producing a lot of data in 
seconds. Cloud platform is effective in data management dynamically, but latest IoT 
applications need to process data with minimum latency and response time. In this 
chapter, a manifesto for modern fog and edge computing systems is presented to 
evaluate the ongoing research in this field. Further, type of architectures and appli-
cations for fog and edge computing are presented. Finally, research opportunities 
and promising future directions are highlighted.
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Table 13.1 Opportunities and future directions

Relevant issues and 
paradigms Opportunities and future directions

QoS and SLA How to maintain the SLA and QoS at runtime during the execution 
of resources and workloads in fog and edge computing?

Energy efficiency and 
sustainability

How to deliver sustainable and energy-efficient service using AI or 
machine leaning methods for fog/edge computing?

Resource provisioning 
and scheduling

How to provision fog and edge resources effectively for different 
IoT applications before actual scheduling of resources?

Fault tolerance 
(reliability)

How to maintain the reliability of service while delivering the 
sustainable service simultaneously?

Interlayer communication What is the impact of better interlayer communication among 
various layers of fog-edge computing model on QoS parameters?

Security and privacy How to maintain the privacy and security of fog/edge computing 
systems during the data processing of IoT applications?

Big data analytics How to use AI or machine learning techniques for big data analytics 
for effective management and analysis of data?

Internet of Things How to maintain the SLA during the processing of user requests in 
an efficient manner before their deadline?

Data processing What is the impact of data processing mechanisms on latency and 
response time?

Application design How to design new energy-efficient IoT applications for better 
utilization of fog/edge resources?

Serverless computing How to improve the scalability by using Serverless computing for 
fog/edge computing?

Blockchain How Blockchain can be used to protect the data for IoT 
applications?

Software-defined network How SDN can be used for fog/edge computing to reduce power 
consumption?

DL and AI How to improve the deep learning and AI-based resource 
management techniques?

Containers How the utilization of containers for virtualizations can improve the 
QoS in fog/edge computing?

Quantum computing How to improve machine learning techniques using quantum 
computing?

Cloud mining (bitcoin) How fog and edge computing can be used to optimize the utilization 
of computing or processing power?

Serverless edge 
computing

How FaaS can be used to improve the QoS in terms of power and 
utilization of resources?

6G technology How 6G can be used to offer fast transmission while exchanging 
data among edge devices to reduce latency and response time?

Industry 4.0 How to perform predicative analysis of industry assets using AI, fog, 
and edge computing?

Autoscaling How to provide effective autoscaling of resources to maintain the 
SLA and QoS at runtime for fog/edge computing?
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Chapter 14
Functionalities and Approaches of Multi- 
cloud Environment

A. Vijayalakshmi  and Hridya

14.1  Introduction to Cloud Computing

Cloud computing is an evolving paradigm where various resources and applications 
are moved to the Internet so that the applications can be remotely shared among 
different resources. It enables ubiquitous network access to a pool of shared 
resources [1]. National Institute of Standards and Technology (NIST) defines cloud 
computing as a model that enables access to the shared pool with various configu-
rable computing resources like networks, servers, applications, and services [2]. In 
this technological era cloud computing is considered as a very prevailing network 
architecture that performs complex computations. The various characteristics of 
cloud computing include infrastructure sharing where a virtualized software model 
is used in sharing the services and storage, providing services based on demand of 
the users by allowing access through Internet for PCs, laptops, etc. as shown in 
Fig. 14.1.

While using the shared resources, users are charged based on their usage in the 
particular billing period. The advantage of using cloud from a user’s perspective is 
that it is inexpensive and very convenient as application need not be installed in the 
personal system; rather it can be accessed through the Internet. The various vital 
components of cloud computing are:

 1. Cloud computing provides services for the needy on time. Any consumer who is 
in need of computing resources, namely, software resources, CPU time, etc., for 
a particular timeslot can access cloud services without any human interaction 
with cloud providers.
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 2. The services provided by cloud are accessible over the Internet by applications 
with diverse platforms that are at the consumer side.

 3. The resources in a cloud service provider are pooled together so that multiple 
consumers are benefitted [3].

14.1.1  Architecture of Cloud

Basic 3 Tier cloud architecture is depicted in Fig. 14.2. The three Tiers in this archi-
tecture includes Load balancer server as the top layer, Application server in the 
second layer, and Database server in the bottom layer. Each of the Tier consists of 
dedicated server.

14.1.2  Service Models

Cloud computing is a model that is developed with the objective of convenient on 
demand access and usage of computing resources from a shared pool with minimal-
izing the interaction from the service provider [4]. The service from cloud server is 
categorized into three parts as shown in Fig. 14.3.

14.1.2.1  Cloud Infrastructure as a Service (IaaS)

This is a service offered by cloud computing in which the users access servers, stor-
age, and networking resources as shown in Fig. 14.4. The advantage of using this 
service is that users need not purchase hardware and instead can pay for IaaS on 
demand and hence saving the cost of purchase and maintenance of hardware 
resources.

Servers: IaaS providers function to manage physical machines in various data 
centers around the world for powering the various layers of abstraction so that the 
services of these machines are made available to end users over the Internet.

Storage: The types of storage provided by cloud are block storage, file storage, 
and object storage. Block storage is where data files are stored in the cloud server 
for a fast and efficient data transfer. File storage help in application to access data 

Fig. 14.1 Cloud characteristics
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through shared files. Object storage is highly distributed and is the most common 
mode of storage in cloud.

Network: In networking, the networking hardware like routers and switches are 
made available through APIs.

14.1.2.2  Cloud Platform as a Service (PaaS)

This is a service where cloud offers consumers with an environment where they can 
develop and manage various applications as shown in Fig. 14.5. PaaS provides plat-
form for developing and testing applications, hence helping users not to worry on 

Fig. 14.2 Cloud architecture

Fig. 14.3 Cloud services
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the infrastructure for the development of applications. This facility accomplishes 
the management of operating system and security by assisting team work.

14.1.2.3  Cloud Software as a Service (SaaS)

This is a feature offered by cloud server where the consumers can access cloud- 
based software. The applications that are installed in the cloud networks could be 
accessed by the users through web or an API.  This is provided by the vendors 
through subscription, and use of resource is completely depending on the need as 
depicted in Fig. 14.6.

14.1.3  Deployment Models

Cloud community has defined the following deployment models [4].
Private cloud: Here the cloud server is solely operated and managed by a particu-

lar organization which can be located at the premise of the organization or outside. 
Security of data is one of the major concerns of building a private cloud. Apart from 
security, the cost incurred in transferring data from local system to public cloud is 
also a factor in developing a private cloud by organizations.

Community cloud: In this model several organizations with common objective 
jointly construct and share the same cloud infrastructure. Thus developed cloud 
infrastructure may be maintained and managed internally or by a third party vendor.

Public cloud: This form of infrastructure is used by normal public consumers 
whereas the service providers have complete ownership in managing the cloud with 
a detailed policy, cost, and charging, and hence this model is the most prevailing 
form of cloud deployment models.

Hybrid cloud: This model is a combination of two or more deployment models 
which is opted by organization to optimize the resources (Table 14.1).

Fig. 14.4 Cloud resources

Fig. 14.5 Platform as a 
service
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14.2  Issues in Cloud Computing

Though cloud computing is a boon to the world of smart computing, there are few 
issues associated with cloud computing. Secure outsourcing of data is a major con-
cern in cloud computing paradigm. The user making use of services provided by the 
cloud should be aware that the data sent to the cloud as well as the applications 
deployed in the cloud is controlled by the cloud provider. A strong trust should be 

Fig. 14.6 Software as a 
service

Table 14.1 Pros and cons of various clouds

Public cloud Private cloud Hybrid cloud

Pros 1. Very simple to implement 
as well as use public 
cloud

Organization has a 
complete control over 
server updates and 
patches

Cost-efficient cloud strategy 
and flexible on utilization

2. Public clouds are bound 
to have negligible 
straightforward costs

Long-term expenditure 
is minimal

Hybrid clouds are less prone to 
extended services

3. Server virtualization can 
lead to utilization 
efficiency gains

Server virtualization can 
lead to utilization 
efficiency gains

Server virtualization can lead 
to utilization efficiency gains

4. Public clouds are widely 
accessible

– Hybrid clouds are appropriate 
for large workloads

5. Public clouds do not need 
any space specifically 
dedicated for data center

– –

Cons 1. Public clouds are most 
expensive in long term

The upfront costs are 
large

Implementation is difficult as 
management schemes are 
complex

2. These types are 
susceptible to continued 
service outages

Private clouds are 
susceptible to continued 
service outages

Hybrid clouds require adequate 
space specially committed for 
data center

3. – Access to the data is 
restricted

–

4. – The space devoted to 
data center is large

–

5. – Private clouds are not 
suited for handling large 
spikes in work load

–
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formed between the user and the provider on the security of these data, and security 
plays a major issue in cloud computing [5–7]. The issues in cloud computing include 
various attacks on cloud interfaces as well as misusing the cloud services in order to 
attack other systems in the network [3]. Lists the difficulties in cloud computing 
with respect to various security strategies in Table 14.2.

Cloud computing provides different supports to the users through the Internet for 
storage, networking, software, and as server. Cloud storage helps in storing files and 
data in a remote storage that has access through the web. Cloud storage is preferred 
by people because it helps in saving the cost of resources for storage, high speed, 
and efficiency and increases the overall productivity. Cost saving and availability 
are the advantages of cloud computing. However, it carries along various challenges 
in terms of security of data. Cloud security is a major concern in people using cloud 
storage facility. It is very much necessary that proper security is provided to the 
sensitive data that are stored in cloud servers like credit card or debit card details, 
health information, etc. Cloud computing should take care of data breaches, loss of 
data, traffic attacks, distributed denial of service attacks, etc. The security concerns 
that are to be attended are data prevention, web security, location, identity and 
access management, recovery, data loss prevention, web and e-mail security, secu-
rity assessments, regulatory compliance, violation management, event manage-
ment, encryption, data segregation, business continuity, and disaster recovery. When 
data is stored in a remote database, the major concern is the security of data. Cloud 
service provides various security measures for the data stored in cloud [8].

14.3  Introduction to Multi-cloud

Cloud computing is a service provided to host applications and data in remote serv-
ers. The change in digital era has driven the companies toward multi-cloud architec-
ture that enables shared services. Multi-cloud is a cloud computing approach made 
up of two or more cloud environments where applications are presented among the 

Table 14.2 Cloud computing issues – security strategies

Privacy model Errors are difficult to find as well as correct
System does not provide protection against attackers

Cloud computing privacy 
intrusion detection

Frequent update is necessary to avoid attackers
There is a chance that non-intrusive information is 
incorrectly detected and terminated

Dirichlet reputation Depends on complicated strategy that is difficult to 
implement
Performance is dependent on user participation

Anonymous bonus point The speed of data is reduced
Intrusion protection is minimal
Can be implemented in wireless application only

Network slicing May be expensive while implemented in large network
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heterogeneous networks. The transition from single cloud to multi-cloud data cen-
ters has always benefited the industry. This transition indicates the shift of tradi-
tional data centers to a pool of multiple private clouds on demand. Dedicated data 
servers from a private environment to hybrid and multi-cloud are deployment mod-
els that integrate more than one cloud. It differs from hybrid cloud in the cloud 
infrastructure. Hybrid cloud has a combination of two or more than two different 
types of clouds, whereas multi-cloud integrates different clouds of similar types. 
Hence, the term multi-cloud can be referred to as a cloud system where different 
cloud networks are combined to perform various roles. It is evident from the studies 
conducted that multi-clouds can address the security issues in cloud computing that 
are related to date integrity, intrusion, and service [9].

14.3.1  Single Cloud to Multi-cloud

NIST reported that services from different clouds can be used simultaneously or 
serially from one cloud to another [10]. Different multi-cloud use cases can be used 
to the maximum to provide flexibility and control over the workloads and cloud 
stored data. Since multi-cloud offers flexibility in cloud environment, the organiza-
tions are intended to meet the requirements of technical and commercial workload 
by adopting multi-cloud environment. Another advantage of multi-cloud is seen in 
the case geographical advantage in order to address the problems associated with 
latency issues. Also, there are times when the organizations use a certain cloud ser-
vice for a short period in order to achieve their short-term goals. Apart from these, 
vendor lock-in problem is an issue which is a frequent concern in cloud computing 
that can be solved when multi-cloud strategy is used. Various multi-cloud use cases 
can be listed as follows [11].

• To access the services and resources based on various demands
• To improve the quality of service and optimize cost
• To use the services from various providers
• To avoid the dependency on a single provider
• To create backups of data so that disasters are dealt efficiently

14.3.2  Architecture of Multi-cloud

Multi-cloud architecture design is an appropriate solution for a reliable application 
being stored in cloud. Figure 14.7 shows a prominent multi-cloud architecture strat-
egy where an application component can use different cloud services of other cloud 
platform and improve the overall performance.

To demonstrate cloudification, the Application-1 uses Amazon Web Service 
(AWS) for storage and Azure for computation. This improves availability and avoids 
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vendor lock-in. Application-2 demonstrates multi-cloud relocation where the appli-
cation is re-hosted on AWS cloud platform and privilege is given to use environ-
mental services provided by Azure. This method enhances the availability as the 
application that is re-hosted avoids vendor lock-in. Multi-cloud refactor is demon-
strated using application component3 deployed on AWS using AWS3 and applica-
tion4 on Azure so that the application can use any of the cloud service provided by 
Azure as per the requirement of the application. This method provides optimal per-
formance and quickness to respond to changes [12].

14.3.3  Benefits of Multi-cloud

Multi-cloud offers various advantages and the most important of these is flexibility. 
With organizations adopting multi-cloud strategy, the organization has flexibility in 
choosing from various cloud service providers. Multi-cloud allows choosing varied 
set of services that are provided by various cloud providers. Managing deployment 
on various clouds is another important functionality of multi-cloud [11]. Ability in 

Fig. 14.7 Multi-cloud architecture
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distributing applications and services geographically is another benefit of multi-
cloud computing. The user experience will increase as the app is closer to the target 
user [13]. Below are the advantages of multi-cloud listed as per [12].

Disaster recovery: It is difficult and risky when a particular organization has to 
manage its resources when it uses a cloud service. There can be cyber-attacks that 
can affect the end users to wait to access the data until the problem is solved. Using 
multi-cloud can help the users robust against such attacks as there are other clouds 
that can carry the workload when any one of them is affected.

Vendor lock-in: With multi-cloud, the various organizations have the privilege to 
choose the best service according to their objective of the organization. Hence while 
using multi-cloud, organizations can explore various providers and find the best 
match for each component of their operations.

Managing data: An organization can develop data that need to be accessed in 
varied intervals. There are cases in which some data may be stored in the database 
and not accessed for a long time, and some of them will be accessed in frequent 
intervals. In such cases, rather than storing these data in single cloud, you can make 
use of the right cloud for right function. An organization can also have data that are 
to be uploaded to the cloud, analyzed, and downloaded back. In such instances, the 
organization prefers a cloud service with speed and power. Hence, with multi-cloud, 
the organization has the privilege to access the right service depending on the fre-
quency in which different data need to be accessed.

Cost optimization: The performance analysis of the workloads in various cloud 
platforms will help in saving the cost.

Low latency: In an environment with multi-cloud, the data center closest to the 
end user can serve the data requested from the end user with minimal delay. This 
can lead to unified experience for the user.

14.4  Security in Multi-cloud Architecture

The objective of cloud computing is to provide various resources to the end user as 
a service over the Internet. Security of data in cloud is an important aspect when 
quality of service of cloud is considered. Due to dynamic nature of cloud, various 
security threats emerge [14]. Cloud servers contain humongous confidential sensi-
tive data. By using multiple distinct clouds and splitting data based on various com-
ponents, threats associated with tampering of data can be brought down. Thus the 
confidentiality of data is maintained with multi-cloud strategy. When an organiza-
tion uses multi-cloud strategy, it has the provision to use multiple distinct clouds at 
an instant of time so that it can reduce the risk of malicious data and tampering of 
data. The integration of distinct clouds makes it difficult for an attacker to tamper 
the data hosted in the cloud server [6, 9]. The concept of using multiple cloud was 
suggested by Bernstein and Celesti [15, 16] and various instances of cloud comput-
ing working together and further recommended grid capabilities in cloud computing.
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Considering shared environment like cloud, giving maximum protection to the 
privacy of data and identity of clients is very necessary. Amazon S3 and Microsoft 
Azure which provide data as a service (DaaS) are the two very important and widely 
used cloud service where organizations can store data and can retrieve whenever 
needed based on various policies for gaining access. XACML is an access control 
model that specifies identity attributes like an individual’s email address, age, loca-
tion access, etc. to provide fine-grained data access. With cloud computing, data 
theft and privacy breach is not limited to the circle of an organization [17].

14.4.1  Algorithm for Data Security in Cloud

14.4.1.1  Encryption Algorithm

Encryption algorithms like RSA (Rivest, Shamir, Adleman), AES (Advanced 
Encryption Standard), XOR (Exclusive OR), and DES (Data Encryption Standard) 
have been a great advantage while considering security of data in cloud [18]. AES 
is an encryption standard, where the operation speed is fast and offers high safety on 
the data. This is a symmetric encryption algorithm which performs both encryption 
and decryption. The encryption procedure changes with respect to the key that 
changes the operation of AES algorithm. The encryption formula for AES is

C = E(K, P)where C is the cipher text, K is the key, E is the encryption function, 
and P is the plaintext.

The AES algorithm executes for Nr-1 loops on a 128-bit block of data. Nr (10,12 
or 14) depends on the key length which can be 128, 192, or 256 bits in length. The 
steps in encryption are listed below.

Step 1: Sub Bytes.
This step is known as substitute bytes transformation which includes a 16 × 16 

matrix as a table look called s-box. The matrix has the combination of 8 bits 
sequence. The left most 4 bits are used, the leftmost nibble of the byte is used to 
specify a particular row of the s-box, and the rightmost 4 bits indicate a column.

Step 2: Shift Row Transformation.
In this step, the rows of a particular state are shifted in a circular way toward left.
Step 3: Mixing of column transformation.
In this stage, a substitution takes place where columns are individually operated 

and every byte of a particular column is mapped with a new value that is a function 
of all the four bytes in the column.

14.4.1.2  Data De-duplication Technology

Data De-duplication is the process in which all the duplicate data are eliminated to 
reduce the storage required for these data. This in turn reduces the bandwidth for 
transfer of data across the network. This technique is a great benefit to the cloud 

A. Vijayalakshmi and Hridya



267

users in managing their data without duplication and it saves the storage. For secure 
data de-duplication, Rabin block algorithm is used which involves block-wise de- 
duplication of data.

14.4.1.3  Cloud Storage Technology

Cloud storage is a file server with complex functionality that can be helpful in stor-
ing and accessing stored data as and when required. The end user or the organiza-
tions upload the data and store the same on cloud servers that ensure security of 
these data. If there is a server failure, accessing the stored data will be difficult. To 
solve this, all the data nodes are added to the node at the backup to make sure data 
is available.

14.4.2  Good Practices in Multi-cloud Strategy

Organizations are increasingly adopting multi-cloud strategy with the fast develop-
ment in the field [19]. If multi-cloud strategy is used with identical operations on 
two clouds, security settings should be the same across both the clouds. This is 
achieved by synchronizing policies across the cloud providers:

• If an organization is making use of varied workloads, independent security poli-
cies have to be created for every service.

• Automate various tasks of an organization to reduce the risk factor and ensure 
security.

• Choose the appropriate tool such that it allows to synchronize the security proto-
cols across various cloud service providers.

• Create a strategy to monitor security that can consolidate logs and alerts from 
various platforms in one location.

14.5  Conclusion

The Internet has emerged into accumulation of humongous amount of data all 
around the world. Cloud computing has been of great advantage in order to store 
these data and access when in need. Data stored in cloud can be accessed from a 
remote server with the help of various services offered by cloud service providers. 
Transition from single cloud to multi-cloud is a smart venture for the organizations 
to achieve greater performances. This chapter discusses the transition of cloud com-
puting from single cloud toward multi-cloud. It also drives into the benefits of using 
multi-cloud strategy.
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Chapter 15
Quality, Security Issues, and Challenges 
in Multi-cloud Environment: 
A Comprehensive Review

M. G. Kavitha and D. Radha

15.1  Introduction

Cloud computing has changed the manner in which IT administrations are conveyed 
and devoured. Every affiliation needs to re-fit and reserve data and use database 
which is used as an assistance. The expense for information stockpiling including 
information recuperation is amazingly large for organizations making it a practical 
option in contrast to customary capacity technique. This has caused an ongoing pat-
tern in the corporate world, and numerous associations are changing to a more dis-
tributed computing-based systems administration agreement. It is a bunch of 
problematic innovations that have encouraged new plans of action and another 
industry design. Associations hope to exploit its nimbleness, usefulness, adaptabil-
ity, and money saving advantages. The cloud empowers modularization, normaliza-
tion, and centralization of center skills, amplifying an incentive for all entertainers 
included. The utilization of multi-cloud is continually developing the same number 
of ventures use it to satisfy distinctive business needs. The use of various mists has 
additionally offered ascent to the development of multi-cloud applications.

With multi-cloud and multi-cloud applications, cloud customers and application 
owners can mix particular help commitments and influence on the middle character-
istics of different Cloud Service Providers (CSP) to meet their varying necessities. 
The security stresses in multi-fogs ooze from the heterogeneous thought of the 
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multi-cloud environment, as it has different attack surfaces, which open it to a 
 couple of risks. This makes the multi-cloud environment complex to manage. It 
similarly makes it difficult to evaluate the security status and all in all execution of 
the multi-cloud application fragments similarly as the entire multi-cloud 
environment.

Multi-cloud access control innovation is a security instrument that guarantees 
asset sharing and secure interoperability in multi-cloud. It deals with the entrance 
authorization to forestall interruption of illicit clients and authentic client’s abuse. 
The significant destinations of multi-cloud access control innovation are (1) to 
accomplish asset sharing and interoperability among different mists; (2) to keep 
unlawful clients from getting to ensured asset in multi-cloud; and (3) to keep real 
clients from getting to unapproved asset in multi-cloud.

There are no strategy clashes in a solitary cloud climate, since entrée control 
strategy is standardized and overseen consistently. Notwithstanding, the heteroge-
neity of multi-cloud impacts asset distribution and protected interoperability is 
noticeable. Consequently, it is critical to take care of the issue of multi-cloud 
access control strategy incorporation. Today, there is a fast advancement of world-
wide and neighborhood organizations. The real issue of present-day networks is 
the yearly development of united traffic. As per the scientific information of the 
main organization gear sellers, for example, Cisco and Huawei, the capacity of 
transfer is increasing yearly by 20–35%. The traffic development is fundamen-
tally due to digital assaults on these corporative cloud administrations and 
applications.

Evaluating the vector of assaults on the foundation that bolsters the activity of 
data frameworks in huge organizations, it tends to be presumed that the real clients 
are pointed toward confining admittance to the fundamental assault to key applica-
tions (35%), an infringement of the cycle gear (35%), and obliteration or robbery of 
classified information (23%). Corporate clients want to take digital protection 
offices for lease. To do this, corporate data assets are situated in server farms. In one 
server farm, figuring limits typically lease a few organizations without a 
moment’s delay.

The principal assignment of server farm administrators is to gather the necessi-
ties of shared clients to guarantee the security of rented framework from outside 
impacts, just as to guarantee nature of administration as indicated by the Service 
Level Agreement (SLA). Be that as it may, given the measure of information 
 entering the server farm and the quantity of clients working at the same time with a 
similar hardware, there is a danger of blunders in the arrangement of organization 
gear. This can prompt negative ramifications for the server farm of the administra-
tor, just as for corporate customers it serves. In this manner, administrators of server 
farms like to confine the foundation of corporate clients with utilizing multi-
cloud stages.
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15.2  Related Work

15.2.1  Cloud Computing and Cloud Systems

The idea of cloud computing targets giving registering administrations to cloud cli-
ents at whatever point they want. The cloud computing representation guarantees 
that endeavors can zero in on their center fitness and devour cloud assets as indi-
cated by their necessities.

15.2.1.1  Safety Challenge in Cloud Computing

The guarantee of resources is the principal objective of security. With regard to data 
security, the primary objectives are secrecy, respectability, and accessibility. In dis-
tributed computing, it has gotten important to stretch out these objectives to oblige 
assault versatility and danger location attributable to the high danger of openness of 
the cloud. The solution safety challenges are introduced in the following sections.

15.2.1.2  Multi-clouds and Multi-cloud Applications

Multi-clouds include the utilization of numerous cloud administrations by a venture 
to accomplish a business objective. In this arrangement, a specific service provider 
might be utilized for giving distinctive cloud administration models or numerous 
service providers for giving a similar cloud administration model. In particular, 
unique service provider and cloud administration models are blended in an ideal 
way that causes the endeavor to meet its goal.

Multi-cloud likewise helps to fulfill information administration prerequisites 
especially in situations where information should dwell in specific areas attributable 
to information guidelines. The utilization of multi-cloud makes it conceivable to 
store the information in service provider offices inside the predetermined locale, 
while other application parts are facilitated in another as wanted. This guarantees 
that cloud clients can get the best blend of various CSP contributions in understand-
ing how they fulfill their necessities [1].

15.2.2  Security Challenges in Multi-cloud Computing

The safety challenges in multi-cloud can be ascribed to the degree of enthusiasm 
and intricacy inside the climate. In multi-clouds, there will be a few interfaces and 
end sections, which brings about various assault surfaces and subsequently expands 
the degree of security dangers and weaknesses. Pernicious cloud clients and aggres-
sors exploit this to do destructive acts [2].
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It hence gets essential to guarantee satisfactory straightforwardness and security 
attention to multi-cloud climate segments to distinguish malignant practices or 
activities, appropriately secure the interfaces, and forestall any pernicious demon-
strations. The fundamental security challenges in multi-mists as recognized in vari-
ous examinations are introduced straightaway.

15.2.3  Cloud Methods

The Software-as-a-Service (SaaS) model permits the purchasers to benefit the pre-
defined composite activities through the Internet from the cloud specialist organiza-
tion. The goal here is to convey the function of administrations to the clients 
according to their necessities. Subsequently, the end clients need not stress over the 
issues, for example, establishment and future upkeep overheads.

The subsequent assistance called Platform-as-a-Service (PaaS) is an improbable 
representation for contribution to the cloud client, the registering stage that incorpo-
rates working frameworks, program creating climate, web workers, and database 
systems. From this model, a stage asset can be shared and re-utilized among the 
buyers. The third assistance, in particular, Infrastructure-as-a-Service (IaaS) implies 
conveying the distributed computing framework, for example, substantial PCs, 
stockpiling, organization, and related assets for the sending of client working frame-
work and application programming. Through this, the clients can possess the 
peripherals and can design them according to their desire. Other than the three 
administrations, a cloud client can benefit such an administration, considered to be 
called as Anything as a Service (XaaS).

Infrastructure-as-a-Service (IaaS), from various suppliers. Notwithstanding, the 
current cloud expediting plans infrequently consider the advancement procedures of 
sending cloud administrations concerning different models, for example, price and 
execution. This paper, suggests a hereditary based method to deal with multi-cloud 
administration issue. For example, choosing and renting virtual machines for cloud 
clients at minimum expense in addition to organization latency. [3].

15.2.4  Distributed Computing and XACML

Cloud service organizations and free source people group have planned for the 
framework engineering and specialized plan of way in manage to guarantee the 
security of cloud administrations. Amazon Web Services upholds access strategy 
for various systems, URLs. Access strategy systems are comprehensively classified 
into asset-based approaches and client arrangements. Google Cloud [4, 5] have two 
significant alternatives accessible for receiving items and compartments, and the 
choice Access Control Lists (ACLs) and sign URLs. OpenStack has a free segment 
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(Keystone) for validation and approval, which gives access control components, 
like Temporary URLs, RBAC, and LDAP.

 Cloud Stack in along with Eucalyptus don’t have free segment for admission 
control, however  they execute access control by situation passage policy and surge 
rules for Virtual machines. Asset area oversees client, security gathering, virtual 
machine, and organization access in Cloud Stack. Cloud regulator is responsible for 
character validation and client administration in Eucalyptus.

15.2.5  Distributed Storage Intimidation and Attack Surfaces

Conveyed Storage Services (CSS) provide gigantic violence to surfaces, in solicita-
tion gives viably open Application programming interface driven shows for instance 
Hypertext transfer protocol. The revealed show aggression surfaces are fundamental 
to identify with while arranging and passing on applications and organizations that 
devour conveyed capacity.

While the greater part of these dangers are after effect of mis-approach blunders 
by center passed on limit sections, for example, holders, different assaults, insider 
assaults are additionally conceivable. Essentially, wrongly arranged or assets (e.g., 
nonattendance of adherence to the standard of least favored index) increases odds of 
bigger assaults [6].

Data reliability and insurance are the two essential fundamental safekeeping 
issues connected to customer in order. Normally, information owners obtain the 
genuine kind of a contraption anywhere the data is being kept, for instance, a hard 
drive. Hereafter, we could acknowledge data is in safe hands with no outside social 
occasions incorporation. In inverse, into shade amassing, the data is taken care of on 
a practical zone of expert association’s storerooms [7]. The trust level between these 
two social occasions is regulated by the methodologies deduced by the expert 
associations.

15.2.6  Cloud Services Brokerage

In distributed computing situation, a middle coating that encourages a downy con-
nection among the cloud supplier and client assumes a functioning job, and it 
prompts the idea of cloud administrations business. The administration business 
layer upgrades center cloud functionalities, for example, administration determina-
tion, administration coordination, administration total, administration customiza-
tion, quality confirmation, and administration streamlining. Other than the job of 
administration determination, a cloud offers different piles of administrations for 
administration purchasers. We have recognized the conceivable exploration issues 
of specialist-based assistance determination in distributed computing. Despite the 
detail, the purpose of a section of the works are endeavored to get better idea to the 
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financier. It ought to be advanced to help the cloud clients in the part of their calcu-
lation for framework arrangement and prospect assumptions.

15.2.6.1  Insightful Cloud Broker

A cloud specialist is a product function, which is projected to fill in as an arbitrator 
among the shopper and supplier. The cloud intermediary offers different 
options worth included for the sake of the administrations gatherings; it is more fit-
ting to assemble the agent with the incorporation of smart computational procedures.

15.2.6.2  Customer Portal

This entrance is intended to streamline the prerequisites determination of cloud cli-
ents. Since client necessities are planned regarding administration needs, it is fitting 
to assemble them prior to starting the choice process.

15.3  Security Issues

15.3.1  Interoperability Issues

Interoperability of one cloud specialist to another cloud specialist is imperative to 
make client to look for furthermore from additional from distributed computing. 
Without normalization interoperability of explicit application and administration 
usefulness starting with one cloud then onto the next is unthinkable and it confine 
the usage causing precariousness in territory, for example, security. The technical 
interoperability quality viewpoints allude to the limit of at least two administrations 
offered by various suppliers to convey through basic conventions and together to 
ensure a specific nature of administration.

15.3.2  Security or Confidentiality

As the administrations are teaming up together, security of the information is very 
significant in light of the fact that there is a development towards various specialist 
organizations so that there must be an administration agreement (SLA) or terms and 
condition to be applied, so that a client of another cloud specialist cannot be able to 
change the information or data. SLAs (Service Level Agreements) assume a focal 
function in the administration lifecycle. SLAs are arrangements restricted to depic-
tion of desires and obligations. An SLA can’t ensure that client will get the 
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administration it portrays; a similar time, an SLA can alleviate the danger of picking 
an awful assistance.

15.3.3  Trustworthiness

The information put away in the cloud might be tainted or harmed during progress 
activities from or to the distributed storage supplier. Keeping up consistency of 
information is significant.

15.3.4  Administration Availability or High Availability

The client’s web administration may end under any circumstances if any of the cli-
ent’s documents break the distributed storage strategy. Administration accessibility 
in multi-cloud can be ensured by keeping up the reinforcement duplicate in another 
cloud so that on the off chance that one cloud is down, the information can be recov-
ered from another cloud; in this manner the client will get administrations on all.

15.3.5  Confirmation and Authorization

Another safety exposure that possibly will ensue with a cloud seller, for example, 
the Amazon cloud administration, is a hack undisclosed phrase or data interruption. 
Somebody accesses a secret word; they will have the option to get to the entirety of 
the record’s examples and assets. On the off chance it a customer validation got 
hacked a fakes client can login and can be able to degenerate the information.

Safety vulnerability may occur with a cloud contractor, for example, the Amazon 
cloud administration, is a hacked undisclosed phrase or data interruption. If some-
body accesses secret phrase; they will have the option to get to the entirety of the 
record’s cases and assets.

15.3.6  Information Proprietor

The client transfers the information to the cloud utilizing the ambiguity key. After 
getting the solicitation from the beneficiary, the information proprietor shares the 
mystery key and document name. The significant part of the information proprietor 
is to keep up the approved client’s rundown alongside mystery keys.
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15.3.6.1  Mystery Key

There is the adaptability to deal with the mystery keys in cloud. It has been done in 
three steps: first one is next to the administration supplier side, second one is out-
sider worker region, and the third one is the information proprietor side. The future 
system guarantees the information parceling, ordering, and scrambling of informa-
tion, stockpiling in the multi-cloud. There is no likelihood to get to the information 
from the cloud without the consent of information proprietor. The proposed system 
gets the information from the client, and it parts the information by relegating the 
lists to each part. The high-level encryption calculation has been created to scramble 
the information. The encoded information parts will store in the multi-cloud cli-
mate. In the event that any client needs to get to the information, they need to put the 
solicitation for the information proprietor. The information proprietor will send the 
mystery key alongside record name to the mentioned client through a preferred 
channel. The mentioned client presents the record name to the multi-cloud climate 
and recovers the encoded information section from the multi-cloud. The decoding 
component is functional by the mentioned client and recovers the information. The 
blending activity is performed on the information and provisions them into the 
nearby appliance of the mentioned user [8].

15.3.7  Cloud Intermediary Design

A cloud intermediary is a product appliance which is being intended to fill in as an 
umpire linking the customer and supplier. Despite the fact that the cloud intermedi-
ary offers different and worthy administrations benefit of the gatherings. It is more 
suitable to assemble the representative with the incorporation of keen computa-
tional methods. Such sorts of strategies encourage clever thinking and dynamic 
ability to the specialist. From our point of view, the keen merchant is characterized 
as, “a product element dependent on the cloud financier model that offer cloud 
administrations with the guide of computational knowledge procedures, for exam-
ple, computerized reasoning, delicate registering, AI and information mining 
towards giving a stage to both cloud clients and suppliers.” The proposed intermedi-
ary design contains (1) User Interface, (2) cloud cosmology, (3) administration rev-
elation, and (4) IaaS administration vault.

A cosmology is a portrayal of various cloud ideas with its connections to encour-
age the thinking among a wide range of cloud administrations. It empowers the 
clients/machines to deal with the data all the more correctly and helpfully. Regarding 
our situation, the cloud merchant develops a cloud cosmology for the viable por-
trayal of IaaS sorts of cloud administrations with sensible financial plan.

Administration disclosure in distributed computing prompts locates a reasonable 
cloud administration that basically alludes to the revelation of administration por-
trayal. An administration depiction contains the utilitarian, non-useful abilities 
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alongside the quality of an administration. The disclosure is obliged by practical, 
specialized details of the administrations, and the budgetary requirements with 
proper security arrangements of the administrations are called “administration 
ideas.” The importance of administration ideas, for example, its availability among 
the accessible assistance occasions, is spoken to as semantic nets.

15.4  Security Evaluation Framework

The security assessment structure is pointed toward giving a way to deal with 
assessing security in multi-cloud application. It comprises of various sections 
alluded to like motors [9]. These motors will be liable for giving the classifica-
tion tasks.

15.4.1  Structure Operations

The proposed security assessment structure is comprised of various tasks, which 
incorporate threat ID and danger investigation, determination of measurements and 
safety controls, function safety observing, security estimation, and dynamic and 
security status representation.

15.4.2  Risk Identification and Risk Analysis

Warning ID includes a cautious investigation of a purpose to decide vindictive 
behavior, exercises, and tasks that may influence the application segments. These 
noxious activities, exercises, and tasks are viewed to as bullying, and their assurance 
might be accomplished from side-to-side danger displaying procedures as intro-
duced in threat examination and then again gives a way to assessing and rating the 
recognized dangers to appraise the degree of criticality of the risks.

15.4.3  Choice of Metric and Safety Controls

Following risk distinguishing proof and threat examination is the choice of mea-
surements and safety controls. The determination of measurements includes indi-
cating experimental and screen capable boundaries needed for acquiring specific 
data about the application practices [10].
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15.4.4  Application Security Monitoring

Application safety measures check includes noticing the multi-cloud function to 
recognize any type of surprising conduct. In particular, a bunch of security measure-
ments is checked to determine whenever wanted degree of execution is met or if an 
infringement of the measurements has happened. Measurements infringement is a 
decent sign for the rise of a danger. The degrees of the safety measurements are 
observed utilizing security checking tests introduced on the virtual machines in 
which the request runs.

15.4.5  Security Measurement

Security estimation includes joining security goals. It applies towards the estimation 
of the rate point of metric satisfaction and the refuge remainder of the multi-cloud 
function. The safety remainder is a proportion of the safety level of the multi-cloud 
function.

In particular, safety estimation includes the utilization of numerical principles 
and formula taking place in the checked safety measurements, to figure the security 
remainder of the multi-cloud application as far as privacy, respectability and 
accessibility.

15.4.6  Dynamic and Safety Measures Status Perception

In the dynamic activity, the consequences of the security estimation practice are 
assessed to set up regularity or protection break.

This is complete from first to last correlation of safety measures estimation out-
come with determined measurements edge to find out conformance or infringement 
[11]. In the event of an measurements infringement is noticed, the cycle of security 
reins submission is set off to relieve the danger. As in respects to the security posi-
tion of the representation.

15.4.7  Data Possession in Multi-cloud Storage

Numerous enterprises and associations utilize the strategy of distant reinforcement 
to guarantee the information accessibility and toughness. They construct various 
topographically scattered server farms to store their significant information and 
implement the information consistency. On the off chance that one server farm is 
crushed, the information can be recuperated from other server farms. To lessen the 
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expense of server farm fabricating and keeping up, a few associations lease multi- 
public distributed storage administrations to store diverse information duplicates, 
which accomplishes nearly a similar outcome as far-off reinforcement however with 
much lower speculation.

Since the distributed storage specialist organization isn’t completely believed, 
the information proprietor needs to consider how to confirm the honesty of all infor-
mation duplicates. This article expects to take care of the issue of information trust-
worthiness checking for different duplicates on various distributed storage workers. 
To accomplish this objective, we give the primary character-based PDP convention 
for numerous duplicates on circulated distributed storage servers [12].

15.5  Construction Mechanism

The planned safety assessment scheme is comprised of the associated segments, 
safety strategy motor, security estimation motor, capacity checking motor, and 
choice and inspection motor.

15.5.1  Request Engine

The Request Handling Engine (RHE) addresses the docks of section of the safety 
assessment system. It fills in as the machinator of the construction and deals with 
the correspondence between the Framework.

When a security assessment demand is made, it goes directly to the Request, 
which at that point sends it near the proper motor for handling the security mecha-
nism. The Request likewise gets the reaction from the preparing motors and in the 
long run makes the security assessment result accessible to the end-client.

The Request is comprised of three parts, to be specific Receiver, Register, and 
Receptor. The Beneficiary unit is liable for tolerating the solicitation from the end- 
client, and afterward approves the solicitation by checking the Directory to deter-
mine the exactness (Fig. 15.1).

15.5.2  Security System

The security strategy motor empowers the demonstrating of the more than one- 
cloud function and determination of the data identifying with different motors in the 
structure. With the application portrayal, data, foundation prerequisites, dangers, 
security measurements, security controls, and so forth are indicated. The Security 
system is comprised of four sections, to be specific Inquirer, analogist, effect and 
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Knowledge Base (KB). Approaching solicitations from the Request are acknowl-
edged by the Inquirer and shipped off the rational for additional preparing. The KB 
contains the safety philosophy, which is questioned by the analogist.

15.5.3  Monitoring System

The monitoring engine empowers security examining of the multi-cloud applica-
tion. This guides the recognition of any bizarre conduct inside the multi-cloud cli-
mate. The monitoring engine arranges the exercises of all the security observing 
tests introduced on the virtual machines facilitating diverse multi-cloud function 
segments. It acknowledges stores and amalgamates the security metric qualities 
revealed by the checking tests. The consolidated measurement esteems are then 
shipped off the Security engine for safety estimations. The monitoring engine is 
comprised of three modules, in particular observing worker, size aggregator, and the 
data set.

15.5.4  Safety Measurement Engine (SME)

The safety measurement engine is the sanctuary mini-computer of the protection 
assessment system. It figures the rate level of metric satisfaction and the security 
remainder of the multi-cloud application. The SME applies a bunch of predefined 
rules and statistical formulae on the safety metric qualities to figure the safety 
remainder of the multi-cloud function.

Fig. 15.1 Security framework
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15.5.5  Decision System

The decision system is answerable for attractive security assessment choices and 
showing the safety status of the multi-cloud request to the end-client. In particular, 
the decision system assesses the security estimation results figured by the Safety 
engine by contrasting the outcomes and predefined limit esteems to learn regularity 
or break. Furthermore, it shows the security assessment results on the end-client 
gadget as diagrams and outlines. The decision system is comprised of three sec-
tions, specifically Receptor, Analyzer, and Viewer. The safety estimation results are 
brought from the security engine by the Receptor.

15.6  Cost of the Administration 
in a Multi-cloud Environment

It is notable that practically all cloud suppliers can offer similar classes of adminis-
trations (virtual machines, virtual capacity, and so forth). From supplier to supplier, 
administrations are separate as far as the costs/QoS are proposed to the client. With 
the end goal of this work, the accompanying classifications of administrations will 
be thought of: Virtual Machines, fixed Public IPs, and Gateways.

Clients can pick any administrations accommodating their application, given that 
(a) the application can be part into segments, (b) segments can be spread over the 
islands, and that (c) CTC correspondence can be sufficiently conceded.

15.6.1  Costs Stood to Secure Cloud Administrations

This is the money related expense for leasing VMs, fixed Public IPs, and Gateways.
Security set-up exertion: It is the exertion taken to construct a safe registering 

climate for the application.
Application set-up exertion: It is the exertion taken to convey the application 

and accurately set up the systems administration between parts.
Application support exertion: It is the exertion required for some segments to 

be performed like (a) eliminated from the application, (b) added to the application 
or (c) moved to an alternate island.

Public IP-based directing (PIPR): All VMs, freely of where they are found, are 
given a static IP address. Steering among VMs is straightforwardly completed by 
Internet switches.

Door-based directing: Doors are answerable for steering bundles among VMs 
dwelling on various islands.

15 Quality, Security Issues, and Challenges in Multi-cloud Environment…



282

VPN-based routing (VPNR): VPNs are accountable for overseeing directing 
among VMs having a place with a similar island (intra-island steering) and directing 
among VMs having a place with various islands (between island directing) [13].

15.6.2  Multi-exhausting in Cloud

The multi-tapering can be accomplished in subsequent manners:

15.6.2.1  Parcel of Use System into Levels

Licenses removal of rationale from information. This gives advantageous fortress 
other than information spill which may emerge because of issues brought about by 
application rationale.

15.6.2.2  Segment of Use Information into Fragments

Grants circulation of fine-grained information sections to unique cloud. Few out of 
every odd cloud has generally able to gain admittance to information which thus 
guarantees security and classification of information.

15.6.3  Service-Oriented Broker

Web administrations are the type of SOA execution to help interoperable machine- 
to- machine association over an organization. This interoperability is picked up 
through a bunch of XML-based open principles. These principles give a typical way 
to deal with characterizing, distributing, and utilizing web administrations. With 
regard to SOA, administration revelation is the way toward finding web specialist 
organizations, and recovering web administrations portrayals that have been recently 
distributed. An administration vault contains pertinent metadata about accessible 
and forthcoming administrations just as pointers to the comparing administration 
contract archives that can incorporate SLAs. Administration disclosure in distrib-
uted computing alludes to discover reasonable administrations based on accessible 
help portrayal.

In SOA, the agreement-based help provisioning has not been centered well, 
though distributed computing offers these highlights through Service Level 
Agreements (SLA). Thus, the segment centers towards SLA-based cloud adminis-
tration provisioning. In a cloud climate, buyers are changing with their necessities, 
and cloud suppliers are offering distinctive assistance capacities dependent on their 
promoting techniques. In this manner, recognizing the arrangements for satisfying 
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the client’s assumptions is a significant issue and prompts the requirement for a 
legitimate understanding. An administration level arrangement is a proper under-
standing, which assists with distinguishing cloud customers’ assumptions, explains 
duties, and encourages correspondence among suppliers and shoppers.

15.6.3.1  Issues Identified with Repair Relocation on Cloud

In offered cloud merchant, the working standards are propelled towards to the ordi-
nary determination and provisioning of administrations beginning a solitary sup-
plier. There is an occasion in the direction of carry out the cycles by playing out the 
interoperability among the clouds.

15.6.3.2  Issues Identified with Privacy

Notwithstanding, the security arose as a significant issue in distributed computing; 
it should be appropriately taken care of while planning the intermediary. Next to 
some degrees of functionalities, the UI or dealing rationale of the proposed repre-
sentative ought to do whatever it takes not to separate the aim of the necessities 
while assembling, and post provisioning exercises as well [14].

15.7  Explicit Risk and Cost in Multi-cloud Environment

The dangers depend on examination of value angles that make multi-cloud condi-
tions free from mists given by a solitary supplier. Free suppliers utilize restrictive 
interfaces and setups. Administrations are additionally exceptionally coordinated 
with lower-level administrations offered by a similar CSP. Instances of this might be 
absence of basic SLA, utilization of non-viable advances, absence of similarity in 
the interchanges convention, absence of shared systems to guarantee information 
consistency and quality, the presence of administrations which are not carefully 
same, and missing some significant functionalities.

15.7.1  Multi-cloud Climate

Since through multi-cloud climate, we indicate an alternate arrangement of cloud 
stockpiling administrations with an intention for progressively indicated to the cli-
ent at the purpose point furthermore be naturally overseen with no control by the 
worker. These days, just as obviously a great deal of paid cloud stockpiling admin-
istrations, it is conceivable to discover several cloud stockpiling administrations 
which have free records.
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These free records normally accompany a few restrictions, for example, the mea-
sure of capacity they give or as far as possible on documents clients can transfer. 
Accepting that the outsider cloud stockpiling administrations are “accessible” and 
“dependable” from all perspectives, to choose what the best cloud stockpiling 
administration arrangement is accessible isn’t simple. This is on the grounds that for 
this situation the nature of administration isn’t carefully identified with its amount.

15.8  Discussion

The assessment of safety in multi-cloud conditions be a decent method to determine 
the exhibition and safety measures by the use segments facilitated in numerous 
mists. The safety assessment can be accomplished during the introduction of struc-
ture in this object.

The methodology introduced in the system likewise means to encourage straight-
forwardness and safety mindfulness. Inside the climate from the very beginning to 
end the collaboration among various motors the stage particular capacities. 
Straightforwardness and security mindfulness are essential viewpoints in the secu-
rity. The executives of multi-cloud conditions, because they will assist with guaran-
teeing that events inside the multi-cloud climate be able to resolved. With this, the 
security status of human being segments and the whole multi-cloud climate can 
be known.

The system motors agreeably achieve consistent assessment of security in 
numerous mists given by various CSPs paying little mind to their varieties. The 
functionalities of the various motors contain be deliberately characterized in addi-
tion to chosen in favor of the individual motivation behind safety assessment. 
Merchant lock-in is significant disadvantage in distributed computing climate, this 
can try not to by team up various suppliers.

A few factors are incorporated while teaming up the administrations since free 
suppliers will have various norms and setup and client expects the administrations 
from the cloud all the time (High accessibility). Giving security to the cloud is 
fundamental.

15.9  Conclusion

Cloud storage frameworks have become alluring focuses for digital lawbreakers 
because of the gigantic appropriation of distributed storage by ventures and the 
simplicity of directing these assaults. Cloud storage has been created from a solitary 
cloud to multi-cloud coordinated effort, which represents another test to the security 
of information. These assaults are conceivable because of a few security issues, for 
example, broadened assault surfaces and absence of owing determination by cloud 
clients. We consequently propose a computerized security danger discovery and 
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episode reaction framework as a strong counter-measure next to these safety issues. 
Giving security to the cloud is extremely basic. This chapter studied on quality per-
spective and difficulties in multi-cloud climate, for example, interoperability, secu-
rity, and simplicity of relocation which is a lot vital while working together in 
multi-cloud.
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Chapter 16
Trust Management Framework 
for Handling Security Issues in Multi- 
cloud Environment

S. Prithi, D. Sumathi, T. Poongodi, and P. Suresh

16.1  Introduction to Access Control Methods

Cloud computing technology facilitates users for storing, processing, and managing 
data on a remote server instead of maintaining it in a local server or personal com-
puter. Users can avail the resources on-demand in the form of services. According 
to NIST, cloud computing is defined as a paradigm which enables pervasive, conve-
nient, on-demand access of computing resources with minimum service provider 
interaction or management effort. The service delivery models are mainly catego-
rized into Infrastructure as a Service (IaaS), Software as a service (SaaS), and 
Platform as a Service (PaaS). Although there are various categories of services 
available from numerous cloud vendors, there exists a gap among the stakeholders 
which leads to deliver inappropriate services to the user. A cloud broker could be 
used to enhance the functionalities of the cloud services. And, there are four differ-
ent deployment models available in the cloud environment, namely, private cloud, 
public cloud, hybrid cloud, and community cloud. Security is a major concern now-
adays because the number of users is increasing exponentially. Various techniques 
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are available to provide security including data integrity techniques, access control 
techniques, encryption techniques, etc.

16.1.1  Basic Access Control Models

Access control mechanisms provide security from various threats such as data loss, 
insecure API (Application Programming Interfaces), misuse of cloud services, DoS, 
malicious attacker, etc. The traditional approaches fail in monitoring the operation, 
i.e., user behavior, but the access is guaranteed in the cloud environment [1]. Access 
control mechanism helps in restricting the user access and monitors the logging 
status in the cloud environment. Access control systems are constructed using mod-
els, algorithms, and administrative capabilities. Moreover, every system is designed 
with its own attributes, methods, and capabilities used to restrict the user accessibil-
ity. This model supports to secure data and computation process occurring in the 
cloud environment. Access control decides the user privilege for accessing specific 
set of resources. Access control in cloud performs various actions such as identifica-
tion and authentication before granting resources. There are five primitive access 
control mechanisms that can be applied in the cloud environment that include DAC 
(Discretionary Access Control), MAC (Mandatory Access Control), ABAC 
(Attribute-Based Access Control), RBAC (Role-Based Access Control), and CAAC 
(Context-Aware Access Control). An access control mechanism is designed using 
fine-grained CAAC framework for MongoDB which enhances the data protection 
of NoSQL data store [2]. Several advanced CAAC models are introduced that can 
be employed in cloud computing and IoT environment to manage the sensitive 
information [3].

16.1.2  Trust-Based Access Control Models

Cloud technology is preferably used in several Internet applications by exploiting 
different services that include SaaS, PaaS, and IaaS. Security is a major concern 
since a massive number of users are using cloud and the probability for malicious 
activities is high. Trust-based access model functions based on the behavioral 
parameters of users. The trusted value of a user or cloud service provider is evalu-
ated using different parameters in every trust model. Some of the trust-based access 
models are discussed below:

Agreement-based access model: The trusted value is formed based on the agree-
ments that are exploited by the providers to deliver different services to the users. In 
agreement-based approach, the trust model is implemented to prepare and exchange 
the agreement based on user specifications. The requirements of users from the trust 
module are security, Quality of Service (QoS), etc. However, the agreement could 
be in the form of practice statement (SLA-Service Level Agreement) or service [4].
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Certificate-based access model: In this trust model, the trust value is computed 
based on Trust Tickets (TTs), endorsement keys, and certificates obtained from the 
concerned certificate authority. With the security certificates procured for platform, 
infrastructure, and software services, the trust value can be evaluated. TTs ensure 
the integrity and confidentiality of data that are handled in the cloud computing 
environment [5].

Feedback-based access model: The user’s feedback and opinions are considered 
for calculating the trust value; it can be decided either to trust the service provider 
or not [6]. The feedback can be gathered about QoS and various security parame-
ters. Hence, the cloud users can identify the trust value of a particular service pro-
vider by transmitting the request to a desired provider.

Domain-based access model: The trust value is computed by partitioning the 
cloud into intra-domain and inter-domain trust relationship. In intra-domain trust 
relationship, the trust values are computed based on the transaction occurred among 
entities. The trust value of any entity can be identified either using direct trust table 
or recommended trust value obtained from other entities [7].

Subjective access model: The trust value is calculated by categorizing the trust 
into subgroups such as trust based on execution, code, and authority. The probabi-
listic theory with assigned weights can be used to compute the trust value [8]. The 
final value will be taken by considering the combination of value that is computed 
in each subgroup.

16.2  SLA and Trust Management

An agreement that exists between the Cloud Service Providers (CSP) and the cloud 
users in the form of certain purposes and goals is considered as SLA. In this agree-
ment, the terms and conditions would have been framed on which the services 
would be provided. Through this, transparency could be achieved in terms of 
deployment of services, providing security, resolving issues, and other services. 
From various inferences, it has been observed that SLA could be categorized into 
five types, and they are based on an entity like customer and attributes such as 
service.

• Customer-based SLA: This agreement works for the usage of services employed 
by the users.

• Customer level SLA: It covers the issues associated with the group of spe-
cific users.

• Multilevel SLA: This is framed to focus on the circumstances of several custom-
ers for the same service. It covers SLA of diversified levels.

• Service-based SLA: An agreement that exists between the provider and the user 
based on the service.

• Service-level SLA: Issues that are pertained to a particular service could be 
focused in this SLA.
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16.2.1  SLA in a Multi-Cloud Environment

When it comes to a multi-cloud environment, then the complexity of maintaining 
SLA is a great challenging task. Traditional deployments of cloud computing 
includes various features such as operating system, network connectivity, perfor-
mance, security, and business continuity administration. The main objective of the 
cloud user is to get the service immediately based on the request. The service pro-
vider’s computation includes the failures during the availability of the services that 
arise during the provision of virtual machines, networking, storage, and other ser-
vices. The end user requires to have a complete SLA that covers all infrastructure 
availability between them and the service provider. Running an application in a 
multi-cloud environment obscures the environment, and the cloud SLAs were not 
that complex enough to handle it since there are no common protocols to be fol-
lowed in framing the SLA. The choice of framing the SLA is based on the selection 
of parameters, limitations, and exemptions that are associated with the availability 
of the service and standards.

Nowadays, the cloud service provider deploys the services on multi-cloud mod-
els like cloud service brokerage, hybrid cloud, inter-cloud, coalesced cloud, distrib-
uted cloud, and multi-cloud management framework [9].

16.2.2  Deployment of SLA in Multi-cloud Models

Traditional SLA exists between the CSP and consumer. Usually, the control would 
be with the CSP to ensure that the SLA functions properly for the consumers who 
have availed of the service. The same relationship could be applied to inter-cloud. 
Inter-cloud refers to the availability of more than two clouds. Therefore, the associa-
tion of SLA could be established between the several CSPs as similar to the SLA in 
a single cloud.

16.2.2.1  SLA in the Coalesced Cloud

This works in two cases like peer-to-peer interaction and centralized way. In P2P 
interaction, irrespective of the existence of several CSPs, forming a group must 
agree to certain conditions related to the outsourcing. There might be “n” number of 
CSPs. All must agree on SLA to participate in this group. To provide a service, an 
intermediator has to interact with the cloud user. Hence, there is a need to maintain 
an SLA between the intermediator and cloud user. A centralized cloud federation 
employs a representative or centralized controller who takes the responsibility of 
interacting with the cloud user. In this case, the representative collaborated with all 
CSPs must have SLA. Service level in SLA among the CSPs and the representative 
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are found to be public in the group and it is equivalent. If a user is in demand for a 
service from the coalesced cloud, then there is a need for the establishment of the 
SLA between the user and the coalesced cloud.

16.2.2.2  SLA in the Distributed Cloud

Distributed cloud could be categorized based on the two configurations as per the 
possession of multiple clouds. The distributed cloud model comprises several CSPs 
that are operated by a single CSP as shown in Fig. 16.1. In this case, an SLA has to 
be maintained among the providers as in the centralized cloud coalesced model. The 
distributed cloud differs from the centralized coalesced cloud in its nature as the 
distributed cloud model emphasizes the physically disseminated resources.

16.2.2.3  SLA in the Hybrid Cloud

Hybrid cloud refers to the amalgamation of both public and private cloud. When the 
private CSP needs service, then a request has to be made to the public CSP. In this 
context, an SLA has to function among the private and public CSP. Additionally, 
private cloud users of private cloud could be served based on their needs. To do the 
proper functioning, an implicit formation of an SLA would be done.

16.2.2.4  SLA in Multi-cloud Management Platform (M-CMP)

Cloud resources could be collected from various providers of public clouds, or it 
could be on cloud hosted by the admin in the multi-cloud management. Hosted 
cloud and the multi-cloud organization are managed by the admin employed by the 
multi-cloud management. Therefore, there is no necessity of an SLA among them. 
When the multi-cloud management admin takes the responsibility of managing the 
resources of the public CSP, then SLA is needed. In this scenario, there is no direct 
association among the cloud consumers and the multi-cloud management. However, 
when the M-CMP behaves as the CSP in terms of providing services on the top of 
already existing stack, then there is a need of the establishment of SLA among them.

CSP A

CSP B

Controller
Cloud 
User

Fig. 16.1 SLA in the 
distributed cloud
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16.2.2.5  SLA in Cloud Service Brokerage (CSB)

CSB takes the responsibility of managing the services among the cloud consumers 
and several providers. Initially, CSB must be aware of the services owned by the 
CSP. At this juncture, an SLA is needed to be maintained between the CSB and the 
CSP. At the next level, when the services are provided on demand to the cloud users, 
then an SLA must be established between the CSB and CSP. SLA (CSB, CSPx) 
could be equivalent with the SLA (CSB, CUy). Here CSPx denotes any service pro-
vider and CUy represents any cloud consumer. When looking into the services pro-
vided by the several providers, trustworthiness is a great factor that has attracted 
many researchers and academicians.

16.2.3  Trust Management Methodology

The trustworthiness of the services provided by the provider might vary since they 
adopt diversified network protocols and mechanisms [10]. Determining trustworthi-
ness of multi-cloud service provider is a challenging issue, and it varies from single 
cloud. To implement multi-cloud in a successful way, a strong trust association is 
needed between the entities such as Cloud Providers, CSP, and Cloud Service Users. 
Here, the trustworthiness is examined, retained, and modified and it is disseminated. 
Computation of trustworthiness is done in terms of objective and subjective. 
Objective trustworthiness is linked with security, privacy protection, and Quality of 
Service (QoS). In [11], the trustworthiness is measured based on the QoS metrics 
that are retrieved from an SLA. Certain features like priority, needs, and profile of a 
CSP contribute to the computation of subjective trustworthiness. The next section 
describes the trust management framework that computes the subjective and objec-
tive trust of a CSP. The designed frameworks depend on the Trust Service Provider 
(TSP), spread over the clouds that could generate proof for trust from diversified 
sources. Basically, it gathers the knowledge about the amount of fidelity that CSP 
possesses to the SLA, and in addition, it also collects the feedback provided by the 
various users. Suppose, when there is a need for the CSP to believe in another CSP 
for providing the service in a combined manner, then in that case the selection of 
CSP is based on the services they provide. Hence, certain suggestions or recom-
mendations or reviews could be provided with custom-made needs based on the 
services provided by the CSP. To offer services, TSP must have agreements with 
CSPs for examining their services. There must be cooperation between the TSP and 
CSP through which a reputation could be gained and lead to better recommenda-
tions. Building the trust could be done in two layers in the form of the construction 
of subjective trust model and objective trust model. The objective of the both mod-
els is to determine the trustworthiness, untrustworthiness, and uncertainty values of 
an entity. In [12], trust computations are based on the interaction of one consumer 
locally and also based on the communications done by all consumers globally. 
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Therefore, local trust and global trust is computed. Three scalars such as θ = ({‘S’}, 
{’–S1’}, {‘S–‘S’}) are used to represent the trustworthiness, untrustworthiness, and 
uncertainty. The objective trust comprises local and global objective trust. Similarly, 
the subjective trust comprises the computation of both local and global subjective 
trust. The significance of SLA is seen in evaluating the objective trustworthiness of 
services such as transparency, reliability, availability, customer support, security, 
and privacy. All these attributes contribute toward the evaluation when it is function-
ing based on the SLA between the CSP and cloud user.

Evaluation of local objective trust:
To find out, three factors like satisfied (S), not satisfied (S1), and uncertain (U) are 

used. Considering a session between the provider and the consumer, observations 
are done to record the communication between them, and it is stored in “R.” Assume 
αi,j,k (t) denotes the number of satisfied communications among the provider and 
consumer for each of “k” services. Let βi,j,k (t) refers to the number of unsatisfied 
communications that are obtained, and γi,j,k (t) denotes the communications that are 
found to be uncertain. The metrics are used to evaluate for a complete session 
between the provider and the consumer.

αi,j,k (t) = βi,j,k (t) = γi,j,k (t) =0 denotes that there is no interaction.
The local objective trust (L.Ti,j,k) is computed by summing the probabilities of all 

events that occurred during the interactions.

 L Ti j k i j k i j k i j k. , ,, , , , , , , ,= ( ) ( ) ( ){ }lom lom lomα β γ  

The global objective trust is computed by aggregating the trust values from the 
provider. For example, to compute the global objective trust (Gj) = {gomj (S), gomj 
(S1), gomj (U)}. This is computed for all users who interact with the service provid-
ers for obtaining a service.

Computation of subjective trust based on the feedback: A threshold value is fixed 
for computing the local subjective trust. Feedbacks are obtained from the consum-
ers and based on their rating; it is computed.
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This is used to compute the local subjective trust.
Global subjective trust: It is computed by evaluating trusts computed by the users 

for a specific provider.
G.S.Tj = {gsmi (S), gsmi (S1), gsmi (U)} denotes the summation of the global 

subjective probabilities for trustworthiness, untrustworthiness, and uncertainty. It is 
computed for all users’ feedback.

To handle the multi-cloud applications, security SLA is taken into consideration 
since multi-cloud is more prone to security issues [13, 14].
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16.2.4  Security SLA in Multi-cloud

Designing of security SLA is based on the deployment of components and relation-
ships among the components and resources that are in usage. During the functioning 
of the multi-cloud, a detailed evaluation of diversified monitoring tools [15] associ-
ated with the security for collecting the measurements of particular parameters that 
are related with the group of security Service Level Objectives (SLOs) is done. All 
these metrics have been mentioned in the Security SLA as mentioned in SPECS [16, 
17]. This section describes about a framework that has been intended to improve 
multi-cloud applications with the help of security-by-design methodology. This is 
made possible by considering the account security problems at the initial phase. The 
MUSA framework [18] worked with the help of group of components that execute 
individually. Components communicate while the deployment of multi-cloud appli-
cation is executed. Components thus deployed make use of SaaS (Software as a 
Service) cloud services and/or are hosted by IaaS (Infrastructure as a Service) cloud 
services. Service Level Objectives (SLOs) would be in the security SLA. SLO refers 
to the contributions that could be assessable by the customers. The MUSA develop-
ment framework is intended to aid in terms of security SLAs that are pertained to 
each component that exists in the multi-cloud. All those Security SLAs are then 
stored in a location for performing the verification of the SLOs that are related to the 
multi-cloud application.

Security SLA: To denote security in SLA, certain SLA format has been sug-
gested as per the WS-agreement standard. A few concepts oriented with security 
have been embedded in SLA. They are as follows:

Security metrics: These are used to evaluate the security levels of services that 
are offered by the providers.

Security capabilities: Security mechanism that has been implemented on the tar-
get service.

SLOs: This refers to the constraints that are communicated based on the security 
metrics. This denotes the phases of security that must be valued based on the SLA.

The MUSA framework performs the tasks as described below:

 1. Application Modelling: This is the first phase as it is used to specify the Cloud 
Provider Independent Model (CPIM), an activity aided by the Modeller.

 2. Continuous Risk Assessment: The choice of security controls and metrics is 
done through this activity. This action is specified in the Security SLA and man-
aged at the execution time.

It supports in choosing security controls and metrics which are granted and 
controlled in the Security SLA at execution time.

 3. Choosing the cloud services: A tool, namely, MUSA Decision Support Tool 
(DST), is used to identify the proper cloud service that suits with the correspond-
ing security needs of the application components.

 4. SLA template construction: An automatic creation of the security SLA template 
is done.
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 5. Planning for the implementation: All the templates are stored in the repository 
for further process. These Security SLAs are extracted and used during the con-
struction of deploying the multi-cloud.

 6. Collected Security SLA generation: The Security SLAs thus stored are com-
bined and collected for the complete application.

 7. Final execution: The plan that has been already devised is executed. During the 
execution, it checks for the facility, configuration of resources, its deployment, 
and as well as the MUSA agents that are needed in the plan.

 8. Frequent monitoring: As soon as the deployment is completed, the metrics on the 
multi-cloud are regularly monitored. Through this regular inspection, there 
might be a chance of raising an alarm during any mishaps.

 9. Implementation of security controls: Responsive measures are raised in effect to 
the mishaps, and moreover, the dynamic administration of MUSA security appli-
cation agents is also supported through this activity.

Throughout this framework, it has been designed in such a way that activities 
such as application modelling, frequently assessing the risk, and selecting the cloud 
service perform in the iteration basis. It would be easy to check the security needs 
in the corresponding application that are not probably addressed with the security 
controls provided by the services.

16.3  Security Framework for Multi-cloud

In the early days of the public cloud, businesses used one cloud to meet all of their 
digital infrastructure needs. Today, many companies rely on multiple cloud strate-
gies. These methods use multiple cloud service providers to provide the society with 
a variety of options and capabilities to choose from. Another major consideration is 
the need to protect various cloud providers, in other words. The right security frame-
work will protect your business and allow it to maximize the total value of a multi- 
cloud environment. Multiple cloud security is a comprehensive cloud security 
solution that protects and blocks business and customer data, goods, and applica-
tions from advanced security threats and cyber-attacks on multi-cloud infrastructure 
and environments.

16.3.1  Shift from Single Cloud to Multi-cloud

The cloud computing usage has been quietly increased in several enterprises. Cloud 
computing affords a lot of advantages in terms of low cost and data access. The key 
factor in cloud computing environment is considered in the perspective of security, 
because users frequently cache sensible information from cloud storage providers; 
however the providers may be unreliable. Handling with “single cloud” providers 
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are expected to be less attractive to customers due to the risk of failure to access 
services and the potential for intruders within a single cloud. Bowers et al. [19] have 
shown that more than 80% of company executives “fear security threats and loss of 
control over data and systems.” A step towards “multi-clouds,” or “inter-clouds” or 
“cloud-of-clouds,” came into existence in recent years. The assumptions given by 
Vukolic [20] to move into multi-cloud are to strengthen the features of single cloud 
by spreading trust, reliability, and security among many cloud providers.

According to the predictions of Gartner, by 2021, around 75% of medium-sized 
enterprises and large organizations would adopt multi-cloud or hybrid cloud strat-
egy. In another survey of public cloud users done by Gartner, 81% of interviewees 
use two or more providers. The reason why most organizations establish a multi- 
cloud strategy is to evade vendor lock-in or to benefit from best-of-breed solutions. 
Gartner further predicts that by 2023 half of the public cloud users will be governed 
by 10 biggest public cloud providers.

16.3.1.1  Single Cloud: Security Limitations

The security issues related to data storage in the cloud are still the first obstacle to 
acquire cloud computing from state-owned companies and organizations. Moreover, 
security concerns cannot be avoided on a cloud computing to achieve the required 
level of maturity, for the forthcoming generation of IT. It is the main function of 
cloud services to guarantee data integrity and to deliver privacy for the storage of 
data in the cloud; nevertheless the providers don’t have control over the stored data 
in the data centers. In this section, about few limitations of security of single cloud 
are discussed.

Integrity of Data

Data integrity is a significant issue related to cloud security issues. Data transferred 
among the client and cloud providers may be corrupted or lost. For an instance, in 
October 2009, the Sidekick user data such as contact references, calendars, and 
photos were lost due to malfunctioning of server in Danger (Microsoft) database; 
within one-year Microsoft has been perceived that most of the missing information 
cannot be found [21]. As another example, in January 2009, Magnolia servers suf-
fered entirely from data loss due to complete failure; the loss of half a terabyte of 
data has made the recovery process impossible, ended up the site dead [22].

Confidentiality and Privacy of Data

Protecting sensitive data such as banking details or documents related to health care 
should be among the most important things for cloud providers such as either inter-
nal (malicious administrators working for Cloud Service) or external attacks. 

S. Prithi et al.



297

Various cloud providers adopt a variety of technologies to solve data privacy issues, 
but a customized cloud environment makes traditional methods unstable in dealing 
with privacy risks, and the exploitation of different encryption methods is still lim-
ited. Garfinkel [23] provides an example of privacy loss such as an Amazon Cloud 
service, and it [24] shows that by simply identifying the Amazon account password, 
access to the total account settings and resources is possible.

Data Availability

Cloud computing is a ubiquitous technology that motivates customers to migrate to 
cloud service due to high availability of services, data, and applications. If data is 
placed on a single cloud provider and not considering a solution for storing data in 
the same platform or location, this may increase the risk of downtime and affect 
customers who may be trapped for several hours without any access to the data. 
Amazon [25] insists in its agreement that the service can be reduced at any time.

16.3.1.2  Single Cloud Homomorphic Encryption

Cloud providers use conventional methods to protect the customer’s data by encrypt-
ing the data before sending it to cloud. So whenever a client needs to process its 
data, the cloud provider wants a decryption key. Indeed, it is not possible to accom-
plish any processing of encrypted data without decryption. As a result, the cloud 
provider handles all the specific details.

Homomorphic encryption systems are utilized to accomplish operations on 
encrypted data without using a secret key, i.e., without encryption, and the client is 
the unique owner of the secret key [25]. Encryption is a function, if: from Enc (a) 
and Enc (b) it is possible to calculate Enc (f (a, b)), where f can be +, × , ⨁ without 
using the private key. The homomorphic encryption can be grouped into two types, 
namely, additive homomorphic encryption and multiplicative homomorphic encryp-
tion. Pailler and Goldwasser-Micalli cryptosystem are known as additive homomor-
phic encryption where addition is applied on raw data. RSA and E1 Gamal 
cryptosystems are the multiplicative homomorphic encryption where products are 
applied on raw data. Some of the limitations of homomorphic encryption system are 
slow in moving, large encrypted text, limited bandwidth, and the size of the cipher-
text depends on the ISP. Because it has provided its IT management to the Cloud 
Provider, the secret key used to encrypt the data held by the cloud provider is lost; 
only the encrypted data can be retrieved, so it cannot be used again.
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16.3.1.3  Security Mechanism in Multi-cloud

With the limitations discussed earlier with single cloud security issues, cloud com-
puting should not be limited to a single cloud as well as the sensitive data should not 
be assigned to a single cloud and should ignore relying on single cloud provider. So, 
cloud computing has moved from single cloud to multi-clouds, inter-clouds, or 
cloud of clouds that has the responsibility to achieve the data security.

A reliable shared storage using a Byzantine Fault Tolerance (BFT) strategic set 
was proposed by Vukolic for use on multi-clouds. Many recent studies in this par-
ticular domain have created inter-cloud protocols. RACS (Redundant Array of 
Cloud Storage), for example, uses RAID-like techniques that are widely used for 
disks and file systems, but for multi-cloud storage. Abu-Libdeh et al. [21] consider 
that to prevent “vender lock-in,” distributing user data between multiple clouds is a 
useful solution. Moreover, the repetition reduces the cost of switching providers and 
provides better tolerance for errors. Hence, storage load will be distributed among 
multiple providers thanks to the RACS representative. HAIL (High Availability and 
Integrity Layer) is a protocol that controls and manages multiple clouds. HAIL is a 
distributed cryptographic system that robustly ensures the client’s stored data is 
integral and retrievable. HAIL offers a software layer which addresses availability 
and integrity of the stored data in an inter-cloud.

Bessani et al. [26] proposed DepSky a virtual storage system for the integration 
of several clouds to construct a cloud of clouds. And, DepSky enhances the avail-
ability, integrity, and confidentiality of information that are maintained in cloud 
through encryption, encoding, and data retrieval. This allows to reduce the restric-
tions of individual clouds using a number of reliability and security measures. The 
DepSky system confirms the availability and confidentiality of data stored on vari-
ous cloud providers through multiple clouds architecture and integration of the byz-
antine algorithm by fault tolerance, private sharing, and eradication cryptographic 
codes. DepSky architecture comprises four clouds, and each cloud maintains its 
own interface.

16.3.2  Cyber Security Framework

The Cyber Security Framework (CSF) contains regulations, policies, and best prac-
tices for managing cyber security-related risks. Irrespective of the nature of the 
organization or its purpose, functions, enforcement measures, obligations, and pur-
poses related with ensuring a strong security stand can be made and discussed using 
CSF. This empowers security management more convenient and enables the sharing 
of better information. This framework has a strategic, malleable, and affordable 
approach for promoting the protection and flexibility of critical infrastructure and 
other important sectors of the economy and national security.
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16.3.2.1  Cyber Security Challenges: Multi-cloud Environment

Organizations face high-risk or critical business plans that are held in a data center 
and transfer the low risk to the cloud to become enlightened with the cloud. With all 
the requirements for compliance and safety and control for all cloud providers, it 
has led to many other security concerns. The following challenges that have to be 
taken care of when designing cloud or hybrid environmental security are depicted in 
Fig. 16.2.

 1. Lack of visibility in security posture: As the load (s) of your work (s) are dis-
tributed across the cloud, the security status as an organization will not be 
reflected. Security will depend on CSP tools and technologies that can be 
exploited and integrated with it.

 2. Agreement on organization policies and regulatory requirements: It becomes 
more and more tough as the number of players in the security area increases. 
Translation of organization’s security policies into multiple and diverse retailer 
technical areas can be an overwhelming assignment for security professionals. 
Compliance testing in accordance with legal requirements will be another area 
where the evaluation and visibility of reports depends on the CSP.

 3. Shadow: The significant advantages of cloud services are the rapid deployment 
of virtual machines, storage, and applications. This advantage is also the reason 

Fig. 16.2 Cyber security challenges in multi-cloud
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for the rapid growth of IT shadow. To be more productive, business units and 
individuals can make their own purchasing decisions without IT involvement, 
which has led to the existence of data assets outside of IT control. This creates 
the problem of protecting data assets, applying policies and procedures to main-
tain the security status of organizations.

 4. Decentralized information and Distributed Security Controls: For every 
CSP there are own security tools/technologies available for efficient and effec-
tive use of their platform. This turns out a challenge for security groups as com-
bining all these tools and gaining a balanced view of risk, implementation of 
policy, and threat to security becomes a challenge. This also contributes to the 
efficiency and effectiveness of security professionals as they are unable to per-
form multiple tasks and require to obtain the ability to observe and accomplish 
different tools for the same task. Security technologies deployed in many cloud 
environments required to allocate threat intelligence to stop the onset of murder-
ous chains, as security logs will be produced in many cloud locations in a variety 
of ways. To find these logs in the central point of describing the merger, to per-
form the analysis is not possible but difficult if the holding structures of the CSPs 
are geographically different.

 5. Handling identities among clouds: The challenge includes timely management 
and security of provision and reduction of users. The challenge could be an in- 
house IDAM solution that cannot be expanded or needs to be significantly 
improved to provide a federated IAM. Security experts often have the challenge 
of empowering users to navigate around the environment while maintaining 
appropriate safety standards – or more importantly, ensuring a consistent and 
secure management policy between multiple cloud services and pre-built 
applications.

 6. Compliance audits and risk assessments: From a business perspective “Safety” 
is about risk management. In the event of a cloudy environment, the integration 
of tools such as Identity Access Management and encryption could present addi-
tional risks. Managing and maintaining inventory details and defining business 
priorities becomes more complicated, and this can interfere with risk manage-
ment. Moreover, the GRC team needs to spend a lot of time and effort in gaining 
an integrated view of the risks throughout the distributed area.

16.3.2.2  Ways to Handle Challenges in Multi-cloud Environment

The cloud security architecture is designed by considering to protect users, maintain 
data, and better communicate with compliance requirements. As well as consistent 
security should be there for all the components in a multi-cloud environment. Other 
cloud security considerations such as data encryption, secure communication links 
and handling encryption keys and certificates are the entities that have to be taken 
into consideration.
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 1. Legitimate Involvement: To start any cloud migration project, it is necessary to 
install a legal team to verify CSP contracts. In the event of a multi-cloud environ-
ment, the result of comparisons among several CSP contracts can be used to 
determine which workload can be held in place. These contracts make way to an 
important input into how the event would be handled and how data breaches in a 
multi-agreement environment. What could be shared, when, and how required 
incident management data and pre-investigation would be provided.

 2. Visibility: The most important aspect is being able to access and visualize the 
resources and services for cloud service providers. However, security profes-
sionals need a single dashboard framework that could provide them an under-
standing of what resources are being used and how services are related. To avoid 
the problem of shadow IT, it needs to create business rules; these rules can define 
which users can provide services and what types of resources can be provided. 
Role-Based Access Control (RBAC) is critical to provide the right level of access 
to the right users to perform their tasks and at the same time maintain the need to 
know the principle of access provision. Determining the appearance of an attack 
is not targeted at the location, and how that will be dealt with is another impor-
tant point that needs to be considered, e.g., DDoS attacks or viruses on shared 
infrastructure.

 3. Availability of Data: These days most cloud service providers offer carriers so 
you can transfer workloads to another cloud service provider. Though it is very 
easy to transfer virtual machines, when it comes to transferring data sets, it is not 
so easy so make sure that data backup is automatic and data recovery is checked 
so that in the event of a disaster or if there is a need to switch to another service 
provider, information will be available.

 4. Centralized Monitoring, Management, and Orchestration: Obtaining a sin-
gle dashboard view with a safety profile is essential. Safety logs from all areas 
should be collected and processed in one place so that the same process can be 
used to analyze and give priority to events. This improvises the efficiency of the 
sacred security professionals. Safety tools and technologies used in the right 
place will be able to manage from the centralized management console. This will 
help to manage the same rules and policies that apply to tools in all areas. All 
security items including tools, technology, policies, and configurations should be 
handled and handled in the middle. This will ensure that even though different 
CSPs may have different vendors, you will still be able to have consistent safety 
and security policies.

 5. Identity and Access Management: Security architect should not create differ-
ent identity silos by offering cloud deployment. And, each cloud deployment 
may have different accounts within each provider and application. To solve this 
problem, organization should look at a private Identity and Access Management 
(IDAM) service that has the ability to manage the access of all users and authen-
ticate before they can access any applications in the multi-cloud environment. 
This may include using a trade union guide and applying an integrated solution 
(SAML-based) to customers and other third-party users such as partners. This 
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will help the organization to easily and securely access data and applications 
installed on multiple CSPs with a single login.

16.3.3  Security Controls in Multi-cloud

Cloud security is a completely new ballgame, with a completely new risk. In order 
to secure the data, and relevant information to the new environment, there are two 
steps to be taken. The first step is to ensure that promising solutions in the cloud 
environment have appropriate security capabilities, and next to ensure that the cloud 
solutions are companionable with security deployed on a distributed network. The 
truth is, mishandling the cloud security controls can leave the type of space cyber 
criminals are waiting for. In reality, Gartner predicts that 99% of all cloud security 
incidents will be because of the device misconfigurations done by customers. The 
five indispensable features to address when deploying cloud security controls are 
discussed below.

 1. Centralized visibility of the cloud infrastructure: The essentials of cloud 
security management include moderate visibility in security policies, configura-
tion settings, and user activity, and in addition, potential risks hidden in online 
data stores. It highly reduces the security risk for cloud security due to poor 
maintenance, or by losing an amazing job that could indicate an attack. The main 
challenge falls on the various clouds who offer variations in configuration set-
tings and the choice of these settings by developers who don’t have knowledge 
about security. Getting visibility in all conditions and clouds is no easy task. To 
reduce these types of risks, security teams need moderate visibility in cloud 
infrastructure. Cloud workload protection tools (CWP) can be used which 
strongly integrates cloud management and security systems. These tools provide 
security team the facility to monitor and assess the configuration status of current 
services, along with the overall security posture of the cloud environment. 
Automated configuration monitoring allows IT teams to identify and quickly 
respond to security misconfigurations, thus bolstering security while shortening 
the time it takes to implement fixes.

 2. Cloud management and security system integration: Cloud computing 
depends on a shared sharing model, where the customer and public cloud vendor 
control the security settings. Visibility in cloud-safe environment requires a close 
connection between CWP solution and the basic cloud environment. This means 
the integration of the API level with tools such as Amazon Inspector and VPC 
Flow logs and GuardDuty for AWS; Stack Event and Flow Drivers for Google 
Cloud Platform; and the Azure Safety Center. SaaS customers may also need a 
cloud access security broker (CASB) solution that integrates seamlessly with the 
SaaS service to identify risks and set up problems specific to SaaS deployment.

 3. Protection of web application layer in integration with machine learning 
and AI: Cloud providers only take responsibility for infrastructure. To better 
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fulfill their role in the shared commitment model, the organizations requisite to 
strengthen the security of web applications with web application firewalls. Apps 
threat detection is different when applications run in the cloud rather than on the 
premises. Here the discovery of the threat requests to happen within the app’s 
content, and not on the traffic. The only way to use the power of a computer with 
the speed of artificial intelligence is to protect modern cloud-based systems. 
Machine learning can help to identify the type of user behavior and application 
behavior that indicates a problem and may apply security measures in ways that 
no human-enabled method can match quickly or accurately.

 4. Security Automation: Provided the gap in cyber security capabilities, the pres-
ent condition of the cybersecurity sector is not enough to meet all the business 
needs of the twenty-first century. Cybersecurity professionals are in high demand, 
and DevOps and security teams have a gap in skills that end businesses at risk of 
various threats. Until the organization is able to meet the needs of the business 
and the demands of greater and more talented business, security designers are 
motivated to support organizations to carry out their security functions where 
possible. Another method currently in use includes plugins that bring forth 
administrators more visibility in multi-vendor ecosystems, allowing for automa-
tion and simplified management. When app changes occur, IT and DevOps 
teams retain without updating their security policies every time app attri-
butes change.

 5. Threat Intelligence Feeds: When the cloud environment becomes more com-
plex – the result of a merchant spread happens when multiple providers with 
various security platforms are used and become more vulnerable to threat. Cloud 
security comes with a complete solution that puts under one umbrella where all 
the cloud service employs  the organization. However, a good solution should 
include a powerful intelligence feed that incorporates in-depth expertise on 
global and domestic security issues. When selecting cloud security controls, look 
for suppliers whose solutions provide data gathered from the sensors.

16.4  Research Challenges

Maintaining an SLA is a complex task since many applications move into the cloud. 
The environment is dynamic since applications might possess their own needs and 
it is also not possible to plan in advance and accurately in delivering the services 
needed in each environment. Monitoring QoS and application-level monitoring is 
also trivial. There are more opportunities for the multi-cloud application to inherit 
the vulnerabilities from the place where it is combined. This is found to be a more 
common issue that has to be resolved in the architectural level. Maintaining a stan-
dard security methodology in the cross-environment is too complex, and it seems to 
be more complex when the provider is not able to assist you technically during the 
issue of the service.
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16.4.1  Authentication

Companies and organizations must impose on multiple layers of authentication to 
each cloud service which stores sensitive data along with access control and identity 
management. Multi-factor authentication (MFA) tools have to be utilized which 
need secondary verification either through email, SMS, or key generator. This is a 
big research challenge for the companies, and furthermore risk-based solutions 
yield various risk factors such as position, behavior, or authorizations into account.

16.4.2  Compliance

There seem to be multi-cloud environments that interact with business data which 
becomes difficult to guarantee whether sensitive data is labelled and secured prop-
erly. There are multiple metropolises that maintain precise guidelines which con-
cern security compliance and data privacy. It is the responsibility of the organization 
to ensure that all sensitive information is compliant in each and every place they 
organize business.

16.4.3  Vulnerability Management

There needs to be frequent scanning and testing to check vulnerability in the appli-
cations and networks. Besides the customary vulnerability scanners, the organiza-
tion must exploit threat intelligence software to ascertain the security in cloud 
resources from the utmost progressive threats on the Internet.

16.5  Conclusion

This chapter provides an overview of the access control mechanisms that exist in the 
multi-cloud environment. Apart from these models, it also highlights the signifi-
cance of SLA in multi-cloud. Later, the multi-cloud that has been formed through 
the interaction of service providers is prone to security issues during the service 
provisioning. Hence, this chapter also addresses the importance of trust that has to 
be integrated with SLA for providing an uninterruptable service to the consumers. 
The deployment and need of security in SLA have been described in the perception 
of a framework. Finally, the issues that could arise due to the deployment of multi- 
cloud have also been discussed.
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Chapter 17
Intelligent Workflow Adaptation 
in Cognitive Enterprise: Design 
and Techniques

Arunkumar Panneerselvam 

17.1  Evolution of Cognitive Computing 
and Cognitive Enterprise

17.1.1  Introduction

Digital revolutions have changed the way of doing business, and the operations and 
processes of the enterprises adapt to the advent of the technologies. Artificial 
Intelligence-supported supply chain management systems, customer relationship 
management, and marketing management are transforming the business organiza-
tion into cognitive enterprises. Cognitive enterprise adapts a set of emerging tech-
nologies in all its applications. The technologies include Artificial Intelligence, 
machine learning approaches, natural language processing, big data analytics, and 
much more. Cognitive skills are learnt and adapted by the systems and applications 
of the cognitive enterprise. When speaking about automation of business systems, it 
is inevitable to discuss about the workflows.

Workflows are automated set of tasks or business operations that happen in 
sequence to attain a business need. Workflows in general do not have the properties 
of learning, but they can be made to learn, adapt, and make decisions by incorporat-
ing the machine learning techniques, and such workflows termed as intelligent 
workflows are the key building block in building cognitive enterprise.

Intelligent workflows transform the business process to new heights, and they 
build value to the business. Bringing better customer experiences by personaliza-
tion, reducing the operational time, and leveraging the enterprise-wide information 
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and empowering end-to-end business operations are the key features of intelligent 
workflows.

As the business organizations handle more data from different distributed sys-
tems such as customer relationship management, enterprise resource planning, sup-
ply chain management, and many more, it requires suitable platforms such as cloud 
to process, store, and make analytics over the huge data. Cognitive enterprise appli-
cations are more cloud centric. Workflow management systems and applications 
collect data from different vendors, customers, and other business units which host 
the data in multi-cloud environment.

Designing of intelligent workflows, tools, and processes for intelligent workflow 
management is the key concern for cognitive enterprises. This chapter will give the 
understanding of the cognitive enterprise and its structure, intelligent workflows 
overview, components and building techniques, and challenges in implementing 
intelligent workflows in multi-cloud environment.

17.1.2  Cognitive Transformation

The business enterprises worldwide during the past decades are constantly undergo-
ing reformation in its way of doing businesses due to advancements in the technolo-
gies. While the technological adaptations are inherited by the business organizations, 
it paves way for the incredible transformations in customer experiences and 
employee-centric activities. As a result, the business owners gain high returns and 
are able to lead their organization to greater heights.

The term “cognitive” relates to “cognition” which means gathering information 
and gaining knowledge with the help of thought, sense, and decisively the experi-
ences. The cognitive action of the human brain can be imitated in machines such as 
computers for better decision-making process, and thus cognitive computing 
evolves.

Though there is no established standard definition for cognitive computing, the 
cognitive computing consortium which aims at developing cognitive computing 
community defines cognitive computing as “Cognitive computing makes a new 
class of problems computable. It addresses complex situations that are characterised 
by ambiguity and uncertainty; in other words it handles human kinds of problems” 
[1]. Building computing models that exactly represent the human thought process to 
solve complex problems that are ambiguous and uncertain in nature is the key of 
cognitive computing.

Convergence of technologies is inevitable in the growing intelligent era. Business 
processes are changing rapidly by adapting new technologies. Digital enterprises 
are now transforming as cognitive enterprises. The technologies such as Artificial 
Intelligence, machine learning, big data, and cloud work together to build a cogni-
tive enterprise.
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Cognitive enterprises can be termed as reinvented business enterprises with the 
adoption of cognitive computing. The adoption of cognitive technologies at all lev-
els of business leads to the rise of cognitive enterprise. Technologies such as 
Artificial Intelligence (AI), machine learning, big data, natural language processing, 
Internet of Things (IoT), block chain, and cloud converge to form a cognitive enter-
prise. Cognitive business can evolutionarily scale by learning and adaption without 
much human interaction.

A business deals with lot of data and information that is gathered throughout all 
the business process at enterprise level. This gathered data is an asset to an organiza-
tion from which valuable insights and decisions can be made that raise the business 
to higher levels. Cognitive technology applications in business change the business 
process to a smarter way with rich customer and employee experiences. The steps 
for transformation of digital business to cognitive business are depicted in Fig. 17.1.

17.1.3  Cognitive Skills Necessary for Cognitive 
Enterprise Applications

Enterprise cognitive computing applications refer to leveraging the cognitive com-
puting capabilities into software systems that drive the business processes. 
According to the cognitive computing consortium the cognitive systems should 
contain the following properties [1]:

• Adaptive, which refers to the capability to learn continuously
• Interactive, the ability to interact with external systems and people
• Iterative and stateful, capability to get complete input from the user and remem-

bering previous interactions
• Contextual, ability to recognize the contextual factors such as time, profiles, 

preferences, location, tasks, and processes

Fig. 17.1 Steps for transforming the existing business process to cognitive model
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The three important aspects of cognitive applications are the cognitive modelling 
which provides best solutions for the unanticipated complex business problems by 
continuous learning and adaption. Second, decision support with better confidence 
score and third is the invention of unknown insights from data which cannot be even 
discovered by the human experts.

17.1.4  Value Additions for Stakeholders 
from Cognitive Enterprise

The cognitive computing paradigm attracted most of the world business organiza-
tions, and reinvention of digital enterprise to cognitive enterprise surprises the 
stakeholders with remarkable benefits. The value additions such as Operational 
Excellence, Personalized Customer Experiences by recommending best products 
and services, and enhancing the level of employees are the key benefits that a cogni-
tive enterprise achieves [2].

Case Study: IBM Watson
IBM Watson is a question-answering computing system built with cognitive capa-
bilities. IBM’s DeepQA project was developed by the research team of IBM led by 
David Ferrucci. It gained importance when the Watson won the famous quiz show 
jeopardy champions. From then IBM’s Watson has been adapted by several compa-
nies for the services in healthcare, technical assistance, weather forecasting, fash-
ion, and advertising.

17.2  Workflow Automation and Current Approaches

17.2.1  Workflows an Overview

A workflow is an orchestration of set of activities that follows a particular pattern. 
The workflows take input, process it, and produce the output. The workflows 
employed in business organization systematically map the resources into processes 
and provide services. Business workflows automate the business process without 
much human interventions. Workflows serve as an important tool in managing busi-
ness process, its supervision, and control. Fig. 17.2 represents a sample workflow of 
the healthcare management system.

Automating the workflows of a business provides tangible and intangible bene-
fits of various functional areas of business such as sales and marketing, customer 
and supplier management, project management and operations, etc.
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17.2.2  Current Context of Business Workflows

Workflow automations have reached a matured state in the recent past. The enter-
prises today with less human interventions are able to design, automate tasks and 
processes, and can complete the business activities. Workflow management tools 
automate the business process by providing interfaces, business rule applications, 
and monitoring capabilities.

The workflow, whether it is simple or complex, can be automated to perform the 
sequence of business task. The automated workflows increase the productivity and 
efficiency of an enterprise. It gives accuracy in performing the various business 
processes with accountability.

Workflow automation has been adapted extensively in sectors such as Information 
Technology and Information Technology Enabled services, Banking and Financial, 
Production, Marketing, Sales, and Human Resource Organizations.

Even though the workflows management was automated, still there is a gap in 
providing intelligent capabilities to the workflows employed in business. Cognitive 
workflows are essential for cognitive enterprises.

Fig. 17.2 Sample workflow representation of healthcare management system
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17.2.3  Tools and Processes for Automated Workflow 
Management System

Workflow management system is a collection of tools that helps in creating, design-
ing, managing, and executing workflows in a business. It allows the users to auto-
mate the tasks to be executed in sequence. It streamlines the activities of business 
process by automating the tasks, processes, and services. There are several auto-
mated workflow management software available in the market. A good workflow 
automation application will contain the following features:

 1. A simple to use workflow designer that can even be used by users with less pro-
gram knowledge.

 2. GUI-based workflow designer which facilitates exact representation in design-
ing is the one which is processed and executed.

 3. Easy to integrate with other applications and distributed networks such as cloud.
 4. Sophisticated reports and data protection facility.
 5. Able to procure with less cost and yet containing powerful features.
 6. Supports cross platforms.
 7. Mature enough to learn adapt and scale.

The workflow management system should support any kind of workflow catego-
ries. The workflows used in organizations may be ad hoc which need not contain 
sequence of tasks and are often executed with a human intervention. On the other 
hand, collaborative workflows build with high business value, and sophisticated 
orchestration is used in business. Production workflows are workflows which auto-
mate the core activities of a company. Administrative workflow tasks are often 
repetitive and pre-determined. An automated workflow management system should 
be flexible and rich enough to handle all kinds of workflows in business sectors.

The workflow management coalition which defines standards for workflow man-
agement systems contributed the workflow reference model which clearly depicts 
the essential components and interfaces required for a workflow system as repre-
sented in Fig. 17.3 [3].

The workflow reference architecture depicted in Fig. 17.3 is a general architec-
ture, and when it comes to cognitive computing and cloud-based working environ-
ment, several reinventions are necessary for the workflow architecture so that the 
workflows are more adaptive and intelligent.

17.2.4  Workflows and Multi-cloud Environment

Most of the enterprise applications are migrated to cloud platforms. Business enter-
prises operations are now transformed to service-based distributed environment 
such as cloud. Cloud service offerings are often attracting the business owners 
because of reduction in investment on Information Technology infrastructure. 
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Cloud-based offerings range from simple data retrieval process to leveraging of 
Artificial Intelligence (AI) capabilities for the high-end businesses.

Cloud-based workflow management systems are preferred by modern businesses 
for the following features:

 1. Reduction in operational cost of developing or procuring legacy workflow man-
agement system

 2. Scalability of the resources required to execute the workflows
 3. Cost-effective pricing models
 4. Efficient and anywhere use and access model
 5. Options to customize workflows as per the changing needs
 6. Collaborative and reliable access
 7. Availability of intelligent capability which can be integrated in the workflows

It is worth to note most of the workflow management services offering compa-
nies are only cloud based.

17.2.4.1  Multi-cloud: An Overview

Cloud computing model refers to ubiquitous distributed computing environment 
which is elastic in nature and provides on demand self-services to the cloud users. 
The paradigm shift happened two decades ago when cloud gained its importance in 
business sectors. Cloud providers emerged with all sort of business services as 
cloud offerings which attracted the business people. Basically, cloud provides three 
important service models such as Software-as-a-Service (SaaS), Infrastructure-as- 
a-Service (IaaS), and Platform-as-a-Service (PaaS). Advancement in cloud  
gives rise to lot more service models such as Analytics-as-a-Service and 

Fig. 17.3 Workflow reference architecture components and interfaces [3]
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Workflows-as-a-Service. As more and more business offerings are available in 
cloud, a dramatic shift in way of doing business evolved. The information technol-
ogy infrastructure required for the business organizations is provided by the cloud 
service providers with nominal subscriptions.

Cloud deployment models are categorized into Public Cloud, Private Cloud, and 
Hybrid Cloud. Business enterprises depending on their business needs selected the 
appropriate cloud model for their operations. Most of the business owners utilized 
public cloud for common business process and private cloud for sensitive business 
process as a hybrid model. As more cloud providers emerged with variety of busi-
ness service offerings, the business naturally had a choice to choose the best ser-
vices from different cloud service providers, and thus multi-cloud usage got started 
with the business community.

The use of multiple cloud services in a single heterogeneous build is termed as 
multi-cloud. Fig. 17.4 illustrates the concept of multi-cloud. A business enterprise 
leverages different services from three popular cloud service providers.

Although the multi-cloud strategy benefits organizations in choosing the best 
available services from cloud service providers, when it comes to implementation 
of intelligent workflows, there are several challenges to be addressed.

Case Study: AWS – Simple Workflow Service
Amazon is the pioneer in commercial cloud service offerings. AWS  – Simple 
Workflow Service (SWF) is the cloud workflow service for amazons cloud applica-
tions such as Amazon Cloud Search, Amazon Simple Queue Services (SQS), 
Amazon Simple Notification Services (SNS), Amazon Simple Email services 
(SES), and Amazon SWF. Amazon provides the SWF services for its diverse cus-
tomers ranging from small to large business users who use the Amazon service 
offerings.

Fig. 17.4 Multi-cloud illustration
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17.3  Intelligent Workflow Approaches 
for Cognitive Enterprise

17.3.1  Intelligent Workflows with Intelligent Agents

The rise of Artificial Intelligence and machine learning techniques transformed the 
digital business to cognitive business. The cognitive skills represented by the human 
brains are now modelled within the software and hardware applications. Traditional 
workflows employed by the business community are not adaptable and have no 
learning capabilities. Workflows when reinvented with cognitive skills become 
intelligent enough to make better decisions in automated way while executing the 
business process in cognitive enterprises.

 The important difference between a conventional workflow and the intelligent 
workflows is that in the conventional workflows the workflow tasks to be executed 
in sequence or pre-built and the workflows will be executed in that sequence only, 
whereas in the intelligent workflows the next task to be executed is determined the 
intelligent agents [4]. The intelligent agents collaborate with each other and share 
the cognitive information they gather to guide the workflow process. Here the work-
flow process is actually cognitive flow process.

The conventional workflows and cognitive workflows operations are different. In 
the cognitive workflow the next task to be executed is determined by the intelligent 
agents based on the cognitive information sensed by learning the current environ-
ment. Fig.  17.5 represents the difference between traditional workflow approach 
and the cognitive approach [5].

Fig. 17.5 Difference between traditional and cognitive workflow approach [5]
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17.3.2  Designing of Cognitive Workflows

A cognitive workflow design requires convergence of technologies revolving around 
the Artificial Intelligence (AI). Several design principles which need to be consid-
ered while designing the cognitive workflows for cognitive enterprise are listed 
below [6]:

 1. Cognitive support – Design of workflows should provide cognitive support that 
reduces the cognitive load of the human.

 2. Collaborative work – This facilitates transfer of data, documents to variety of 
users depending on the context.

 3. Communication  – The cognitive business includes diverse applications inte-
grated with the system. The workflow must be designed to enable communica-
tion among the integrated applications.

 4. Knowledge management – Knowledge gathering from different stakeholders of 
the business, managing the gathered knowledge, and disseminating it in intelli-
gent ways are essential for cognitive workflows.

 5. Awareness and transparency – Awareness refers to understanding others’ activi-
ties in the system, and transparency means awareness of the current status of the 
activities and work items.

 6. Coordination – As several users work parallel in the business environment coor-
dination, structuring and synchronization is required in collaborative business 
activities.

17.3.3  Design Strategies for Intelligent Workflow Adaptation 
for Multi-cloud

As more and more businesses are getting reengineered to operate in cloud environ-
ment, the design challenges of the workflows and intelligent workflow adaptation in 
multi-cloud require more attention. Multi-cloud environment does not have volun-
teered cloud providers to share their services and resources as in federated cloud 
environment, and thus the responsibility of executing of workflows and choosing of 
appropriate resources for the applications lie with the cloud business users. Current 
techniques adapted for workflow adaptation in cloud are broadly categorized as 
listed below:

 1. Rule-based approach
 2. Brokering-based approach
 3. Orchestration of services approach
 4. Agent-based approach

In rule-based approach, the workflow engine which is responsible for executing 
workflow will communicate with the adaptation engine. The adaptation engine with 
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the help of a monitoring engine continuously monitors the events of task execution 
of workflows in multi-cloud environment, and the rules are updated regularly by the 
adaptation engine. The rule engine contains the rule base for workflow execution 
path. New rules are inferred and transformed into adaptive workflows [7]. Fig. 17.6. 
depicts the general design of rule-based workflow execution in multi-cloud 
environment.

In brokering-based approach cloud service broker selects the best in breed ser-
vices as required by the workflows application need. The cloud service selection 
methods include Multiple-Criteria Decision-Making, Analytic Hierarchy Process, 
Artificial Intelligence, Ontological Construct, Context-Based, Fuzzy Logic-Based, 
and Opinion Mining. Fig.  17.7. shows the generic design of brokering-based 
approach.

The different cloud providers register with the cloud service broker, and the 
cloud service broker maintains a services repository. The workflow engine gener-
ates the workflow request to the service broker, and the service broker matches the 
services and select the cloud service provider as required by the workflows.

The orchestration of services approach is not a separate model but follows the 
cloud brokering-based approach with sophisticated involvement of orchestration 
tools to facilitate Iaas, SaaS, PaaS, and cross level service orchestration [8].

In agent-based approach several intelligent agents such as Discovery agent, 
Matchmaking agent, and Authentication agent cooperate and coordinate together to 
execute the workflows task in multi-cloud environment by discovering the services, 

Workflow Engine Colud Provider
Engine

Colud Service
Provider 1

Colud Service
Provider 2

Colud Service
Provider 3

Adaptation Engine Monitoring Engine

Rule
Base

Rule Engine

Submit
Workflow for

execution

Cloud User

Fig. 17.6 Generic design of rule-based workflow execution in multi-cloud
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matching the services with workflow requirements, and providing authentication 
among several cloud providers [9].

In all the above approaches discussed Service Level Agreements (SLAs) and 
Service Level Objectives (SLOs) are considered as an important parameter that 
should not be violated in adapting the workflows in multi-cloud environment. The 
Cloud Application Modelling and Execution Language (CAMEL) is being used 
recently for deploying and executing applications in multi-cloud environment.

17.3.4  Reengineering of Workflows

The conventional workflow process should be reengineered to transform to intelli-
gent workflows. Redesign of the company workflows is necessary with AI adoption. 
Reengineering workflows of a company is a complex process, and it should be care-
fully done with several considerations.

While the reinvention of workflow process is carried out in an enterprise to adapt 
intelligent workflows, the following considerations are crucial:

 1. Identify the tasks of the workflow process that need intelligent automations.
 2. Determine the level of automation for the identified tasks.
 3. Access the impact of intelligent automation in the business process.
 4. Transformation or improvements in customer experience and employee work 

styles gained as the result of intelligent workflow conversion.
 5. Timeline required for the end-to-end transformation.

All the considerations above should be evidently discussed with all the stake-
holders of the business, and how decisions are arrived should be assessed with 
established procedures.

Case Study: Adoption of Intelligent Workflow Automation
A European-based insurance company requires reducing the processing time on 
medical investigation reports. The company employees would receive a hundreds of 
medical investigation reports for claim processing and settlements. Reading the 
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Fig. 17.7 Generic design of brokering-based workflow execution in multi-cloud
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medical investigation reports which contain more than 10 pages manually increases 
the claim processing time. The company adopted the intelligent workflow automa-
tion. As a result medical investigation reports received are fed to OCR (Optical 
Character Reader), and analysis is done with seconds and the results are fed into the 
systems so that the employees dealing with claim processing take a faster decision 
for approving the claims. The key areas involved in intelligent workflow automa-
tions are insurance claim form processing, medical reports processing, cognitive 
capture of information, and digital transformation. As the result of adoption of intel-
ligent workflow automation, the claim processing time reduced to 80%, and thus the 
company would engage the employees in other value added service in the saved 
time by automation.

17.4  Issues and Challenges in Employing Intelligent 
Workflows in Multi-cloud

17.4.1  Challenges in Adapting Intelligent Workflows 
in Multi-cloud

The adaptation of intelligent workflows in a single cloud itself poses various chal-
lenges, and when it comes to adaptation of intelligent workflows in multi-cloud 
environment, there are several challenges that need to be addressed. The below- 
listed challenges are to be addressed in adapting intelligent workflows in multi-cloud:

 1. Novel research issues related to automated service selection, dynamic service 
composition, comprehensive SLA model, service migration and upgradation, 
and privacy issues are major concerns.

 2. Dynamicity in services and scalability of resources.
 3. Data flow between different cloud vendors.
 4. Security and fault tolerance issues.

The intelligent agent broker-based approach has to be improved by addressing 
the shortfalls of cloud ontology and context-based service selection, improving col-
laboration of agents with reduced waiting time.

17.4.2  Issues and Challenges in Multi-cloud 
Business Operations

Basically, the cloud environment should ensure self-provisioning of Information 
Technology Resources to various business operations and facilitate workflow man-
agement of a business organization. These two are the key features for a 
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cloud-based business. The multi-cloud architecture face challenges in providing the 
above features to the users.

The multi-cloud management involves the following activities:

 1. Infrastructure provisioning
 2. Algorithmic load distribution
 3. Ensuring connectivity
 4. Managing data transfer
 5. Cross-cloud service discovery
 6. Managing security

Different cloud vendors follow different cloud strategies and policies which hin-
der the multi-cloud usage by the business organizations.

The issues in multi-cloud are identified in the area of data governance and com-
pliance, different skill sets from multiple vendors, security issues, compliance and 
security standards, portal differences, cost management, and application manage-
ment differences by various service providers. In addition challenges have been 
faced in scaling and monitoring of resources in multi-cloud environment.

17.4.3  Benefits of Multi-cloud for Business

Though there are challenges and issues in multi-cloud business operations, there are 
several benefits gained by the business through multi-cloud presence as listed below:

 1. The business users can find the state-of-the-art business cloud business solutions 
for their business process.

 2. Greater agility and flexibility in performing business tasks.
 3. Avoids vendor lock-in of business data.
 4. Competitive price advantages.
 5. Data management by priority basis.

17.4.4  Use of Intelligent Workflows in Multi-cloud

Intelligent workflows empower the cognitive enterprise. Cognitive enterprises take 
advantages of the multi-cloud platforms and thus emerge as a new model of busi-
ness. How to implement intelligent workflows in multi-cloud environment is a 
highly challenging question for the business corporates.

To address the issues in implementing intelligent workflows often the workflow 
segmentation is suggested. Enterprise workflows can be categorized into transac-
tional and analytical. Transactional workflows which handle the standard business 
operations can be managed with a single cloud service. Analytical workflows which 
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are used for building insights and decision-making can be hosted in another capable 
cloud service.

Another popular approach is to categorize the applications the workflows deal 
with and then accordingly implement the workflows segments in multi-cloud. 
Intelligent workflows which comprise front-end applications can be executed in 
public cloud offering, and the workflow which deals with back-end application can 
be hosted in private cloud offerings.

Dynamic orchestration of workflows is essential in multi-cloud environment. 
The IBM Institute for Business Value provides solutions of using workflows in 
hybrid multi-cloud. Fig.  17.8 represents the dynamic workflow orchestration in 
hybrid multi-cloud as devised by the IBM [10].

The multi-cloud service choosing is often now carried out by intelligent work-
flows themselves. The intelligent workflow without human intervention chooses the 
right service from the right vendors.

17.5  Conclusion

This chapter titled “Intelligent Workflow Adaptation in Cognitive Enterprise: 
Design and Techniques” explores the evolution of cognitive computing and cogni-
tive enterprises and transformation of existing business process to cognitive model. 
It describes the cognitive skills necessary for cognitive enterprise applications. It 

Fig. 17.8 Dynamic workflow orchestration in hybrid multi-cloud [7]
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summarizes the workflow automation and tools and processes for automated work-
flow management. It explains in detail the workflow execution in multi-cloud and in 
specific concentrates on intelligent workflow adaptation in cognitive enterprise. It 
describes the various workflow design strategies for multi-cloud environment and 
the techniques for designing cognitive workflows. Reengineering of current work-
flows and case studies are given for understanding. Also the chapter throws light on 
challenges and issues to be addressed in adapting intelligent workflows in multi- 
cloud environment and challenges in multi-cloud business operations. The benefits 
and uses of multi-cloud and intelligent workflows are pointed out.
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Chapter 18
Broker-Based Collaborative Auction 
Method for Resource Scheduling in Cloud 
Computing

R. Anantha kumar and K. Kartheeban

18.1  Introduction

The computing system is quickly changing to creating programming for millions to 
utility as a model, instead of to execute on their separate PCs. In distributed comput-
ing, the vast majority of the models depend on pay per utility [1]. The cloud virtu-
alization innovation is commonly utilized in cloud systems, which is utilized to 
isolate a solitary physical system into numerous virtual systems in a practical man-
ner [2]. Virtual systems ought to be progressively allocated to coordinate authentic 
application requests, instead of the peak requests.

Cloud suppliers need to guarantee that they could be adaptable in their provision 
deliverance to meet different purchaser necessities, at the same time as keeping the 
clients detached from the fundamental framework [3]. Utilizing server virtualiza-
tion system, a physical machine can execute different virtual systems (VMs). The 
Virtual Machines will get fine-grained enhancement of processing resources which 
progressively moved the exist VM activities from framework, for example, create, 
relocation and cancellation [4].

To acquire huge execution for application heterogeneous frameworks, allocation 
methods assume a significant responsibility. Instances about such applications 
incorporate airplane run frameworks, transport frameworks, and clinical hardware 
[5]. It comprises of a great deal of trusted cloud suppliers with private data of their 
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resources in business multi-cloud scenario. The issue of allocation of control flows 
in heterogeneous PC frameworks is called in NP-Complete [6].

Cloud Service Broker goes about as a mediator among Cloud Service Client and 
Cloud Service Supplier [7] as depicted through Fig. 18.1. Broker chooses the great 
supplier for the client as indicated by the buyer’s prerequisites and supplier’s imple-
mentation between others; the advantages of utilizing a mediator for a buyer are 
expanded adaptability, simplicity of model, and diminished expense.

Regarding adaptability, by not reaching various cloud suppliers legitimately, the 
shopper should just make a record in broker, and the separate buyer will be given 
permission to numerous suppliers. By utilizing broker, shopper can stay away from 
to be protected a solitary supplier and obtain the opportunity to migration among 
cloud suppliers.

Cloud suppliers hold their individual conditions also classifications for high-
lights in their items that might be complicated for new clients [8]. To aggravate it 
even, the determinations of the equipment, programming, and organizations are dif-
ficult to be thought about.

Broker attempts to give the simple utilization of the model via rearranging the 
resource choice toward clients. Broker could assist clear the expense of leasing 
physical machines in cloud suppliers via helping buyer in choosing the majority 
reasonable price of initial stage for shopper’s product.

The referenced advantages that are given by broker to shopper are generally 
appreciated simply during the utilization of the product. Especially, it’s a static 
resource allocation. But the distributed computing industry is evolving insistently. 
Another element, another cloud supplier, another datacenter, or another pricing plan 
is being presented quickly by the market. The previously executed software should 
get the most recent proposals from the market into concern as they likely can 
enhance execution and diminish cost. For instance, the ongoing dispatch of 
Singapore cloud datacenter through Google Cloud Platform (GCP) [9] ought to be 
concerned by the nearest clients around there. Accordingly, it is required for a com-
ponent in broker to effectively search for the best accessible resources for the cli-
ents. Such element is called “dynamic resource allocation.”

It’s not generally an obvious cycle on programming or application movement 
between cloud suppliers. Every supplier has their individual characteristics and 
designs on how the product can execute on their IaaS (Infrastructure as a Service) 
and PaaS (Platform as a Service). This is a significant detriment for purchasers since 

Fig. 18.1 Cloud service 
broker system
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they are assured merchants [10]. Subsequently, the underlying advantage, adapt-
ability, is invalidated by supplier’s inflexibility. For relocation of a product or an 
application between cloud suppliers easily, certain necessities should be incorpo-
rated into broker [11].

The broker-based innovation manages job allotment problem in cloud frame-
works which got from distributed computational intelligence (DCI) [12]. As indi-
cated by Wooldridge and Jennings, a broker has fit for controlling its individual 
authoritative in the cloud framework which gives an approach to assign jobs. In 
broker-based scheduling procedure, it has numerous individual brokers which are 
equipped for dealing with multi-broker framework. The brokers are associating 
with one another in a framework which can collaborate, organize, and arrange [13].

18.2  Related Works

Resource allocation methodologies are utilized in numerous purposes in different 
territories. Allocating methods could be either fixed or dynamic proposed by Qin 
et al [5]. The (QoS) quality of service prerequisites should be tended to in different 
tough and also delicate real-time frameworks. In fault tolerant system presents 
essential reinforcement form which implements the reinforcement allocator at the 
same time while implementing essential allocator in fault tolerant framework [14]. 
It accomplishes large adaptability and accessibility with schedulability about 
resources.

VM absorbs numerous provisions which decrease resource utilization; this prob-
lem is understood via Genetic Algorithm (GA) [4]. The sort I with sort-II fuzzy 
frameworks forecasts the provision accessibility and workloads to enhance the 
framework accessibility with execution [15]. Resource allocation methodology for 
application work process on IaaS cloud, in which the swarm optimization strategy 
limits the general work process implementation in time restriction recommended by 
Buyya et al [1].

An energy-productive allocation strategyfor Virtual Machine distribution it 
examines the greatest supplier’s benefit is presented by Berral et al. [16]. In energy-
proficient distributing method, to accomplish energy absorbing in cloud framework, 
it executes live movements in VMs, proposed by Armbrust et al. [2]. However, the 
aforementioned method does not answer problem about adaptability with inefficient 
allocation productively. Then, allocation about jobs with resources ought to be exe-
cuted powerfully in the cloud system.

In broker-based allocation, the jobs are assigned progressively in an effective 
way. The broker-based distributed manufacturing allocation depends essentially on 
the mix of market-based methods utilized by the multi-breaker frameworks [17]. 
Further, allocation is done in distributed framework which permits parallel comput-
ing and enhances the presentation of the framework [18].
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In analysis, we researched novel breaker based allocation to enhance the alloca-
tion dependent on CNP system. The new system embraces the collaborative auction 
method where the two jobs with resources are reporters and auctioneers.

18.3  System Design

In this part, we manage framework method, documentation with proposed form 
design utilized in our effort.

18.3.1  System Model

Our framework design is described in Fig. 18.2. Our broker-dependent collaborative 
auction method is planned with three principle brokers specifically VM broker, job 
broker, and manager broker. The essential collaboration between brokers is imple-
mented via the accompanying steps: primarily the cycle begins with VM set. 
Beginning VM set, another VM is created which also refreshed in the VM broker. 
At that point, the VM data is forwarded to manager broker. From the job set, another 

Fig. 18.2 System architecture
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job is created in job broker. Job broker forwards job data to manager broker. 
Afterward, manager broker penetrates coordinating outcome and forwards to job 
broker. At that point, job broker delivers forward declaration to VM broker. VM 
broker computes forward auction and delivers to job broker. Then, job broker 
granted VMs to VM broker. Though VM broker delivers in reverse declaration to 
job broker, it computes in reverse auction and delivers to VM broker. In the end, 
collaborative agreement is granted among job with VM broker. In the present cycle, 
Virtual Machine could be included powerfully as another job is reached.

18.3.2  Broker-Related Form

Our broker-related form comprises of three brokers, i.e., job broker, VM broker, and 
manager broker. The broker form is considered as follows:

JB = {JM
B > M = 1,2,…J|} is a job broker set where

JM
B represents the mth job broker in JB.

VB = {VB
na > n = 1,2…|Va| > A = 1,2,…|PHa|}is a VM broker set,

where VB
nk denotes the nth V Mon hK.

mB represents a manager broker.

18.4  Broker-Based Collaborative Auction Method (BCA)

The collaborative auction method comprises of three stages, i.e., fundamental coor-
dinating stage, forward declaration auction stage, and in reverse declaration auc-
tion stage.

18.4.1  Fundamental Coordinating Stage

In this stage, VM needs to fulfill the fundamental prerequisite of jobs. In the event 
that it fulfills, the manager broker will penetrate the job and VM. The cycle can be 
clarified in detail as follows:

 1. At the point when another job visits, the new job broker is created. The job bro-
ker forwards the job data to manager broker.

 2. After another job visits, progressively another VM is created via VM broker. The 
VM broker forwards VM data toward manager broker.

 3. Manager broker gets job with VM data, and at that point coordinates the data and 
penetrates the outcomes.

 4. Then the manager broker delivers the chosen VM data to job broker.
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18.4.2  Forward Declaration Auction Stage

In this stage, the job broker chooses the VM to implement job in it. VM is chosen 
depending on auction price. The cycle could be clarified as follows:

 1. Initially, job broker gets VM data from manager broker.
 2. Next every job broker forwards job data including its boundary, for example, 

priority, arrival time, length, and due date, to VM broker.
 3. Subsequent to creating forward declaration, VM broker computes auction price.
 4. Job broker gets the auction price of VM broker and makes forward agreement. 

The job brokers discuss with VM broker to choose at least one VMs for a job on 
circumstance and the goal of the VMs can ensure the timing restriction.

18.4.3  Reverse Declaration Auction Stage

In this stage, the VM broker chooses the job to execute on it. It chooses the job 
dependent on the auction price. The cycle might be clarified as follows:

 1. VM broker forwards in reverse declaration to job broker.
 2. At that point the job broker gets the VM broker data and computes the auc-

tion price.
 3. After computation, job broker forwards the auction price to VM broker.
 4. Next, the VM broker gets the auction price and makes in reverse agreement.
 5. Afterward, collaborative agreement is performed among job and VM broker.

18.4.4  Auction Computation

The allotment is primarily related on the auction price. The forward-declaration 
stage manages forward auction price, and the backward declaration stage manages 
in reverse auction price.

18.4.4.1  Forward Auction Calculation

In forward-declaration stage, the job broker chooses the VM dependent on the com-
putation of forward auction price. The forward auction computation scenario is as 
follows:

 Fa dt et fijk i ijk pjk= −–  
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The fpjk signifies the previous job completion time on a similar Virtual Machine. 
If Faijk > 0, it can be ready to finish the job prior to due date. Else it may not com-
plete the job prior to due date.

18.4.4.2  Backward Auction Calculation

In this backward-declaration stage, VM broker chooses job related on the computa-
tion about backward auction price. The backward auction computation scenario is 
follows:

 
ba P e d f fbijk i

Q
ijk i ij

K Ki

K

J Ji

J

ijk= ⋅ −( ) ⋅
= =
∑ ∑/

 

here baijk is applied to mention auction price about task ti to Vjk with factor Q men-
tions weight of precedence, for allotting the task. The highest precedence is taken.

18.5  Broker-Based Collaborative Auction Scheduling 
Method (BCAS)

We present our novel broker-based allocation method in distributed computing – 
BCAS based on our broker-based scheduling form for autonomous, periodic, real- 
time jobs.

18.5.1  Responsibility About Manager Broker

Manager gets the novel jobs and also selects VM which fulfills the essential neces-
sity about job brokers. At that point it delivers the chosen VM to job broker to exe-
cute the job.

18.5.2  Responsibility of Job Broker

Job broker delivers the declaration data to VM broker. As per forward auction price 
which is determined by VM broker, job broker chooses a VM dependent on deter-
mination technique and makes forward agreement for VM.
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18.5.3  Responsibility of VM Broker

VM broker forwards the declaration data to job broker. As indicated by in reverse 
auction price which is determined by job broker, VM broker chooses a job depen-
dent on determination technique and makes collaborative agreement among job 
and VM.

In this method, it makes another VM while a new job is reached. Row 2–6 speaks 
with that physical host may ready to contain the requested VM. If it contains, then 
allot recent VM to physical host. Row 8 speaks to VM about that movement while 
physical host does not contain requested VM.  Row 13 speaks if that relocation 
obtains not succeed, then it transforms inactive physical host to dynamic host.

18.6  Simulation Results

To calculate our proposed system, we utilized CloudSim for simulation. The execu-
tion of BCAS allotment is experimented via various types of methods, for example, 
Random Scheduling, Priority Scheduling, and Auction Scheduling.

The implementation factors applied for estimated proposed method comprise:

 1. Total Execution Time (TET) defines the total time needed to execute all jobs.
 2. Total Waiting Time (TWT) defines the sum of Waiting time of all jobs.

Broker-Based Collaborative Auction Scheduling Algorithm (BCAS)
Step1: newVm Creation with processing power Pnew;
Step2: Assign vnew=NULL, discover= FALSE;
Step3: foreachphk in phado
Step4: ifphk cancontain newVMthen
Step5: Assign ph= newVM;
Step6: Assign vnew=newVM,and discover = TRUE;
Step7: if discover = FALSE next
Step8: physicalHost←Transfer VM between physical hosts towards create 
place for new incomingVM;
Step9: ifphysicalHost≠NULLnext
Step10: Assign physicalHost= newVM;
Step11: Assign vnew=newVM,; discover = TRUE;
Step12: if discover = FALSE next
Step13: Switch on physical hostphnew in PH−PHa;
Step14: if ability about phnew fulfils Pnewnext
Step15: Assign newVM = phnew&&vnew=newVM;
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Fig. 18.3 displays execution time with waiting time for all tasks in random 
scheduling.

Fig. 18.4 displays execution time and waiting time for all tasks priority 
scheduling.

Fig. 18.5 displays execution time and waiting time for all tasks auction scheduling.
Fig. 18.6 shows the comparison between random scheduling, priority schedul-

ing, and auction scheduling in terms of TET and TWT. It evaluates various types of 
BCAS method which provides the best outcome for broker-based Collaborative 
Auction Scheduling method. While job count rises, framework fulfills request 
demand via making new VM toward complete job prior to the due date.
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18.7  Conclusion and Future Work

In our manuscript, we presented a broker-related collaborative auction method for 
job allocation for cloud systems. We planned various brokers to allot the jobs; it 
incorporates forward with reverse declaration auction system. The computation sce-
nario and chosen techniques are utilized to grant agreement among job and VM for 
allocation. In our future work, rather than broker-based collaborative auction 
method for job allocation for cloud, we are going to execute broker-based collabora-
tive auction method for job allocation for multi-cloud. In broker-based collaborative 
auction method for job allocation for multi-cloud environment, the winner of job 
and resource is chosen from multiple service providers.
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Chapter 19
An Effective Cloud Broker Framework 
for Knowledge Discovery in Multi-Cloud 
Environment

M. G. Kavitha and G. Kalaiselvi

19.1  Introduction

A lot of tools like online platforms, wikis and information management, or online 
learning portals exist for supporting the reason for organizing, capturing, and distri-
bution of information. Recommender Systems (RS), Natural Language Processing 
(NLP) or Named-Entity Recognition (NER), and Information Retrieval (IR) are the 
various areas that distribute the captured information. Natural language processing 
provides search functionality for a heterogeneous structure of the content. It deals 
with a variety of content like text, audio, video, source code, etc. Considering the 
keyword-based search, the users provide the word of identification to find the refined 
results by a multi-dimensional categorization scheme. The way in which the human 
beings understand and use language so that appropriate tools and techniques can be 
developed to make computer systems understand and manipulate natural languages 
to perform the desired tasks.

Cloud computing is an interface necessary to offer universal and smooth end user 
access. This technology benefits both the cloud providers and their customers based 
on its properties such as pliability, setting, and pooling resources. Cloud possessions 
may hold in reserve with respect to the amount of work done, valuing only on the 
temporarily utilized resources and the services provided by cloud applications, their 
components to be standardized. Multi-cloud environment is an approach that makes 
use of more than one cloud service provider for deploying the applications. This 
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approach may involve the use of either two private cloud services or public cloud 
services. This environment provides high availability and avoids application failover 
where the scalability to other cloud service is the base of the multi-cloud comput-
ing. Multiple cloud services are put to use to create a single underlying infrastruc-
ture, which are becoming increasingly popular among larger enterprises. Multi-cloud 
infrastructure can provide a greater speed due to its flexibility, and it includes small 
amount of storage costs.

The web is a vast resource of valuable information from which the needed infor-
mation can alone be filtered based on the need of the user by spending much more 
time to identify related concepts avoiding the irrelevant information from a large 
resource of knowledge. The search may be confined to a specific set of relevant 
keywords provided by the user to analyze and fetch the necessary findings. A lot of 
knowledge management techniques are used to structure the scattered, distributed 
information that cannot be done manually, easily, and allow to extract the informa-
tion from the search engines by combining the keywords.

Ontology defines the depiction of information by analyzing the notion of field 
and the associations between them. It is an unambiguous arrangement of a collec-
tive approach and provides a joint terminology, which is applied to model an idea 
and to exhibit the things and their mutual associations. Artificial Intelligence, the 
Semantic Web, Systems Engineering, Software Engineering, Biomedical 
Informatics, Library Science, Enterprise Bookmarking, and Information Architecture 
for knowledge representation are some broad areas where ontology plays a major 
role. It takes a range of structures although essentially it comprises the definitions 
of some expressions and its meaning. The uses of ontology can be specified basi-
cally to communication, interoperability, and system engineering.

The process of identifying and retrieving unstructured documents with detailed 
information stored in it is known as Information Retrieval. Documents written in 
natural language are called unstructured documents. Information Retrieval mainly 
focuses on the extraction of documents from an ordered definite massive group of 
documents on the web. Conventional text search engines are not most advantageous 
for finding the significant documents, and they are produced by various approaches 
of ontologies and semantic data. An architectural approach for Ontology-based 
information retrieval that uses data mining technique to classify the documents is 
presented in this paper.

19.2  Related Work

A model for compliance management known as Compliant Cloud Computing (C3) 
for insisting compliance necessities about protection and confidentiality in addition 
to dependence compliance level agreements is proposed [1]. An optimistic way of 
computing allows the operational capabilities of a computer like basic amenities of 
people. Service availability and throughput are some of the quantifiable non- 
functional performance metrics of the cloud providers.
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There are a wide range of methodologies available in natural language process-
ing; a model that automatically ensures correspondence to templates emerged [2]. 
Templates are efficient tools for raising the accuracy of natural language necessities 
that ignore the confusions that arise on the application of unrestricted natural lan-
guage. Verifying conformance to templates is difficult, and it is a challenge when 
the requirements change frequently. The proposed method for representing tem-
plates into NLP pattern is exhibited, and it also reflects the realistic practice of 
implementing programmed checkers for templates in Requirements Engineering 
community.

A technique for dynamically structuring an ontology of famous people related 
searching suggestions of a search engine that are formed in response to partial user 
search queries is proposed and is united with data from DBpedia [3]. Ontology- 
Supported Web Search system is supported with dynamic versions of search sug-
gestions since the search engines are responsible for providing users with 
recommended query completions as search suggestions are often uncertain; also 
this may refer to many homonyms. An approach that allows to construct ontology 
using the set of rules generated by rule-based learning system [4] is proposed that 
utilizes the extracted and representative rules created from the novel dataset in 
developing ontology elements. This idea confirms a criterion that ontologies can 
play a major role in large extent searching options.

In the partial computerization of creating knowledge chains, ontologies and data 
mining form the core of a learning process for creating personal knowledge [5] 
through the exchange of knowledge chains is proposed [6]. A chain toward the 
learner is created and recommended where all the agents observe every media used 
by the learner and categorize its content [7] via ontology. The semantics of AL-log 
collated with conventional web log files, that has more communicative semantic 
information and it is a dominant mixture of information representation is explained. 
Therefore, employing AL-log to create the knowledge base of the log ontology can 
determine more effective and useful access patterns [8].

Well-defined Datalog atom is adopted in the ILP framework to express the part- 
whole relation between atomic events and complex events. The identified relation-
ship uses the ALC propagation rules also they are constrained SLD-reputation to 
study the recurrent association rules on log ontology [9]. The excellence of outcome 
that usual full-text search engines [10] give is still not most favorable for a lot of 
user queries. Ontologies and semantic [11] metadata can offer a resolution for the 
abovementioned problems. Development of an optimal information retrieval pro-
cess and a broad framework that is based on ontology-supported semantic metadata 
generation and ontology-based query expansion is proposed [12].

A multi-agent system-informed ontology is used in modern environments to 
facilitate information storage, inference, and retrieval for the case of distributed 
resources. A cloud manufacturing OWL-S ontology representation is proposed 
based on service-oriented thinking that performs ontology mapping as initialization 
process and then the service request is satisfied by using an inference engine follow-
ing the publishing and binding processes [13]. An extensive learning of domain 
ontology’s evolution principle, gist, method and model [14] reconstructed 
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predictable ontology data as specialized vocabulary, proficient phrase book, text-
book that manipulate knowledge collection in order to construct an automation of 
domain ontology efficiently [15]. A wide range of modified services are provided to 
users with the advancement of cloud computing and cloud service providers. An 
intelligent service discovery platform is needed in search [16] of appropriate ser-
vices correctly and promptly. An intelligent agent that integrates ontology for ser-
vice discovery in cloud environment framework is proposed by the authors [17]. 
Agents are used to assist users in discovering proper service according to user need. 
A cloud service discovery environment that demonstrates the concept and its appli-
cation is implemented in a way to estimate the accuracy of the system.

19.3  System Architecture

The preprocessed information content retrieved from the browser history is used for 
the classification purpose based on the user interest [18]. The knowledge is updated 
in the IaaS repository. Information as a Service repository maintains permanent and 
impermanent interests of the user and plays a major part in integrating number of 
solutions. Every time when a demand arises from cloud user, the broker checks for 
the repository after constructing the cloud ontology. The query provided by the user 
through the graphical user interface is reformulated by using the information pres-
ent in the cloud search engine. Service relationship identified for the query by using 
the IaaS repository is re-ranked [19], and the user’s interest is published to the cloud 
broker system.

The cloud broker is capable of providing a range of services that is also called as 
Software-as-a-Service (SaaS) on behalf of users and contributors and considered as 
cloud broker [20]. The broker is an entity placed in between the consumer and pro-
vider to act as an intermediary that performs functionalities such as collecting 
requirements, service discovery, and service composition for providing better 
results to the user query in a well-formulated manner by considering the search of a 
particular user’s interest. The overview of the proposed architecture is shown 
Fig. 19.1.

19.3.1  Document Retrieval

The access log information is filtered from the captured web search such that the 
visited URL of type “text/html” is extracted as in Fig. 19.2. ODP extracts and breaks 
down every URL provided in the user’s search. Content retrieval of the URLs is 
done during the training and testing phases of indexing. Internet Explorer’s History 
View is used during the testing phase in which the URLs are extracted from the 
user’s browsing history for classification purpose.
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19.3.2  Document Preprocessing

Preprocessing is an important activity to be carried out prior to document categori-
zation in order to obtain the majority of key terms. It includes different operations 
such as stop words removal, stemming, nouns identification, and identifying generic 
form of nouns.

Fig. 19.1 Architecture diagram
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At the end of preprocessing phase, the web documents are represented as the 
documents containing only the nouns in generic form, by analyzing which the cat-
egory of the web document can be easily identified as represented in Fig. 19.3.

Fig. 19.2 Document 
retrieval

Fig. 19.3 Document preprocessing
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19.3.2.1  Lexical Analysis

The extraction of plain words and terms from a document, stripping out administra-
tive metadata and structural or formatting element by eliminating HTML tags for a 
web page, is known as tokenization process [21] that takes place during the lexical 
analysis. This action desires to be completed proceeding to categorization of 
documents.

19.3.2.2  Stop Words Removal

Stop words removal has to be done to remove high-frequency function words that 
are necessarily not needed in the document. Filtering out of such ineffective vocabu-
lary like prepositions and articles is done in the document preprocessing step.

19.3.2.3  Stemming

Stemming algorithms are deployed for removing the suffixes from verses; thus sim-
ilar text like “oceaneering,” “oceanic,” “oceanics,” “oceanization,” and “oceans” 
can be mapped to “ocean.” Lovins, Porter, and Paice/Husk are some variations of 
stemmers; each of these works in its own ways, such that they all have diverse 
things and stemming rules where efficiency diverges subject to given input. Porter’s 
stemming algorithm is used to decrease each expression to its origin to decrease the 
term disparities on the classification.

19.3.2.4  Nouns Identification

To identify additional helpful patterns, in particular point nouns identification is 
done as they are primary featured subject of a sentence.

19.3.2.5  Identifying Generic Form of Nouns

In the direction of moderating the number of traits in a document, it is essential to 
identify the most common form of words instead of the already used terms. This 
paves a way to capture a large extent of terms of same knowledge. As an instance, 
if a web page has terms like vegetables, meat, juice, starter, rice, and curry, then the 
connection of all these terms together can be stated as food which would minimize 
the number of representations from many to one.
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19.3.3  Document Classification

Document classification is done using Ant Miner Algorithm [22]. Document clas-
sification process is done in two phases, ODP category extraction and categoriza-
tion, as depicted in Fig. 19.4.

19.3.3.1  ODP Category Extraction

The Open Directory Project is a wide-ranging index [23] that extends numerous 
issues but mainly focuses on Internet site categorization. A human created directory 
of the Internet is established to provide the information needed to the user from the 
web pages.

Categories are warehoused in the ODP as a mixture of verses that states a com-
plete route to a focus like Entertainment/Videogames/Super Mario. Words remain 
as separate topics which group to generate a category. In the example, the category 
Entertainment/Videogames/Super Mario is separated to three words: Entertainment, 
Videogames, and Super Mario. ODP contains a resource description framework on 
the respective site that provides the arrangement of the information based on the 
subject category, category identifier, label, explanation, latest update, subdivisions 
of the topic, and figurative mentions.

19.3.3.2  Categorization

An Ant Colony Algorithm called Ant Miner Algorithm is applied in categorization 
phase to categorize the web search of user to ideas.

Fig. 19.4 Document classification
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Ant Colony Algorithms

This class of algorithms works similar to the natural behavior of ants searching for 
food. A chemical pheromone present in the ants helps them to form a path one after 
the other toward the food which is an intelligent action arising from a group of unin-
telligent units known as “swarm intelligence.” A strong trace of the pheromone is 
released in an amount by every ant to which other ants are invited to come together, 
which simplifies pattern they use while searching for food. In this principle, ants do 
not move on an unplanned path; instead they have a tendency to unite to the shortest 
path, such that if many ants proceed to the same minimal path, they can have supple-
mentary tours to the food stuff and back to the colony.

When the ants make extra trips on the shorter path, they tend to accumulate large 
quantity of pheromone over a given distance compared to the extended path as rep-
resented in Fig. 19.5.

Ant Miner Algorithm

A similar concept taken from ant colony model deployed to data mining is known 
as ant miner algorithm. Initially an ant starts with empty rule and then it adds the 
value pairs in an iterative manner to the rules by applying probability functions with 
respect to the virtual pheromone and a heuristic function that measures the informa-
tion gain of that particular attribute value pair. Unlike natural ant’s food forage, the 
virtual ants forage for rules and the path. The Ant Miner Algorithm consists of dif-
ferent major modules like:

• Pheromone Initialization
• Heuristic Function
• Rule Construction
• Rule Pruning
• Pheromone Updation

NEST FOOD

PHEROMONE
TRAIL

Fig. 19.5 Representation 
of natural pheromone trails
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Pheromone Initialization

Expressions in the web page are initialized with the same amount of pheromone, 
given by (Eq. 19.1) where u is the number of attributes in total and v is the number 
of probable values in the field of attribute I.
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Heuristic Function

ACO algorithm uses a heuristic value along with pheromone value to compute the 
probability of each term being picked. The information gain measured from the 
entropy associated with an attribute value pair is the heuristic function (Eq. 19.2).
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Here “e” is the number of classes, |Cij| is the total number of cases which have 
attribute m equal to value n, and FreqCij

w is the number of cases that i is equal to j 
for class y.

If the value j does not appear for the attribute i in any of the cases, the entropy is 
set to infoCij = log2 (number of classes) which corresponds to the lowest power of 
prediction. The termij appears in only one class, and then it is set to infoTij = 0, 
which is the highest predictive power.
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Rule Construction

IF <attribute> = <value> AND < attribute> = <value> AND … THEN <class>.
The class is predicted by the rule for the records where the predictor attributes 

hold as in (Eq. 19.4). Here “a” icand bi is the number of values on I domain.
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Rule Pruning

The predictive accuracy and simplicity of the rule can be improved using rule prun-
ing as in (Eq. 19.5). It removes every word from the rule which can increase the 
quality of the rule after that action. True positives (TP), False Positives (FP), False 
Negatives (FN), and True Negatives (TN) are the different cases covered by the fol-
lowing expression. The rule quality is evaluated using the expression

 
Q =

+
•

+
TP

TP FN

TN

FP TN  
(19.5)

Pheromone Updation

Each ant later than constructing the rule increases the pheromone of used terms and 
reduces the pheromone of unused terms. Increasing the pheromone is carried out by 
the expression given in (Eq. 19.6).
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Normalization is achieved by separating the value of each τmn by the summation 
of all τmn, ∀ m, n. In this way the algorithm categorizes each visited URL.

In this proposed system, during the training phase of indexing, the classification 
rules are generated using web documents (training data). During the testing phase 
of indexing, these rules are applied on the web documents visited by the user (test 
data), which have been collected from the Internet Explorer’s History View by exe-
cuting the command “iehv/sxml filename.xml” which brings the IE history view in 
an xml file with a name “filename” and the ODP concept of each visited web docu-
ment is identified. Using these identified concepts, the interest of the user is deter-
mined [24] using which search operation is performed. Ant Miner algorithm is used 
for finding the category of web documents.

The browsing history is tracked and classified into different categories using 
classification procedure, and the results are updated in the user interest profile with 
their weight after getting user query.

This module functions as follows:

• Get the Internet Explorer’s History View by executing the command “iehv/sxml 
filename.xml” which brings the IE history view in an xml file with a name 
“filename.”

• Extract the browsing history of the user from the result of the above command.
• Extract the URL part of the current session from the xml file.
• Call the procedure for document categorization, and building of user interest 

profile.
• Update the identified categories in the user interest profile after eliminating the 

duplication.
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Categorization phase creates, maintains, and uses an index called “category 
index” that contains the already classified web page URLs and their identified con-
cepts. The category index is being created and updated dynamically during the test-
ing phase. The main purpose of this category index is getting higher efficiency 
during classification.

The document categorization module functions as follows:

• During testing phase read the URLs visited by the user.
• Checks for the concept of the URL in the category index.
• If a concept exists, then top-level category count is incremented else the follow-

ing steps are performed.
• The document-preprocessing phase for the URL is called that finally gives out 

the generic form of nouns.
• Classification rules are applied for each ODP category on these nouns.
• If the nouns follow any one classification rule, then the corresponding ODP cat-

egory indicates the concept for the web page. Increment the corresponding cat-
egory count that finally gives out the user interest.

• The URL of the web page is updated and its concept in the category index.

19.3.3.3  User Model Construction

The construction of user model comprises of the below-mentioned steps as illus-
trated in Fig. 19.6

• Building of User interest profile
• Current Session Tracking
• Building of User Model

User Interest
Profile User Model

Short-term Interest

Long term Interest

Find Weight Percentage of
each category

Find temporary interest
Weight Percentage of each

category

Fig. 19.6 User model 
construction
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Building of User Interest Profile

User interest profile maintains the various concepts visited by the user along with 
the count for each concept. This maintains the history of user interest. The construc-
tion of user interest profile as in Fig. 19.7 is as follows:

• Find the category or concept in which the user is interested from user browsing 
history. If the user browsing history is empty, get the category option from the 
user and perform searching operation for the entered query.

• Find the weight for each class.
• Update the user interested concepts and the count in the user interest profile.
• Store concept, weight in which the log information is created during the testing 

phase in user interest profile.
• Identify user interest during retrieval phase by using user-interested categories.

Current Session Tracking

The browsing history of the current session is tracked, and the resulting web pages 
are categorized into different classes and they are updated in the prototype along 
with the weight. These operations are performed by the system when the search 
query is entered by the user:

User Interest
Profile

Find Count for each Concept

Find Concept for each URL

Current Session Browsing
history tracked from Internet

Explorer’s History

Fig. 19.7 User interest 
profile
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• Get the Internet Explorer’s History View by executing the command “iehv/sxml 
filename.xml” which brings the IE history view in an xml file with a name 
“filename.”

• Extract the URL part of the current session from the above xml file.
• Call the procedure for document categorization, and building of user interest 

profile.
• Update the identified current session categories in the user interest profile after 

eliminating duplication.

Building of User Model

Construction of prototype is the core part of this work which is performed by ana-
lyzing the user browsing history. User interest profile is created and updated by 
making use of browsing history. The prototype acts as a reference ontology which 
contains user interested concepts with their corresponding weight. Hence the proto-
type represents permanent and impermanent interests of the user.

19.3.3.4  Information Retrieval

The indexing phase of the project comprises of the major modules document 
retrieval, categorization, and the user model construction. The retrieval phase com-
prises of three major parts, namely, as depicted in Fig. 19.8.

 1. Query Reformulation
 2. Searching
 3. Re-ranking

Query Reformulation

Query Reformulation, which is part of Information Retrieval phase, comprises of 
the following steps:

• Read the query specified by the user.
• Identify the concept of entered query using ODP concept hierarchy.
• Identify the interest of user using prototype.
• Transform the query into more specific form.

Identification of Query Concept

Concept of the query given by the user has to be identified initially with the help of 
Open Directory Project Concept hierarchy which gives out the various categories 
for a given query string.
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• Art: Design (20 matches)
• Commerce: Production (219)

Reference: Comprehension (63) Games: Football: Structural design (18)

The above list of categories shows that the given query is having ambiguous 
meaning and falls under the top-level categories [arts, business, reference, sports], 
among which the user may be interested in any of them that can be found in the next 
stage of query reformulation.

Identification of User Interest

User interest is identified from the prototype maintained by the user, and this proto-
type has information about the weight percentage of both permanent interest and 
impermanent interest for each category. Whenever user gives query through this 
personalized system, the content is temporally updated. ODP concept hierarchy 
option is obtained from user as input through this system if the user model is empty. 
Sample for user model content is given as follows.

Transformed Query

Search
Engine

Search
Engine

Re-ranking

Web Pages of
User’s Interest

Transformed Query

Transform Query to
more specific Query

Transform Query to
more specific Query

Identify User’s Long
term Interest

Identify Query
Concept

Read Query String

ODP
Concept
Hierarchy

Identify User’s short
term Interest

USER

Fig. 19.8 Information retrieval
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Computer 14 Arts 12
Sports 10 Fruit 7
Real estate 5 Recipe 13

The first column is the various categories used by the system. Second column 
depicts the weight percentage of user interest. The various steps involved in identi-
fication of user interest are as follows:

• Identify the top-level categories for the query given by the user as query concepts.
• Identify the user’s long-term interested concept among the query concepts.
• Identify the user’s short-term interested concept among the query concepts.
• Use the obtained user interested concept to transform the query string for both 

permanent and impermanent interests.

Query Transformation

Query transformation can be done in many ways as depicted in Table 19.1. The 
proposed system transforms the query by “adding” some terms that make the query 
more specific. This way of doing query transformation can be called as “Query 
Expansion.” There are many ways of providing terms for query expansion; they are:

 1. Relevance feedback: User query is resubmitted by adding some keywords, which 
are chosen from the relevant documents.

 2. Accompany the user query with related words from the thesauri.
 3. Analyze each word with the perspective of words surrounding it. This contextual 

analysis [25] is performed with the help of a sample relevant document.
 4. A probabilistic grammar is trained using a set of queries and it is helpful for 

recognizing new queries. Adjectives, nouns, or variations of proper names can be 
used for expanding the query.

 5. A query log containing all queries with relevant terms is maintained which will 
be helpful for the expansion of new query.

The proposed system uses the combination of method 2 and method 3, that is 
similar to method 2, this system uses the thesauri called Open Directory Project for 

Table 19.1 Query transformation types

Key Transformation Examples

SPL Term splitting or joining Rockclimb→rock climb
DEL Term deletion—to make query less specific Malaysia electricity→Malaysia
ADD Term addition—to make query more specific Windows95→windows95 help
SUB Term substitution—semantically related terms Electronic commerce→electronic 

contract
DER Derived form of words Tourism→tour
ABR Abbreviation expansion or contraction JPL→jet propulsion laboratories
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finding the words related to the query and like method 3, words associated to the 
query are chosen carefully from the context of temporary and permanent interests of 
user separately. Table 19.2 shows the query expansion for the query “Architectural 
Models” using the directory ODP and the users’ context of visiting web pages.

Searching

User query is given to any of the existing search engine after reformulating it sepa-
rately for permanent and impermanent interest of the user. The reformulated queries 
are then re-ranked to retrieve web pages of users’ interest that satisfy both perma-
nent and temporary interests. The snapshots for the search result for the query 
“salsa” without reformulation and with reformulation are given in Figs. 19.9 and 
19.10. The obtained search results from the search for the query “salsa” have ambig-
uous meanings dance music and recipes.

The query before reformulation retrieves the web pages of both “dance & music” 
and of “recipes” with the existing search engine “Alta Vista.” But when the search 
engine works with the user model for finding the user’s interest, say “Arts,” then the 
developed system reformulates the query “salsa” with “dance & music” related 
terms and retrieves the web pages of the user’s interest.

Re-ranking

The obtained search results contain both permanent and temporary interests of 
users. The final retrieved web pages for the query “salsa” given by the user, the fol-
lowing output will be displayed when the user is interested as depicted in Figs. 19.11 
and 19.12.

• Dance & Music—permanent interest
• Recipes—impermanent interest

19.4  Results and Evaluation

Generally, Google or any other search engine gives preference to some concepts 
when the query is related to many concepts. For example, Google always ranks the 
computer-related pages higher for the query “apple” irrespective of the users’ inter-
est. If the user is interested in fruits, he/she gives the query “apple,” but Google 

Table 19.2 Example for query expansion

Query User interest Reformulated query

Architectural models Computer Architectural models computer hardware software internet
Architectural models Real estate Architectural models real estate property builder residential
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Fig. 19.9 Search result before reformulation

Fig. 19.10 Search result after reformulation
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shows most of the pages related to apple computers that are most irrelevant to the 
users. The developed personalized system reformulates the query given by the user 
who is interested in fruits with the terms related to fruits and gives preference to 
fruit-related web pages as in Table 19.3. The performance comparison of Google 
search result for the query with and without reformulation is shown in Tables 19.4 

Fig. 19.11 Permanent interest – dance & music
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and 19.5. The pages with top 10 ranks after reformulating a query were ranked 
much lower before reformulation. This shows that the system that reformulates the 
query having ambiguous meaning with the help of user model ranks the search 
result of Google according to users’ interest. Since the users are always referring to 
the highly ranked web pages and there is possibility of neglecting to visit the low 

Fig. 19.12 Impermanent interest – recipes
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ranked pages, it is necessary to rank the relevant pages high. This is being done with 
the developed system. The obtained search result of this system is highly related to 
permanent and impermanent interests of the user.

Table 19.6 shows URLs obtained after re-ranking that combines the search result 
of the permanent interested concept related query and temporary interested concept 
related query for the user. It is necessary to make the query to be more specific with 
the user’s interest and make the search engine to retrieve a small number of web 

Table 19.3 Search result comparison between the developed system and Google

User’s 
interest Query

Ambiguous 
meanings

Google’s relevance 
percentage

System’s relevance 
percentage

Fruits Apple Computers
Home/fruits

Computers – 80%
Home/fruits – 10%
Others – 10%

Home/fruits – 100%

Computers Architecture Real estate
Computers

Real estate – 55%
Computers – 35%
Others – 10%

Computers – 100%

Table 19.4 Search result comparison for the query “architectural models real estate”

Displayed URLs for the query “architectural 
models real estate”

Page rank after 
reformulation

Page rank without 
reformulation

www.architectural- models.com/gallery.html 1 8
profiles.themonitor.com/kb- home 2 4
activerain.com/action/navy/show_featured/
Builder- Contractor

3 11

www.southwestcoastrealty.com/VERANDAH 4 9
www.vtbuilders.com 5 327
bellagiorealestate.com 6 102
www.raiseyrealestate.com/newconstruction.
htm

7 14

Table 19.5 Search result comparison for the query “architectural models computer”

Displayed URLs for the query “architectural 
models computer”

Page rank after 
reformulation

Page rank without 
reformulation

dmoz.org/Computers/Software/Graphics/3D/
Models

1 20

en.wikipedia.org/wiki/Open_software 2 9
www- scf.usc.edu/~rsoma/papers/ViSAC.pdf 3 11
www.informationweek.com/story/
IWK20020212S0002

4 22

www.miami.edu/umbulletin/pdf/CL0304en.pdf 5 90
csdl2.computer.org/persagen/DLAbsToc.
jsp?resourcePath=/dl/...l&DOI=10.1109/
TSE.2006.66

6 >1000

www.rspa.com/reflib/ArchitecturalDesign.html 7 15
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pages related to interest of the user as shown in Table 19.7. While a query is given 
by the user, Google returns many pages as search result. But it has been minimized 
when the query is reformulated by the user-interested concepts that are available in 
the user model.

19.5  Conclusion

Analyzing, designing, developing, and testing a system which performs conceptual 
and personalized search is the core part of this system. A prototype maintaining the 
user interested perceptions is built from this proposed system. The user model is 
used to perform the personalization of the search engines. This project mainly con-
centrates on four issues, how to implicitly learn the user interest, how to track the 
user’s interest, how to update the user model dynamically with the interest (perma-
nent/temporary) of the user, and how to re-index the search engines result.

Table 19.6 Re-ranked search results

Displayed URLs after re-ranking
Page 
rank User interest

www.realestatejournal.com/propertyreport/residential 1 Short-term interest “real 
estate”www.usarchitecture.com/By_the_State/Florida/Real_

Estate.htm
2

www.lancodevelopment.com 3
www.usarchitecture.com/Real_Estate.htm 4
www.nwbuildnet.com/stores/calc/real 5
www.realestatejournal.com/commercial 6
www.christyrealestate.com 7
www.saxerealestate.com/map/architecture.htm 8
www.apple.com/software 1 Long-term interest 

“computers”www.apple.com/de 2
www.compusa.com 3
developer.apple.com 4
www.nextag.com/Apple- Xsan- version- 1- 73791913/
prices- html

5

store.apple.com/Apple/WebObjects/germanstore 6
www.apple.com/education/powerschool 7
en.wikipedia.org/wiki/ApplleComputer 8

Table 19.7 Retrieved page count by google

Query No. of pages before reformulation No. of pages after reformulation

Apple 212,000,000 104,000,000-computers
1,710,000-fruits

Gaming 155,000,000 90,100,000– computers
56,100,000 – sports
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Chapter 20
Effective Deployment of Multi-cloud 
Customizable Chatbot Application 
for COVID-19 Datasets

T. Chellatamilan, N. Senthil Kumar, and B. Valarmathi

20.1  Introduction

With the prolific advancement in cloud-based systems and artificial intelligence, the 
world is witnessing a widespread utilization of messaging services and improve the 
implicit connection between human and machine. Nowadays, the Chatbots are gain-
ing huge momentum in the fields of healthcare, travel, tourism, retail, etc. and made 
a remarkable impact on society. The messaging services at Chatbots have enabled 
people to improve their communication at ease, and it has been easily made possible 
through the appropriate inclusion of Natural Language Processing. As per the sur-
vey released in the year 2019 by Gartner [1], that on average, approximately around 
five billion users have proactively used the Cloud-Based Chatbot either directly or 
indirectly. Besides, many leading business entities have leveraged the hassle-free 
platforms to ensure cutting-edge advantage to its customers to augment their mes-
saging services and thereby largely cutting out their cost by around 30–35%. In the 
recent World Economic Forum 2020, it was promulgated that the utilization of 
Artificial Intelligence in research would gain huge momentum and would be very 
crucial in the coming decades. Therefore, appropriate inclusion of Artificial 
Intelligence in Message Services (Chatbots) would largely replicate human-like 
conversations and would connect the customers through interoperable devices such 
as mobile phones, tablets, laptops, and other wireless connectivity handhelds. In the 
recent survey released by Gartner, 2019 [1], the appropriate blend of Artificial 
Intelligence with Chatbot has largely decreased their business operational costs and 
thereby witnessed a huge surge in their cost-saving to their business. There have 
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been many leading players of Cloud-Based Chatbot in the market such as IBM, 
Amazon, Microsoft, Google, and others. They have even provided the stakeholders 
with appropriate APIs for easy deployment and development of Chatbot to effec-
tively serve their business needs [2]. As stated in the Garnet Report, after the emer-
gence of Cloud-Based Chatbot, there has been a huge surge for Chatbot services in 
the market and boost the business growth in all verticals. But there has been a tre-
mendous challenge in selecting the suitable Cloud-Based Chatbot which fits into the 
business model exactly. The comparative analysis and empirical evaluation of find-
ing suitable Cloud-Based Chatbot would be the toughest task in determining the 
modern business parameters such as end-user satisfaction, affordability, on-the-fly 
customization, and efficiency. Generally, the Chatbot is trained based on the appli-
cation domain such as healthcare, travel, education, online shopping, etc. But those 
Chatbots were relied on human intervention to evaluate the produced outcomes, and 
most of the time, the results would be contrary and inaccurate which further leads to 
time-consuming and labor-intensive tasks for the business partners. Although the 
prevalent utilization of Cloud-Based Chatbot is soaring high on the one end of the 
markets, there has been a huge threat lingering on the network for a long time. There 
have been around 3000 Chatbots released in the service markets since 2016, the risk 
of security is the lowest priority in their models, and it has given the room for high 
breach of trust on their networks. For example, the most popular Ticketmaster web-
site has faced the biggest problem of a data breach in the year 2017, and it has 
released the official report that the malicious bot infiltrated their Chatbot services 
and providing the important information of the customers to the third party. 
Likewise, Delta Airlines reported that a malicious bot had penetrated the messaging 
software and hacked their customer’s payment data as well as personal information.

20.2  Related Works

The researchers have used various metrics and evaluation strategies to gauge the 
performance of the Cloud-Based Chatbot. Earlier, the researchers have used the 
four comparative testings such as atomic match of the words or phrases or sen-
tences, first-word match of the phrase or sentences, significant match of everything, 
and finally, no match relevantly identified. The ultimate objective of that compara-
tive analysis was to find the suitable measures to gain the possible insights from the 
user values and tend to find the ways to increase the general capability of the system 
to obtain the suitable answers for the general query issued by the end users. In this 
connection, many Chatbot systems were developed and deployed at various applica-
tions and paved the way for easier communication between the business partners 
and potential customers at an affordable cost. Earlier implementations of Chatbot 
used in the domain areas such as healthcare and travel were initially considered as 
baseline systems for the newly designed Chatbot and further paved the way for 
implementing the robust cloud-based Chatbot in the future. In this section, we have 
listed and provided a detailed overview of the most prominent cloud-based Chatbot 
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and its potential impacts on the decades of new development in the cloud-based 
messaging services.

ChatEval [3] is a web-based messaging service which provides a user-friendly 
dialog system for its end users to communicate easily and share the information 
mutually with the system without any serious glitches. Moreover, the ChatEval dia-
log system widely utilized the Natural Language Processing metrics such as seman-
tic similarity, Jaccard similarity, and perplexity score for the ambiguous words to 
improve the performance of the interaction between the end user and dialog system.

Likewise, ECHO [4] web-based interface has been developed to provide the 
users the ability to access, compare, and evaluate the questions raised to the designed 
Chatbot. The ECHO Chatbot has certain additional advantages, that is, it provides 
the end users an option to choose the level of their interactions such as basic, 
medium, and hard level. Based on their choices and the type of conversation, the 
sequence of scenario-based questions will be raised to users and store the results in 
the cloud for further evaluation and comparison. Besides, it provides the potential 
users an API wrapper that connects the interface to the Cloud-Based Chatbot 
through an API call and acts as an interface to store the responses given to the users 
for evaluation. Upon storing the responses into the cloud, the answers were evalu-
ated with stored results and display to the user with a precise answer. ECHO web- 
based interface achieved the accuracy rate at a considerable level initially.

Later in the year 2015, Bogdan Ionescu et al. [5] developed a novel chat-driven 
architecture to coordinate the information scattered in different group activities and 
collaborate the much-required text for further editing and consolidation. The funda-
mental aim of this architecture is to provide a hassle-free platform for consolidating 
the information scattered through different groups and garner the unified approach 
to disseminate the information synchronously. The core theme of this concept is 
operational transformation, i.e., coordinating and collaborating the potential infor-
mation needed for the end users. This architecture was developed completely on a 
web-based solution to embed the information as well as the interactive functions to 
help the potential users to coordinate their task strenuously.

Subsequently, Haoliang Wang et al. [6] developed a most interactive web-based 
design for a social TV real-time chatting communication called Touch Talk. The 
sole objective of this application was to give the viewers a better understanding of 
the comments and opinions shared in real-time when many viewers had been view-
ing the programs telecasted on social TV. The authors had done some investigation 
on the user capabilities such as the viewer’s behavior, attention rate, channel change 
rate, etc. Based on these grounding facts, they proposed a suitable model for the 
implementation of Touch Talk and bring a reasonable design to the application.

Besides, some of the widely used public cloud-based architecture for Chatbot 
have been given for understanding. The most popular and majorly used technolo-
gies, such as Ejabberd server, AWS lambda, API Gateway, and Chatbot, are dis-
cussed in Table 20.1.

Later the year 2017, many leading business companies have seen a huge spike in 
the utilization of Chatbot with their customers globally and locally. In particular, 
areas such as healthcare, hospitality, travel, telemarketing, customer service agents, 
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Table 20.1 Review of intelligent Chatbot and its potential applications

Public 
cloud-based 
architecture Description Language Advantages

Ejabberd 
server

•  Open source instant 
messaging server

•  Highly cross-platform, 
supports distributed 
environment, low 
fault- tolerant, and 
enables open standards 
to perform real-time 
interactions

•  Widely utilizes XMPP 
protocol on the back end

Erlang •  The efficient mobile reliability 
layer actively assists the mobile 
network’s disconnection, rightly 
identifies the message deliveries, 
and a flawless conversation on 
any online device, and enables 
push notification and mobile 
interfaces

•  Ensures the message delivery 
with correct acknowledgment

AWS lambda •  Mostly event-driven, 
server less computing 
platform, guarantee that 
user can code their own 
application supported by 
AWS lambda

Node.Js, 
Java, and 
Python

•  Use the AWS resources provided 
by lambda without provisioning 
or managing servers

•  One request per day to many 
requests per second; it affords the 
scalability and runs the code if 
only it is needed

•  Besides, user can run the code 
virtually on AWS lambda with 
any type of application

Amazon API 
gateway

•  Affords the developers to 
create new applications, 
manage, and maintain it 
with high security

Java, 
Python

•  API gateway enables the 
developers to provide the secure 
transactions to its end users and 
develop an affordable mobile and 
web application back ends at ease

•  Besides it offers the developers to 
connect mobile and web 
applications securely to business 
logic hosted on AWS lambda

Chatbot •  The Chatbot normally 
stands for chatter robot

•  It’s a conversational 
program mostly 
deployed for chatting 
environment so that the 
user will never feel that 
they are interacting with 
the software or any 
computer

Java, 
Python. 
C++

Mostly it has been widely used in the 
areas like customer service, 
telemarketing, call centers, travel 
operations, and Internet gaming

ML lambda •  The machine learning 
lambda allows the 
programmers to 
experience the 
appropriate utilization of 
packages and 
technologies used in 
machine learning domain

Java, 
Python, R, 
etc.

•  Through MLL, the coders can 
develop new machine learning 
frameworks and models and 
generates the appropriate 
predicates for any new design or 
applications

•  Research outcomes like find 
pattern generation, sequence 
modelling, similarity measures, 
and many more can be developed 
very easily
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and finance services industries have witnessed a global reach and stand forefront 
with some of the promising companies such as General Motors (GM), Accenture, 
American Express, Salesforce, and the Dutch Airlines KLM.  For instance, a 
Swedish bank has meticulously deployed an intelligent Chatbot in its local opera-
tion for effectively taking around 4000 conversation with 700 employees to under-
stand the pertaining issues in the bank and resolved the emerging challenges related 
to Chatbot to provide a flawless service to its retail customers [7]. Examples like 
this witnessing the tremendous reception in the global arena and increasing adapta-
tion of these Cloud-Based Chatbot in the future. As per the Juniper report released 
recently [8], an effective adaptation of intelligent Chatbot will gradually save around 
$11 billion to the companies in the year 2023.

20.3  Cloud Framework for Chatbot Design Tools 
and Use Cases

Build once and deploy everywhere is the predominant characteristic of cloud-based 
systems, whereas in this proposed system, we build the application once but that 
application could be accessed through the conversational interfaces enabled with 
windows, desktop, web, mobile, and Internet of Things (IoT) applications with nat-
ural and rich interactions. The general purpose Chatbots are designed and built 
using the frameworks listed below:

• Google’s DialogFlow end-to-end Enterprise Editions
• Amazon’s Amazon Lex
• Microsoft’s Azure Bot Service
• IBM Watson Assistant
• RASA Tool kit

Chatbot or conversation bot is a computer program which will enable the human 
being to interact with a machine with a sequence of conversation called dialogs. The 
bot understands the user’s request through the terms present in the query using natu-
ral language understanding (NLU) and natural language processing (NLP), and it 
generates the response to clarify or gratify those intents instantly. The back end 
system is also integrated with the Chatbot to make such an intelligent and instant 
decision-making system with the help of the internal or external API callouts, and it 
is shown in Fig. 20.1.

The intents or the user’s request consists of different entities within it and further 
retrieves the intended response as action or dialog. In the age of information deliv-
ery, Chatbots are more preferable for timely delivery and reduced market cost. The 
serverless architecture framework provides the platform to upload the developed 
personalized code without considering the difficulty of the entire process. All over 
the world, 57% of industries have started to use the Chatbot for automating the 
interaction between the users and service. Traditionally, the Chatbots have been 
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developed with the help of asynchronous API where the applications interacted 
through the message using the following sequence of steps:

 (a) Develop and train the Chatbot using machine learning approach.
 (b) Deploy the Chatbot on top of the API layer.
 (c) Integrate a user interface with the help of mobile or web application or social 

media instance messaging applications.

It is very cumbersome to maintain the server if the Chatbots are launched with 
cyclic updates. The problem of maintenance and scalability could be simplified with 
the help of a cloud-based system that supports auto-scaling, reduced cost, and flex-
ibility in integration.

AMAZON LEX: The voice and text-based Chatbots are being built and inte-
grated into any conversational applications through the help of Amazon Lex. The 
natural language understanding (NLU) and the natural language processing (NLP) 
recognize the conversational text or speech and then extract the hidden content 
behind the conversation. The Q&A bots and information bots are very famous for 
consumer interest since these are capable of running on mobile devices, chat 
devices, and IoT devices. Lex is also powered like Amazon Alexa. The user input is 
passed to derive the potential content, and the output is returned for further process-
ing. The Lambda function processes these requests and then triggers the cloud func-
tion as a fulfillment integration. High-quality machine learning, seamless 
deployment of the scale-up application, and built-in integration of the AWS plat-
form are the fundamental benefits of Amazon Lex.

DIALOGFLOW: It is previously known as API.AI governed by the Google 
development framework helping us in building a text- or voice-based Chatbot as an 
end-to-end development suite. The conversational analytics are embedded over the 
bot powered by Auto machine learning and deep learning in recognizing the intent, 
named entities, and context-specific information about the conversation. The Dialog 
flow provides a webhook that will be fired by the Google cloud function when an 
instantaneous event occurs in the Chatbot application. It is also capable of connect-
ing with any real-time database management system such as firebase for gathering 
the required information relevant to the intents of the user text.

Fig. 20.1 The proposed 
cloud-based Chatbot 
environment
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IBM Watson Assistant: When any doubts or misunderstanding arises on the 
human side, most Chatbots help the human being to search for an answer for the 
questions and then direct the human being in the right way upon exchanging the 
conversational dialogs. IBM Watson Assistant [9] is an application that can run on 
any cloud-based environment and supports the users by bringing the auto artificial 
intelligence (AutoAI) to their data and applications where they are currently work-
ing with the system. The major components of the assistants are shown in Figs. 20.2 
and 20.3, whereas Fig. 20.3 shows the sample set of intents, entity, and dialogs of a 
typical Chatbot application.

The IBM Watson Assistant’s architectural components are given below:

SKILL: It is a main architectural component of the Watson built with atomic reus-
able computer program capable of representing a specific domain knowledge. 
The users will do the conversation with the skill to automate the task of making 
decisions.

INTENT: Users at first aim that the Chatbot anticipate from their requests during 
the conversation with certain skills. For example, a user’s goal when conversing 
with a COVID-19 Chatbot is to get the details about the spreading ways of the 
virus, for example, #spread_ways, #new_cases, #new_death, and #symptoms.

ENTITIES: The set of terms or objects found in the intent utterances in turn pro-
vides the context for an intent. For example, an entity might be a city name which 
helps the routing core to determine which city is highly affected by COVID-19 in 
India for the spread of new cases.

CONTEXT: The information about the session and dialog conversation are main-
tained within the assistant to add more intelligence to our skill. All such informa-
tion carried out throughout the session are represented by various types of context 
variables, namely, session context variable, built-in context variable or user 
defined shared context, or a type of skill context to track the frequent changes 
during the session.

DIALOG: The dialog in Watson defines how the Watson Chatbot is going to 
respond to the user’s request upon recognizing the user’s intents, entities, and 
contexts present in the query. The dialog is processed by the Watson Service on 
the basis of tree like structure (i.e., node by node access in the tree) and each 

Fig. 20.2 IBM Watson Assistant architecture
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node in the tree represents the appropriate responce to be given for the respective 
occurrences of the intent, entity or the context.

As soon as the user enters the intents, the assistant triggers to process the intents 
with the help of sequences of nodes present in the dialog component of the 
Watson Assistant. As shown in Fig. 20.4, the assistant goes for recognizing the 
user input in node 1 initially. The node checks the condition using the current 
instantaneous contextual information and generates the response accordingly. If 
node1’s condition is not met, the control will migrate to the next node in the 

Fig. 20.3 Interaction among the components of the bot application

Fig. 20.4 Sample set of dialog nodes and its sequence of Fire
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sequence, and the process continues till it finds the suitable matching node for 
the given intents. The nodes have also been divided into sub-nodes according to 
the chain of sub-conditions that the assistants will apply to the child node.

SLOTS: To track the multiple pieces of information from users within the dialog 
nodes, the assistant adds the slots into the dialog nodes. The slots will be used to 
keep storing the frequent information within it, and the service asks for the 
details which are not available in the slots.

CALLING EXTERNAL WEB SERVICES/FUNCTIONS THROUGH API: 
The service defines the actions in terms of web functions that can programmati-
cally call the external applications or services which pose the details of the 
intended intents and get back a result as a part of the processing that occurs 
within a dialog run. The schematic view of how such external functions were 
called by the dialog node has been visualized in Fig. 20.5 with serials of mes-
sages exchanged between all.

A Watson assistant can create any number of skill component to make conversa-
tion and to get several features during the conversation flow. This will enhance the 
mapping of any given intent into a suitable personalized response by single or mul-
tiple skill sets. The purpose of using the Watson discovery service is to search and 
determine such skillset across the web which is best suitable for getting the response 
of the intents and entities. Through the help of REST API as shown in Fig. 20.5, the 
actions will be taken to get the relevant response for the intent from the external 
sources of information. COVID-19 details have been already maintained by the web 
portal authorized by the World Health Organization and Government of India. This 
information could be accessed through the API by passing the required set of param-
eters, and then the web action will be sending back the response suitable.

Fig. 20.5 Sample set of interaction among the components
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20.4  Serverless Operational and Deployment Model

The execution of code in the serverless deployment model is only on-demand on a 
per request basis. One server process has been instantiated for per request demand 
to scale up inherently. This platform executes the code in response to the events. 
Also support multi-programming language to implement the actions like Node/JS, 
Python, PHP, Java and etc. The API Gateway support allows mapping the API end-
points to IBM Cloud function action. It provides high-security features and easy 
socialization. The highly computationally intensive task which requires higher-end 
computational and storage resources could be outsourced to a powerful serverless 
platform even without changing the programming language.

The JSON schema describes the structure of the request and response bodies to 
an operation in such a way that any applications can be able to interact with the 
service irrespective of the communication protocol. Building applications using 
REST API is becoming a trend with the help of micro-services. For example, the 
COVID-19 micro-services [10] might provide a REST API with a single operation 
for accessing the information about COVID-19 confirmed cases and testing infor-
mation for a supplied location or city. The IBM API Connect and IBM integration 
bus have been used for establishing the communication among the service con-
sumer and service provider irrespective of the operating system, platform, and type 
of communication and transport protocols used at the application side.

20.4.1  Different Forms of Responses in Taking Actions 
for the Questions

The intents which are assumed to be raised by the public or patients [11] could be 
categorized into many types such as dialog, deflect, map, app navigation, informa-
tion retrieval, and API. It will be very easy for the intent designer if we divide the 
complexity of representing it into the assistant with the help of this categorization 
as given in Table 20.2.

20.5  Sample Set of Intents

The sample set of intents designed for covering all the users’ queries is given in 
Table 20.3 along with the intent title and its various ways of representing them.
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Table 20.2 Sample set of intent categories

Intents Type Response

How do I know the details 
of COVID

DIALOG Guide the user through set of steps to 
get the guidelines by WHO

I am heavily affected by 
COVID

DEFLECT Transfer to medical agent

Where is the nearest 
COVID-care Center

MAP Application launches map with 
directions

I need to buy medicine for 
COVID-19

APP NAVIGATION Bring user to buy medicine by 
connecting medishop

Can I get the symptoms of 
COVID patient

INFORMATION 
RETIREVAL

Bring back an answer

How many new cases? API Bring the new cases count through web 
actions/functions

Table 20.3 Sample set of intents

Intents Intents_examples

StayingSafeAtWork How do I keep employees who interact with customers safe?
Spreadviafood Does the virus stick to packaged food?

Does it spread on food packaging?
Can the virus that causes COVID-19 be spread through food, including
Do I need to wash my groceries?
Spread via food

NegativeTestResults Can you have corona virus and still test negative?
If you test negative can you still get COVID-19 later?
Negative test results
Does a negative test mean a person does not have COVID-19?
Can a person test negative and later test positive for COVID-19?

WhyTheName Why the name
Why was COVID-19 used to name this disease?
Is COVID an abbreviation?
Why is covid-19 the name for this disease?
Why is the disease being called coronavirus disease 2019, COVID-19
Is corona virus the same as COVID-19?

RiskToChildren Do children catch covid-19?
Risk to children
Are children at higher risk of getting sick?
Are kids at increased risk of infection?
Can corona virus infect an infant?
What is the risk of my child becoming sick with COVID-19?

PrepareFamily How can my family and I prepare for COVID-19?
Should my household plan ahead?
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20.5.1  Categorization of Intents

The frequently asked questions and answers were collected from the various autho-
rized sources about the COVID-19. The questions are summarized with different 
categorizations as shown in Table 20.4.

The frequently asked such questions were categorized into different types as 
shown in Table 20.5 along with a sample set of questions.

20.6  Chatbot with Webhooks

In order to retrieve the latest relevant information and updates related to COVID-19, 
the Chatbot uses webhooks with the help of cloud action functions to connect and 
interact with the approved data sources where the authorized information about the 
disease is stored [12]. By making such external API callouts, the Chatbot leverage 
information bypassing the parameter which carries the information about the object 
of interest to the respective API. We can define the function and can choose the 
runtime environment which is suitable for the developer’s option.

Webhooks: Webhook is an API web call back endpoint concept with a light-
weight way of implementing the event-driven reaction. As shown in Fig. 20.6 [13], 
the webhook delivers information to other external applications that perform pro-
grammatic functions. When the webhook is associated with a dialog skill of an 
assistant, it triggers the action when an event occurs due to the interaction of the 
respective node of the dialog component of the Chatbot [14]. Mostly the webhooks 
will post data across the applications either in the format of JSON or in XML.

Table 20.4 Sample categories  
of intents

Categories of FAQ
Speculation
Transmission
Nomenclature
Reporting
Societal response
Societal effects
Origin
Prevention
Treatment
Testing
Comparison
Economic effects
Symptoms
Having COVID
Individual response
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It is not required to keep on polling to check the occurrences of the event; rather 
webhook monitors the event and generates the notification to the user through the 
POST request sent to the callback URL that was specified during the configuration 
of the webhook registrations. For example, whenever a file or database record is 
modified or updated that time the registered webhook call back generates the notifi-
cation and sends the required information to the assistant/Chatbot.

POLLING WEBHOOKS

Is my data ready?

Here’s your data

Here’s your data

Is my data ready?

Tell me when my
data is ready.

Is my data ready?

No

No

Fig. 20.6 Polling versus webhooks

Table 20.5 Sample set of intents and its category

Sample question Category
When do you think the world will stabilize after covid ends Speculation
When covid will end Speculation
When covid will stop Speculation
If president trump opens the economy will we see a second wave of covid Speculation
Is there a risk of a second wave of covid like the second wave of the Spanish flu 
which killed more people compared to the first wave

Speculation

How would the pandemic covid be different in America if trump wasnt president Speculation
Will covid go away Speculation
How long will social distancing for covid last Speculation
-------------
Are pregnant women more susceptible to the covid virus and will it harm the 
fetus

Transmission

Can bats in United States spread covid back to people Transmission
What is the risk of my child becoming sick with covid Transmission
Should covid death be cremated Transmission
Why are covid patients contagious for so long before they show the symptoms Transmission
Are children as likely to get covid as adults Transmission
Can i get covid from my pet or other animals Transmission
Can people who recover from covid be infected again Transmission
Are certain blood types more resistant to acquiring the covid when exposed than 
others

Transmission

How do you wash vegetables and fruits these days of the covid epidemic Transmission
---
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Sample code which collects the responsive information with the help of web-
hook from the API is given in Table 20.6.

20.7  Multi-cloud Environment for Deploying the Chatbot

Multi-cloud environments have been constructed on top of the container platform 
which in turn provide consistent transparent access, governance, and automation of 
provision of services to the consumers over the edge. The major benefit of multi- 
cloud infrastructure [15] is to reduce the risks and deliver more automated services 
through the unified management platform running top of containers. In addition to 
that the multi-cloud also offers event-driven infrastructural services to the sub-
scribed users with the multi-cluster facility. If we deploy the Chatbot in the cloud 
environment, then it will be simplifying the process of integrating the resources 
required for retrieving the relevant information through the Chatbot. The multi- 
cloud platform enhances hazard-free integration and avoids continuous in-house 
maintenance. In some situations, the customer’s front-end application is not capable 
of interacting with the respective API service for gathering sufficient information. 
At that point in time, the multi-cloud interconnects the seamless access of the ser-
vices to facilitate the user’s request upon retrieving the responsible information 
across multiple clouds. Usually, the on-premise environment need not have the pro-
vision of integrating all such data sources directly whereas the multi-cloud goes for 
solving this issue. The multi-cloud architecture delivers more flexibility, scale-up, 
speed up, and over trust environment for self-service and guided analytics such as 
mobile analytics and embedded analytics over the data sources from multiple chan-
nels of data sources. Through multiple cloud service providers, whoever provides 
similar kind of services could be connected through the multi-cloud environment 
for exchanging the services among them. Multi-cloud refers to the consumption of 
several cloud services using multiple hybrid clouds irrespective of the deployment 
models used such as private and public. As shown in Fig. 20.7 rather than using one 

Table 20.6 Sample code for webhook API
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simple cloud, the business scenario can be offered with services by multiple provid-
ers to reach the objectives of the business requirement.

The business industries need not depend completely on a single vendor and able 
to get the services from any service provider by reducing the cost and leveraging the 
flexibility over the deployment. The top three business drivers to establish the cloud 
are sourcing, architecture, and governance. The multi-cloud platform provides a 
more strategic solution in deciding the backup recovery and workload protection 
with load balancing. The seamless migration is possible between different multi- 
cloud service providers without disturbing the existing operations of the running 
services.

20.8  Experimentation

Initially, the information about COVID-19 is collected from the authorized sources 
such as CDC (Centre for Disease Control and Prevention) [16], ICMR (Indian 
Council of Medical Research), WHO (World Health Organization), etc. Then all 
such information is structured in a format suitable for converting them into the form 
of intents, entities, and dialogs. The easiest format for integrating and representing 
all such information is through JSON.  The frequently asked such questions and 
answers collected from the guidelines of the authorized sources were formulated as 
a JSON file [17]. Rather than feeding each of the intents, entities, and dialogs indi-
vidually into the assistant, the Watson tool will automatically transform the intents, 
entities, and dialogs stored in the JSON to the Watson assistant in a bulk mode. It is 
required to identify the various ways by which we can gather the dynamic informa-
tion such as total confirmed cases, the total number of death, and the total number 
of the test taken so for with respect to the regional location. This challenging task 
has been achieved with the help of remote REST API designed and supplied by the 
authorized API portal. Through the Webhook facility in Watson Assistant, we are 

Fig. 20.7 Multi-cloud interactions
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able to establish a connection with the API callout and can collect the information 
about the updates on COVID-19. The screenshot of the design of the assistant dia-
log skill is visualized in Fig. 20.8.

The entities created for the above intents were visualized in Fig. 20.9. The sym-
bol @ is being used for differentiating the terms whether it refers to intents or enti-
ties. For intents the symbol # was used; for entity the symbol @ was used in the 
design time of the assistant dialog skill.

The dialog which is used for the conversation between the Chatbot and the user 
is shown in Fig. 20.10. The dialog node actually connects the intents/entites to the 
respective response generated by the bot.

The deployed Chatbot assistant can be integrated to any web application, social 
media applications, or messenger application. The sample screen shot of the Chatbot 
is shown in Fig. 20.11.

Fig. 20.8 Sample set of intents designed in Watson

Fig. 20.9 Sample set of entities designed in Watson
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Fig. 20.10 Sample set of dialog nodes designed in Watson

Fig. 20.11 Sample 
screenshot of the deployed 
assistant Chatbot
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20.9  Conclusion

The AI-powered Chatbot integrated system can outperform well for doing the 
repeated and cyclic responsive reply in an efficient and intellectual manner. The 
healthcare organization can consider utilizing the experience of the patients and 
provides the best services to its consumers. Chatbot leverages the technologies of 
AutoAI and AutoML, including intent classification, named entity recognition, fac-
toid, and recurrent question answering with dialogue management. Currently, this 
model is supporting only one language (English); in the future the model can be 
enhanced to support a multilingual platform so that multi-lingual patients could get 
the benefit of the bot. As part of future work, a knowledge-based expert system can 
be built for supporting the Chatbot assistant, capable of interpreting and responding 
to the answers in terms of biological information.
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